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Abstract
This article investigates the causal impact of oil prices on stock prices in each G7 market as well as in the world market. An asymmetric causality test is used for this purpose. Since the underlying data appears to be non-normal with time-varying volatility, we use bootstrap simulations with leverage adjustments in order to produce more reliable critical values than the asymptotic ones. Based on symmetric causality tests, we find no causal effect of oil prices on the stock prices of the world market or any of the G7 countries. However, when we apply an asymmetric causality test, we find that increasing oil prices cause stock prices to rise in the world, the US and Japan while decreasing oil prices cause stock prices to fall in Germany. This may imply that the world, US and Japanese stock markets consider increases in oil prices as an indicator of good news as this may mean that there is an increase in oil demand due to an expected growth in the economy while the German stock market treats decreasing oil prices as a signal of an expected contraction in the economy.
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1. Introduction

Fossil oil is still a major source of energy in any modern economy. This is expected to be the case for a foreseeable future. Hence, oil prices are usually one of the main factors behind fluctuations in many markets including financial markets and in particular stock markets. There is now a huge body of literature on the effect of oil prices on the economy for both developed and emerging countries. The bulk of these studies show that indeed oil price shocks affect the economy significantly (Hamilton, 2003; Cunado and Perez de Garcia, 2005; El-Sharif et. al., 2005; Lardic and Mignon, 2008; Gronwald, 2008; Cologni and Manera, 2008; Kilian, 2008; Narayan and Narayan, 2010; Arouri and Rault, 2012). However, there are still a relatively small number of studies on the effect of oil prices on stock prices. Furthermore, these studies yield mixed results with some showing a significant relationship between these two variables while others do not. The results vary depending on the countries studied and time period covered. Thus, there seems to be no general consensus yet on the effect of oil prices on stock prices.

We address this important gap in the literature. In this study, we examine the impact of oil prices on stock market prices in each of the G7 countries and on the world as a whole through the use of a newly developed technique that considers for asymmetry in the relationship between variables – that of Hatemi-J (2012). It is well-known in the literature that asymmetric impacts prevail in many markets especially in financial ones (Black, 1976; Christie, 1982; French, et. al., 1987; Nelson, 1991 and Schwert, 1990, among others). Bad news affects stock prices more than good news. Campbell and Hentschel (1992) argue that the mere arrival of information itself can bring about this asymmetry. News, per se, because of its being unexpected, can increase share price volatility but when it is bad, the effect is magnified. A change in oil prices can be regarded by stock markets as either good news or bad news; hence, stock markets can have an asymmetric response to the change in oil price. An increase in oil prices could be perceived as bad news by stock markets in the sense that it can negatively affect the economy while the opposite could be regarded as good news as it can have a positive effect on the economy.
However, it could also be that stock markets consider an increase (decrease) in oil prices as good (bad) news as they may regard it as an indication of an increase in demand for oil which signifies a growth (contraction) in the economy. Whatever the case is, what is clear is that a change in oil prices could be regarded by stock markets as representing either good news or bad news, and hence, there could be asymmetry in the relationship between oil prices and stock prices under conditions of bad news and good news. Thus, it is important to conduct the analysis of the relationship between oil prices and stock prices under different conditions – good news conditions as well as bad news conditions.

In order to do this, we use a newly developed asymmetric causality test, that of Hatemi-J (2012), which is discussed in detail in Section 3. The existing articles that try to allow for some form of non-linearity or asymmetry are usually based on the Markov chains, thresholds or indicator variables. However, these approaches are basically based on the same model without totally separating the positive shocks from the negative ones. The asymmetric causality test that we implement in this article can overcome this potential shortcoming. Unlike previous methods, the current asymmetric causality test provides the possibility to investigate the impact of positive changes of one variable on positive changes of another variable as well as the impact of negative changes of one variable on negative changes of another variable or any other combination that one might be interested in.

Another pertinent issue within this context is the fact that financial data is not normally distributed and volatility is usually not constant but time-varying (French, et al, 1987; Campbell and Hentschel, 1992; Nelson, 1991). In such circumstances, tests for causality based on asymptotic critical values perform poorly. In order to remedy this potential shortcoming, we make use of bootstrap simulations with leverage adjustments to produce critical values that are more precise. These critical values are produced for symmetric Granger causality test as well as for asymmetric causality tests.
To our knowledge, there is no study yet on the relationship between oil prices and stock prices which has utilized an asymmetric causality approach despite being well-established that in markets, the effect of financial variables is usually asymmetric. Our study therefore will provide fresh evidence on this issue based on this newly developed methodology.

The rest of the paper is organized as the following. Section 2 provides literature review. Section 3 presents the econometric approach. Section 4 discusses the empirical findings and the last sections offers concluding remarks.

2. Literature Review

Ample of research studies have examined the relationship between oil prices and macroeconomic variables; such as inflation, employment, exchange rates and growth rates with an inverse relationship (e.g. Burbidge and Harrison, 1984; Cunado and Perez, 2003, 2005; Engemen et al., 2011; Hamilton, 1983, 2003, 2011; Kilian 2008,2009; Mork, 1989; Mok et al. 1994). For example, Hamilton (1983) and (2011) show that seven out of eight and ten out of eleven, respectively, postwar US recessions had been preceded by a rise in oil prices, as a result of finding negative and significant correlation between oil price increases and output. Sardorsky (1999), Park and Ratti (2008) and Apergis and Miller (2009) find that oil prices movements affect economic conditions such as growth, inflation rates and interest rates. Basher and Sadorsky (2006) suggest that the cost of non-oil production inputs are mostly absorbed by the companies and depress companies’ profits and dividend which in turn affect stock returns.

The impact of oil prices on stock market returns also has been documented in the economics literature with mixed evidence suggested. The first strand documents a negative impact of oil price movements on stock returns (e.g. Kaul and Seyhun, 1990; Jones and Kaul,1996; Sadorsky; 1999; Papapetrous, 2001; Hong et al., 2002; Hammoudeh and Li, 2008; Ghouri, 2006; Basher and Sadorsky, 2006; Hammoudeh and Choic, 2007; Driesprong et al., 2008; Nandha and Faff, 2008; O’Neil et al., 2008; Park
and Ratti, 2008). For instance, Jones and Kaul (1996), using a standard cash flow valuation model, report a negative correlation between oil prices and stock prices in four countries: US, Canada, Japan and the UK. In another study, Sadorsky (1999), using monthly data for the period 1947 to 1996, finds that the volatility of oil prices negatively affected US stock market movements and any increase in oil prices causes negative shocks to US stock prices. Furthermore, Papapetrous (2001) reached the same conclusion of a negative impact on stock prices as oil prices negatively affect output as well as employment growth. O’Neil et al. (2008) and Park and Ratti (2008), report a significant negative impact of oil price shocks on stock prices for an extended sample of 13 developed market.

Other studies, on the other hand, suggest a positive impact of oil prices on stock market returns. Most recently, Chiang et al (2015) documented comprehensively a positive impact of oil prices on the returns of different portfolios of stocks in the US market after controlling for well-known risk factors that affect returns. Sadorsky, (2001) report a significant positive relationship between oil prices and stock return coming from oil and gas firms in Canada, using a multifactor market model. El-Sharif et al. (2005) find a significant positive association between oil prices and oil-related stocks, listed on London Stock Exchange), using a sector-based analysis. Studying the European and US stocks for the period June 2000 to July 2011, Reboredo and Rivera-Castro (2014), as one of their main findings, find that oil and gas companies were positively affected by oil price movements as an exception for the independent effect between the two. Other studies that report positive effects of oil prices on stock returns are those of Faff and Brailford, 1999; Sadorsky, 2001; El-Sharif et al. 2005; Gogineni, 2007; Yurtsever and Zahor, 2007; Arouri and Rault, 2012)

The other strand of studies documents an independent relationship between oil prices and market returns, (Chen et al. 1986; Huang et al., 1996; Hennriques and Sadorsky, 2008; Apergis and Miller; 2009, Reboredo and Rivera-Castro; 2014). Huang et al. (1996) find that oil stock futures returns are not correlated to stock returns. Güntner (2013), using
monthly data from 1974 to 2011 for 6 OECD countries, reports stock returns in any selected economies are not affected by oil supply unexpected fluctuations. Similarly, Reboredo and Rivera-Castro (2014), find that oil price changes had no impact on stock market returns at both the aggregate and sectorial levels in the pre-crisis period with exceptions with exception of oil and company stocks.

It is very important to a number of those studies that found evidence of a significant relationship between stock prices and oil prices point out that the relationship is non-linear. For example, among others, the study by Ajmi et al (2014) which investigated this relationship based on an asymmetric causality test and in the context of the Middle East and North African region over the period 2007 to 2012 yielded the same finding. Utilising copula models, Naifar and Al Dohaiman (2013) and Zhu et al. (2014) also found significant asymmetric linkage between the crude oil and stock markets in the GCC and Asia-Pacific regions, respectively. Further evidence has also been provided by the study of Jawadi et al (2010) which found a non-linear long run relationship between oil prices and stock prices based on the use of switching transition error correction models. With the use also non-linear cointegration techniques, Maghyereh et al (2007), in their study relating to the five member countries (Bahrain, Kuwait, Oman, Saudi Arabia, and the United Arab Emirates) of the Gulf Cooperation Council arrived at the same conclusion. Jammazi and Aloui (2010), using a combined wavelet analysis and Markov Switching Vector Autoregressive (MS-VAR) approach, likewise found an asymmetric relationship between oil prices and stock returns depending on the phases of the markets.

The same picture emerges as regards the link between these two variables in the case of the G7 countries. There are only a handful of studies which have investigated the link between oil prices and stock prices. These studies have also yielded mixed results. One of these studies is that of Christensen 2011. This study also included Norway. It applies mostly the same models as those of the papers by Sadorsky (1999), Park and Ratti (2008), Cong et al. (2008) and Ono (2011) which utilise a vector autoregression (VAR) model for the period between 1986 and 2010, where the impulse response and the variance decomposition are estimated. The VAR model contains four variables; interest
rate, oil price, industry production and real stock return. The study finds little evidence of a linear impact oil price shocks; however, it does find significant non-linear effect. The results of the variance decomposition indicate that an increase in oil price have a more powerful impact on the net oil importing countries and Norway, while for Canada and Japan, the impact of a decrease in oil price has a more powerful effect. In contrast to these results, no evidence is found of an asymmetric impact of oil price shocks on real stock returns of the G-7 and Norway.

Applying sector stock prices and oil prices in 1991:01–2009:05 from the G7 countries, Lee et al (2012) find that oil price shocks do not significantly impact the composite index in each country. However, stock price changes in Germany, the UK and the US were found to lead oil price changes. As for the interaction between oil price changes and sector stock price changes, we find short-run negative causal relationships: 4 of 7 sector index returns were impacted by oil price changes in Germany, 2 in the US and 1 in France. In particular, stock returns of information technology and consumer staples sectors were found to be impacted most by oil price shocks, followed by financial, utilities and transportation sectors. In terms of causality from sector stock price changes to oil price changes, they found that stock price changes lead oil price changes in 8 of 9 sectors in Germany, most in the G7 countries followed by the UK, Italy, France, Canada and the US. No such causal relationship, however, is found for Japan. With respect to specific sectors, stock price changes in consumer staples and materials sectors were impacted most significantly by oil price changes followed by transportation, financial, energy, health care, industrials, utilities, information technology and telecommunication sectors with the exception of consumer discretionary sector. In addition, short term stock price changes are found to lead positively oil price changes.

Finally, there is also the article by Lee and Zeng (2011). This paper examines the impact of changes in real oil prices on the real stock returns of G7 countries. They find the responses of stock markets to oil price shocks to be diverse among G7 countries.
3. Data and The Methodology

Our data is based on the Morgan Stanley Capital International (MSCI) stock price index and the oil price index during the period January 1975-October 2013 on weekly basis.\(^1\)

The empirical investigation is based on the Granger causality test. Below we describe an asymmetric version of this test developed by Hatemi-J (2012). This test method can separate the causal effect of positive shocks from the negative ones. Allowing for asymmetric causal effects accords well with the reality, especially in financial markets, because investors tend to react more to adverse changes than favorable ones. The main advantage of this asymmetric causality test is that it totally separates the causal impact of positive changes from the negative ones, unlike alternative methods that make use of indicator variables, thresholds or regime switching methods that allow for some form of asymmetric effects within the same model. This asymmetric causality also performs well when the underlying data is not normally distributed and the volatility is time-varying. These are useful properties especially when the financial or energy related data sets are used since non-normality and time-varying volatility is usually a rule than an exception.

It is widely agreed that both oil price index (signified by O) and stock price index (represented by S) are integrated variables. Consequently, each time series can be expressed as the following:

\[
O_t = O_{t-1} + \varepsilon_{1t} = O_0 + \sum_{i=1}^{t} \varepsilon_{1i},
\]

and

\[
S_t = S_{t-1} + \varepsilon_{2t} = S_0 + \sum_{i=1}^{t} \varepsilon_{2i},
\]

for \(t = 1, 2, \ldots, T\). \(O_0\) and \(S_0\) are the initial value for each time series. The disturbance terms are presented by \(\varepsilon_{1i}\) and \(\varepsilon_{2i}\) and are presumed to be white noise processes. Positive and

\(^1\) The number of observations is 2027.
negative shocks are defined as $\varepsilon_{1i}^+ = \text{Max}(\varepsilon_{1i}, 0)$, $\varepsilon_{2i}^+ = \text{Max}(\varepsilon_{2i}, 0)$, $\varepsilon_{1i}^- = \text{Min}(\varepsilon_{1i}, 0)$ and $\varepsilon_{2i}^- = \text{Min}(\varepsilon_{2i}, 0)$. Based on these definitions, we can conclude that $\varepsilon_{1i} = \varepsilon_{1i}^+ + \varepsilon_{1i}^-$ and $\varepsilon_{2i} = \varepsilon_{2i}^+ + \varepsilon_{2i}^-$. These definitions imply in turn the following:

$$O_t = O_{t-1} + \varepsilon_{1i} = O_0 + \sum_{i=1}^t \varepsilon_{1i}^+ + \sum_{i=1}^t \varepsilon_{1i}^-,$$

and

$$S_t = S_{t-1} + \varepsilon_{2i} = S_0 + \sum_{i=1}^t \varepsilon_{2i}^+ + \sum_{i=1}^t \varepsilon_{2i}^-.$$

These results provide the possibility to express the cumulative positive and negative changes as $O_t^+ = \sum_{i=1}^t \varepsilon_{1i}^+$, $O_t^- = \sum_{i=1}^t \varepsilon_{1i}^-$, $S_t^+ = \sum_{i=1}^t \varepsilon_{2i}^+$ and $S_t^- = \sum_{i=1}^t \varepsilon_{2i}^-$. These components can be used for testing for asymmetric causality. For example, if the null hypothesis that positive oil shocks do not cause positive shocks in the stock prices is tested then the data vector is defined as $X_t^+ = (S_t^+, O_t^+)$. This hypothesis can be tested via the following vector autoregressive model of order $L$, VAR ($L$):

$$X_t^+ = \nu + A_1 X_{t-1}^+ + K + A_p X_{t-L}^+ + u_t^+, \quad (3)$$

here $\nu$ represents a $2 \times 1$ vector of intercepts and $u_t^+$ is a $2 \times 1$ vector of error terms. The $A_r$ is a $2 \times 2$ matrix of coefficients for lag order $L$ ($L = 1, \ldots, L$-max). The optimal lag order is chosen by minimizing the information criterion that follows

$$\text{HJC} = \ln \left| J_i \right| + \frac{L}{2T} \left( m^2 \ln T + 2m^2 \ln(\ln T) \right), \quad L = 0, A, L$$.  \quad (4)$$

where $\left| J_i \right|$ is the determinant of the variance-covariance matrix of $u_t^+$ that is estimated by using lag order $L$, $m$ represents the number of the time-series in the VAR model, and $T$

---

2 These definitions were also used by Granger and Yoon (2002) to test for hidden cointegration.

3 For causality testing between negative cumulative shocks the vector $X_t^- = (S_t^-, O_t^-)$ is used.

4 The VAR model was originally suggested by Sims (1980).
is the length of sample of the underlying data set. Based on the optimal lag order, the following null hypothesis can be tested:

\[ H_0: \text{the row } j, \text{ column } k \text{ element in } A_r \text{ is equal to zero for } r = 1, \ldots, L. \]  

This null hypothesis of no causality is tested via a Wald test that needs to be defined within this context. Before defining this test we need to introduce some denotations for make the presentation of the test compactly. Hence, consider the following:

\[ Y := \begin{pmatrix} X_1^+, \Lambda, X_T^+ \end{pmatrix} \quad (m \times T) \text{ matrix,} \]

\[ D := \begin{pmatrix} \nu, A_1, \Lambda, A_L \end{pmatrix} \quad (m \times (1 + mL)) \text{ matrix,} \]

\[ Z_t := \begin{bmatrix} 1 \\ y_t^+ \\ y_{t-1}^+ \\ \vdots \\ y_{t-p+1}^+ \end{bmatrix} \quad ((1 + mL) \times 1) \text{ matrix, for } t = 1, \ldots, T, \]

\[ Z := (Z_0, \Lambda, Z_{T-1}) \quad ((1 + mL) \times T) \text{ matrix, and} \]

\[ \delta := \begin{pmatrix} u_1^+, \Lambda, u_T^+ \end{pmatrix} \quad (m \times T) \text{ matrix.} \]

By using these denotations we can define the VAR(L) model compactly as

\[ Y = DZ + \delta; \]  

The following Wald test statistic can be used to test the null hypothesis of non-Granger causality, i.e. \( H_0 : RB = 0 \):  

\[ Wald = (RB)^\top \left[ R \left( ZZ \right)^{-1} \otimes \Sigma_U \right] R^{-1} (RB), \]

Note that \( B = vec(D) \) where \( vec \) is the column-stacking operator; \( \otimes \) is the tensor product, and \( R \) is an \( L \times m(1 + mL) \) indicator matrix consisting of ones for restricted parameters and zeros for the unrestricted parameters. \( \Sigma_U \) is the unrestricted variance-covariance matrix.

---

*The HJC has been suggested by Hatemi-J (2003, 2008). The conducted Monte Carlo simulations by the mentioned author have shown clearly that the HJC is effective in finding the optimal lag order even when there is ARCH. This information criterion has also good forecasting capabilities based on the simulation results.*

*An extra lag that is unrestricted was included in the VAR model in order to account for the effect of one unit root as suggested by Toda and Yamamoto (1995).*

*The initial values are assumed to be available (see Lutkepohl; 2005).*
which is defined as $\Sigma_U = \frac{\hat{\delta}_U' \hat{\delta}_U}{T - c}$, where $c$ is the number of estimated parameters in each equation of in the underlying VAR model. Under the assumption of normality, the Wald test has a $\chi^2$ distribution asymptotically with $L$ degrees of freedom. However, when the data is not normally distributed and the volatility is time-varying then the small-sample distribution of this statistic is not exactly represented by the asymptotic distribution. A solution for this shortcoming is to produce critical values via bootstrap simulations with leveraged corrections. This approach can be implemented via the following steps. First, estimate the regression model (6) with the restrictions under the null hypothesis of no causality imposed. Next, generate the bootstrap data, denoted by $Y_t^*$ as $Y_t^* = \hat{D}Z + \delta^*$. Where $\delta^*$ is the bootstrapped residuals that are created by $T$ independent random draws from the regression’s modified residuals. Each bootstrap sample of the bootstrapped residuals is centred in order to ensure that the necessary assumption of zero mean of the residuals is satisfied. It should be underlined that the original residuals are weighted by leverages to adjust for time-varying volatility.\(^8\) Hence, the bootstrapping relies on these modified residuals. The bootstrap simulations are repeated 10000 times. Each time the Wald is estimated. In this way the distribution of the underlying test is estimated. The critical value based on the bootstrapping at the $\alpha$-level of significance (denoted by $c_{\alpha}^*$) can be acquired by cutting the $(\alpha)th$ upper quantile of the bootstrap distribution. Finally, the calculated the Wald statistic based on the original data can be compared to the $c_{\alpha}^*$ in order to decide whether or not the null hypothesis of no asymmetric causality is supported empirically. This asymmetric causality test with bootstrapping and leveraged corrections is conducted via a statistical software component that is written in Gauss by Hatemi-J (2011) and it is available online.

---

\(^8\) Details on leverage adjustment are provided by Davison and Hinkley (1999) for univariate analysis and Hacker and Hatemi-J (2006) for multivariate analysis.
4. **Empirical Results**

Before testing for causality, we implemented tests for multivariate normality and multivariate ARCH effects. The results, which are not reported but available upon request, showed that these assumptions are not sustained empirically. As a consequence, we need to implement bootstrap simulations with leverage adjustments in order to acquire reliable critical values that are more reliable. Since each variable contains one unit root, we also need to include an extra unrestricted lag in the VAR model in order to take into account the unit root effect following the recommendations by Toda and Yamamoto (1995). The empirical findings pertinent to symmetric as well as asymmetric causality tests are presented in Table 1.

[Insert Table 1 Here]

When standard symmetric causality is used there is no causation effect from oil prices on the stock prices for the world market or any G7 countries separately. However, when asymmetric causality tests are used the results show that the increasing oil prices cause the stock prices in the rising world market, the US market and the Japan market. The results also show that decreasing oil prices cause the falling stock prices in Germany only.

Thus, changes in oil prices affect the world stock market and that of the US, Japan and Germany, in the case of the G7 countries. However, only increases in oil prices impact the world, US and Japanese stock markets while only oil price decreases affect the German stock market. The world, US and Japanese stock markets respond to oil price increases and in a positive way (i.e. increase in returns). This implies that they consider oil price increases as good news as it may indicate a positive development in the world economy. These stock markets probably interpret oil price increases as being driven by demand from the economy which could therefore signal economic growth. These stock

---

9 The unit root tests results are not presented to save space. The results are available on request however. The graphical illustrations of the variables are also in line with unit root process.
markets, however, do not treat decreases in oil prices as a signal of depressed economy. The German stock market does. It responds to oil price decreases by decreasing returns. This implies that it interprets oil price decreases as bad news as it probably treats this as an indicator of a contraction in the world economy. This is a great concern for Germany given that is heavily dependent on exports.

It has been shown that the world stock markets have only generally reacted mainly to changes in oil prices caused by demand shocks rather than supply shocks (Grigoryev, 2010). This might therefore explain why the world, the US and Japanese stock market prices also increase when oil prices rise while the German stock market prices decrease when oil prices go down. These markets seem to be interpreting oil price changes as demand driven which is tied to the movement of the economy. However, the response of these markets to oil prices changes is asymmetric. The world, US and Japan respond, only to oil price increases while the Germany only to oil price decreases. To the former, oil price decreases are neither good news nor bad news while to the latter this is the case with oil price increases.

The world, the US and Japanese stock markets shrug off price decreases. It seems that they do not consider this as a factor that can significantly stimulate the economy as they may not be already so dependent on oil. Neither do they treat this as a signal of a decrease in oil demand due to a slowing economy. As regards the German stock market, it is a puzzle that it is not sensitive to increases to oil prices inspite of the fact that it is highly dependent on oil. It could probably be because Germany already uses significantly other energy sources such as nuclear, wind and solar which provides them a hedge against oil price increases. Neither does this market believe that increases in oil prices signal reduction in economic growth. Decreases in oil prices, however, affect the German equity market negatively as this could signal a downturn in the worldwide economy which is very important to them since Germany is highly export driven.
5. Conclusion

This article investigated the causal impact of oil prices on each G7 well as the world stock market. An asymmetric causality test is used for this purpose. Since the underlying data appears to be non-normal with time-varying volatility, we make use of bootstrap simulations with leverage adjustments in order to produce more reliable critical values than the asymptotic ones. It is found that there is no causation effect from oil prices on the stock prices for the world market or any G7 countries separately. However, when asymmetric causality tests are used the results show that the increasing oil prices cause the stock prices in the rising world market, the US market and the Japan market. The results also show that decreasing oil prices cause the falling stock prices in Germany only. This seems to imply that the world, the US and Japanese stock markets consider increases in oil prices as an indicator of good economic news. Perhaps, this rise in oil prices is coming from an increase in demand that therefore signals future economic growth. On the other hand, the German stock market seems to be sensitive to decreases in oil prices as it may consider this as a signal of future economic contraction. Thus, it appears that the reaction of these stock markets is implying that they are reacting to a change in oil price that is demand driven which is line with the existing literature.
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Table 1 - The Symmetric and Asymmetric Causality Test Results

<table>
<thead>
<tr>
<th>NULL HYOTHESIS</th>
<th>Test Value</th>
<th>Bootstrap CV at 1%</th>
<th>Bootstrap CV at 5%</th>
<th>Bootstrap CV at 10%</th>
<th>Causal Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>World</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$O \neq S$</td>
<td>1.124</td>
<td>6.861</td>
<td>3.860</td>
<td>2.700</td>
<td></td>
</tr>
<tr>
<td>$O^+ \neq S^+$</td>
<td>11.308**</td>
<td>15.299</td>
<td>11.067</td>
<td>9.214</td>
<td>0.022</td>
</tr>
<tr>
<td>$O^- \neq S^-$</td>
<td>4.836</td>
<td>22.448</td>
<td>16.275</td>
<td>13.645</td>
<td></td>
</tr>
<tr>
<td>US</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$O \neq S$</td>
<td>1.403</td>
<td>6.742</td>
<td>3.878</td>
<td>2.691</td>
<td></td>
</tr>
<tr>
<td>$O^+ \neq S^+$</td>
<td>11.066**</td>
<td>15.462</td>
<td>10.793</td>
<td>9.194</td>
<td>0.015</td>
</tr>
<tr>
<td>$O^- \neq S^-$</td>
<td>2.235</td>
<td>18.718</td>
<td>11.919</td>
<td>9.572</td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$O \neq S$</td>
<td>1.439</td>
<td>6.723</td>
<td>3.807</td>
<td>2.809</td>
<td></td>
</tr>
<tr>
<td>$O^+ \neq S^+$</td>
<td>0.003</td>
<td>6.848</td>
<td>4.188</td>
<td>2.801</td>
<td></td>
</tr>
<tr>
<td>$O^- \neq S^-$</td>
<td>1.684</td>
<td>13.970</td>
<td>9.707</td>
<td>8.163</td>
<td></td>
</tr>
<tr>
<td>France</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$O \neq S$</td>
<td>1.423</td>
<td>6.218</td>
<td>3.813</td>
<td>2.722</td>
<td></td>
</tr>
<tr>
<td>$O^+ \neq S^+$</td>
<td>0.611</td>
<td>6.159</td>
<td>3.758</td>
<td>2.695</td>
<td></td>
</tr>
<tr>
<td>$O^- \neq S^-$</td>
<td>4.531</td>
<td>13.298</td>
<td>10.045</td>
<td>7.937</td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$O \neq S$</td>
<td>0.511</td>
<td>6.894</td>
<td>3.874</td>
<td>2.801</td>
<td></td>
</tr>
<tr>
<td>$O^+ \neq S^+$</td>
<td>0.420</td>
<td>6.365</td>
<td>4.061</td>
<td>2.512</td>
<td></td>
</tr>
<tr>
<td>$O^- \neq S^-$</td>
<td>8.077*</td>
<td>12.929</td>
<td>9.505</td>
<td>7.758</td>
<td>0.026</td>
</tr>
<tr>
<td>Italy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$O \neq S$</td>
<td>1.896</td>
<td>6.734</td>
<td>4.015</td>
<td>2.951</td>
<td></td>
</tr>
<tr>
<td>$O^+ \neq S^+$</td>
<td>0.776</td>
<td>6.025</td>
<td>3.799</td>
<td>2.771</td>
<td></td>
</tr>
<tr>
<td>$O^- \neq S^-$</td>
<td>3.635</td>
<td>14.168</td>
<td>9.861</td>
<td>7.787</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$O \neq S$</td>
<td>1.170</td>
<td>7.937</td>
<td>4.051</td>
<td>2.780</td>
<td></td>
</tr>
<tr>
<td>$O^+ \neq S^+$</td>
<td>0.620</td>
<td>6.940</td>
<td>4.054</td>
<td>2.754</td>
<td></td>
</tr>
<tr>
<td>$O^- \neq S^-$</td>
<td>3.545</td>
<td>13.369</td>
<td>9.842</td>
<td>7.781</td>
<td></td>
</tr>
<tr>
<td>Japan</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$O \neq S$</td>
<td>0.027</td>
<td>5.942</td>
<td>3.610</td>
<td>2.588</td>
<td></td>
</tr>
<tr>
<td>$O^+ \neq S^+$</td>
<td>3.005*</td>
<td>6.194</td>
<td>3.561</td>
<td>2.454</td>
<td>0.025</td>
</tr>
<tr>
<td>$O^- \neq S^-$</td>
<td>3.635</td>
<td>14.168</td>
<td>9.861</td>
<td>7.787</td>
<td></td>
</tr>
</tbody>
</table>

Notes:
1. $O$ denotes the oil price index and $S$ represents the stock price index. The vector ($S^+, O^+$) signifies the cumulative positive shocks and ($S^-, O^-$) represents the cumulative negative shocks.
2. ** means significant at 5% level, * means significant at 10% level.
3. We tested for multivariate normality using the Doornik and Hansen (2008) statistic. The results showed that the data is not normally distributed. Tests for ARCH effects were also conducted by using Hacker and Hatemi-J (2005) bootstrap multivariate LM test. The simulations were conducted by the statistical software component provided by Hacker and Hatemi-J (2009). The results revealed that multivariate ARCH effects prevail.