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Abstract

The paper presents an alternative framework for analysing the impact of world commodity prices on national output, expenditure and trade balances in commodity exporting economies. What differentiates this approach from the standard Dutch disease approach to commodity price fluctuations is its explicit focus on the relative price effects of changes in the terms of trade (ToT) on national output and expenditure, rather than centre on real exchange rate implications. With application to the major commodity exporting advanced economies (Australia, Canada, New Zealand and Norway), empirical estimates generally verify the major predictions of the approach that ToT fluctuations should (i) have no significant short run impact on GDP and that (ii) there is unlikely to be a strong positive relationship between ToT and net exports in these economies due to relative price effects.
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MACROECONOMIC EFFECTS OF TERMS OF TRADE FLUCTUATIONS IN COMMODITY EXPORTING ADVANCED ECONOMIES

1. Introduction
According to broad based commodity price indices, commodity prices in real terms have boomed since the turn of the century, except for a brief hiatus during the 2008-09 global financial crisis. Bolstered by strong demand for agricultural and mineral commodities in fast growing Asian economies, most notably China and India, and heightened liquidity levels stemming from monetary expansions engineered by central banks in advanced economies, commodity prices have reached levels comparable to previous historical peaks reached in the 1970s (IMF 2012). Elevated world commodity prices have caused major variation in many economies’ terms of trade, measured as the ratio of prices received for commodity exports to prices paid for imports, mainly manufactured goods.

Developing and emerging economies in Asia, Africa and Latin America are generally perceived to be more dependent on exports of commodities than advanced economies and hence more prone to volatile terms of trade (ToT). However, if an economy’s dependence on commodity exports is measured as the proportion of commodity exports in its total exports, it so happens that a select group of advanced economies - Australia, Canada, New Zealand and Norway - are more heavily reliant on commodity exports than many developing commodity exporters in Asia and Latin America (IMF 2012). Indeed, after declining slightly for three decades, commodity exporting advanced economies (CEAEs) increased their dependence on commodity exports significantly from 2000, with their commodity exports reaching an average of sixty per cent of total exports in 2010 (Adler and Sosa 2011).

An extensive literature on the macroeconomics of commodity price fluctuations has explored numerous dimensions. For instance, from the mid-1970s many authors examined how real exchange rate appreciation could cause de-industrialisation in the context of rising world energy prices and resource discoveries, the so-called Dutch

---

1 A related literature examines whether developing economies’ reliance on commodity exports stymies economic development via the “resources curse” (see Lederman and Maloney 2007, van der Ploeg 2011, Frankel 2012).
According to Dutch disease theory, as an economy’s export commodity prices boom or as newly found resources are exploited, the real exchange rate appreciates due to a stronger nominal exchange rate, as well as to higher non-tradables prices that stem from a wealth-induced excess demand for non-tradables. In turn, this worsens the international competitiveness of the economy’s traditional tradable industries, most notably in the manufacturing sector and can also lead to a trade deficit. More recent work on the macroeconomic consequences of commodity price rises have focused on their implications for inflation (IMF 2011) and on fiscal effects (see Lespedes and Velasco 2011, Kaminsky 2009).

This paper contributes to the literature in two ways. First, unlike the Dutch disease approach which seeks to explain the macroeconomic effects of commodity price fluctuations via real exchange rate variation, it focuses on linkages between the terms of trade, national output and trade balances. Second, it empirically tests the implications of this alternative perspective with particular reference to the experience of the major CEAEs - Australia, Canada, New Zealand and Norway.

The next section proposes a straightforward theoretical framework for interpreting the impact of ToT variations on key macroeconomic variables in the short term. This approach suggests the ToT are unlikely to affect national output, but will alter export and import volumes due to the income and substitution effects associated with relative price changes. Section 3 examines the properties of the key data series for Australia, Canada, New Zealand and Norway. Sections 4 and 5 respectively test the relationships between the ToT and national output, and the ToT and net exports, for each of these economies. Section 6 concludes the paper.

2. The Terms of Trade, National Output and the Trade Balance
This section presents a new framework to interpret the impact of terms of trade changes on an economy’s output, expenditure and the trade balance in the short run.
Combining dual distinctions, that between exportables and importables, and that between output and expenditure, this approach infers two testable hypotheses. These are that in commodity exporting countries (i) the ToT do not significantly affect GDP since production inputs are given in the short run, and (ii) the ToT do not significantly influence net exports, since increased exports are offset by increased imports due to the income and substitution effects of a relative price change.

In this framework goods and services are either exportables (χ) or importables (ν). Exportables are predominately agricultural and mineral commodities, whereas importables are mainly manufactures. A production possibility frontier conveys real Gross Domestic Product, the combined output of exportables and importables, on the supply side of the economy, as in Figure 1. Output of exportables and importables is produced using sector-specific capital stocks at fixed levels, and capital is immobile between the two sectors in the short run.

The total labor force is also given, but can shift between the two sectors endogenously. Thus the frontier reveals all possible production combinations of χ and ν that yield a given volume of real GDP. Its concavity reflects diminishing returns as labor moves more and more from χ into ν production. Any point on the transformation curve therefore shows that the more χ is produced, the less ν will be produced since labor shifts to the expanding commodity sector from the other sectors.

The national expenditure or aggregate demand side of the economy is represented by a community indifference curve capturing the spending preferences of resident entities as between χ and ν. The convexity of these curves reflects the diminishing marginal rate of substitution between χ and ν, and no specific restrictions (homothetic, quasi-homothetic or linear, after Deaton and Muellbauer 1980) need be imposed on demand behaviour.

The foreign currency prices χ and ν set in world markets, and domestic entities can export and import as much as possible of either without affecting the world price received or paid in foreign exchange terms. The nominal exchange rate translates the foreign currency prices of χ and ν into domestic currency values, such that
where $T$ is the terms of trade, $P_{\chi}$ is the price index of exportables in domestic currency, $P_{\nu}$ is the price index of importables in domestic currency, and $e$ is the nominal effective exchange rate. $T$ determines the slope of the line $TT$ in Figure 1 which is tangential to the production possibility and community indifference curves.

In sum, output, $Y$, of $\chi$ and $\nu$, and expenditure, $E$, on $\chi$ and $\nu$ can be summarised as

\[
Y_{\chi} = f(T; K_{\chi}^{\nu}, L_{\chi}^{\nu}) \quad Y_{\nu} = g(T; K_{\nu}, L_{\nu})
\]

(2)

\[
E_{\chi} = f(T; Y) \quad E_{\nu} = g(T; Y)
\]

(3)

where signs above the arguments of each function indicate the signs of partial derivatives with respect to production or expenditure in the respective sectors.

At initial equilibrium in micro-foundations terms, the marginal rate of transformation of the output of the two sectors, equivalent to the ratio of respective marginal costs of production, equals their marginal rate of substitution on the expenditure side, equivalent to the ratio of marginal utilities of the goods in consumption. That is,

\[
T = \frac{MC_{\chi}}{MC_{\nu}} = \frac{MU_{\chi}}{MU_{\nu}}
\]

(4)

At point Q in Figure 1, OX exportables are produced and sold, and OM importables are produced and sold. The economy is at full employment on the transformation curve and the balance of trade is zero since exports equal imports. Any other point on the transformation curve implies a trade imbalance, due to either an excess demand or supply of $\chi$ or to an excess demand or supply of $\nu$.

2.1 A rise in world commodity prices
With higher commodity prices, the terms of trade improve which steepens the slope of $TT$, causing labor to shift into commodity production in the short run from the production of other goods and services. The steeper slope of $TT$ implies that
increased total expenditure on a higher indifference curve is possible due to an income effect, while a substitution effect implies a shift along the community indifference curve. The change in output relative to expenditure induced by the terms of trade boost also alters the economy’s balance of trade. Exportables rise by X, representing the difference between the increased production of commodities and altered domestic absorption of them. Meanwhile, at the new relative price, importables rise to M, representing the difference between the increased demand for importables and their reduced production.

![Figure 1. Improved Tof T, National Output and the Trade Balance](image)

In sum, this analysis shows that, given available factor inputs, a commodity price rise alters the composition but not volume of real GDP. Hence, it implies that international commodity price rises do not, of themselves, increase economic growth in the short run, but do raise total expenditure in the economy via a windfall income effect which raises the economy’s international purchasing power. At the same time, the relative price change boosts commodity exports and imports of other goods and services.
Interestingly, since the income effect of the ToT improvement increases spending on $\chi$ and $\nu$, and hence imports, the impact of the ToT on the trade balance is ambiguous \textit{a priori}. This runs counter to the expectation that higher commodity prices and increased commodity production for export would significantly increase net exports by boosting exports.

3. The Terms of Trade, Output and Trade Balances in CEAEs: Data Issues

Before testing the hypotheses formulated in the previous section 2 we examine the properties of the Terms of Trade (ToT) and Gross Domestic Product (GDP) and Trade Balance (TB) data for Australia, New Zealand, Canada and Norway. This data was sourced from International Monetary Fund International Financial Statistics database and consists of quarterly observations on all three variables from Q1 1980 to Q3 2011, although some early observations are unavailable for New Zealand.

Real GDP for the four countries is plotted in Figure 1 where the first observation is indexed at 100. The plot shows high growth in Australia and New Zealand over the time period with lower growth in Canada and Norway. Figure 2 shows the ToT for these countries. While the plots for all four countries are reasonably volatile, there is a notable upward trend in all cases starting around 2000 coinciding with increased commodity prices at this time. This is particularly evident in Norwegian and Australian data. Figure 3 shows the corresponding plots for each country’s TB as a percentage of GDP, where a positive value indicates a surplus and a negative score implies a deficit.
Figure 1. Real GDP for Australia, Canada, New Zealand and Norway, 1980-2011

Note: GDP (vertical axis) is depicted with an index normalized at 100 in Q1 1980.

Figure 2. ToT for Australia, Canada, New Zealand and Norway 1980-2011

Note: ToT (vertical axis) is the ratio of export to import prices.
To examine the dynamic relationships between these variables we initially consider their timeseries properties. Unit root tests of the ADF form are employed where lag length $m$ is selected on the basis of the Akaike Information Criterion. The test equation is

$$\Delta x_t = \alpha + \gamma t + (1 - \theta)x_{t-1} + \sum_{s=1}^{m} \phi_s \Delta x_{t-s} + \varepsilon_t$$

For the sake of robustness we augment these results with DF-GLS unit root tests which use a Generalized Least Squares process for de-trending residuals and Phillips-Perron tests which employs a non-parametric method for correcting for autocorrelation in the residuals. All three test equations are applied to each variable, both in levels and differences and the results are reported in Tables 1 to 3.
Table 1. Unit root tests on GDP and ΔGDP for CEAEs

<table>
<thead>
<tr>
<th>Test</th>
<th>τ GDP</th>
<th>τ ΔGDP</th>
<th>τ Critical</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Aust</td>
<td>Can</td>
<td>NZ</td>
</tr>
<tr>
<td>ADF</td>
<td>-1.80</td>
<td>-2.32</td>
<td>-2.25</td>
</tr>
<tr>
<td>GLS-ADF</td>
<td>-0.21</td>
<td>-1.81</td>
<td>-2.15</td>
</tr>
<tr>
<td>PP</td>
<td>-1.80</td>
<td>-2.09</td>
<td>-2.04</td>
</tr>
</tbody>
</table>

Test statistics (τ) for the hypothesis θ = 1 are reported for the ADF, ADF-GLS and PP tests. Critical values are given for 1%, 5% and 10% significance for each test equation in the three right hand columns. Test statistics that are less than the critical value imply rejection of the null hypothesis of non-stationarity.

Table 2. Unit root tests on ToT and ΔToT for CEAEs

<table>
<thead>
<tr>
<th>Test</th>
<th>τ ToT</th>
<th>τ ΔToT</th>
<th>τ Critical</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Aust</td>
<td>Can</td>
<td>NZ</td>
</tr>
<tr>
<td>ADF</td>
<td>-0.41</td>
<td>-2.66</td>
<td>-2.86</td>
</tr>
<tr>
<td>GLS-ADF</td>
<td>-0.48</td>
<td>-1.60</td>
<td>-2.45</td>
</tr>
<tr>
<td>PP</td>
<td>1.12</td>
<td>-2.52</td>
<td>-2.88</td>
</tr>
</tbody>
</table>

Test statistics (τ) for the hypothesis θ = 1 are reported for the ADF, ADF-GLS and PP tests. Critical values are given for 1%, 5% and 10% significance for each test equation in the three right hand columns. Test statistics that are less than the critical value imply rejection of the null hypothesis of non-stationarity.

Table 3. Unit root tests on TB and ΔTB for CEAEs

<table>
<thead>
<tr>
<th>Test</th>
<th>τ TB</th>
<th>τ ΔTB</th>
<th>τ Critical</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Aust</td>
<td>Can</td>
<td>NZ</td>
</tr>
<tr>
<td>ADF</td>
<td>-4.06</td>
<td>-1.81</td>
<td>-4.32</td>
</tr>
<tr>
<td>PP</td>
<td>-3.87</td>
<td>-1.82</td>
<td>-4.34</td>
</tr>
</tbody>
</table>

Test statistics (τ) for the hypothesis θ = 1 are reported for the ADF, ADF-GLS and PP tests. Critical values are given for 1%, 5% and 10% significance for each test equation in the three right hand columns. Test statistics that are less than the critical value imply rejection of the null hypothesis of non-stationarity.

The results from Table 1 indicate that for all tests, we are unable to reject the null of a unit root in the GDP series over the four countries. Performing the tests on the first differences indicates that the GDP series are difference-stationary, with the only exception coming from the DF-GLS test when applied to Norwegian data. For the
ToT variable in Table 2 we also identify unit roots at all standard significance levels, while the first differences are stationary in all cases except for the DF-GLS test for Australia.

Based upon these results it is concluded that both GDP and ToT are I(1). Conversely when considering TB data we were often able to reject the null of non-stationarity (Table 3) over multiple testing specifications for three of the four countries with the exceptional case of Norway. Given the uniformity of this result across both specifications and countries, and the well recognized low power of the tests, we will regard the trade balance as I(0).

4. Testing the Relationship between the ToT and GDP in CEAEs

As GDP and ToT are I(1) these variables will be modelled in first differences while TB will be considered in levels. A convenient model of short term fluctuations of these stationary variables is Vector Autoregression. Initially we will focus on GDP and ToT where the general model may be written as

$$\bar{Y}_t = \delta + \Theta_1 \bar{Y}_{t-1} + \ldots + \Theta_p \bar{Y}_{t-p} + \tilde{\epsilon}_t$$  \hspace{1cm} (1)

where $j = 1 \ldots p$ denote lagged terms, each $\Theta_i$ is a $k \times k$ (in our case $2 \times 2$) matrix of parameter estimates, $\bar{Y}_t$ is a $k$ dimensional vector containing observations on $GDP_t$ and $ToT_t$ and $\tilde{\epsilon}_t$ is a $k$ dimensional vector of white noise error terms.

Alternatively the specific model can be written as two separate equations of the following expanded form:

$$\Delta GDP_t = \delta_1 + \sum_{j=1}^{p} \alpha_{1j} \Delta GDP_{t-j} + \sum_{j=1}^{p} \beta_{1j} \Delta ToT_{t-j} + \epsilon_{1t}$$

$$\Delta ToT_t = \delta_2 + \sum_{j=1}^{p} \alpha_{2j} \Delta GDP_{t-j} + \sum_{j=1}^{p} \beta_{2j} \Delta ToT_{t-j} + \epsilon_{2t}$$

This VAR model may be estimated using OLS to obtain $\hat{\Theta}_1 \ldots \hat{\Theta}_p$ (or equivalently $\hat{\alpha}_{1j}, \hat{\beta}_{1j}, \hat{\alpha}_{2j}$ and $\hat{\beta}_{2j}$ for $j = 1 \ldots p$). One critical factor in such an estimation is the
determination of lag length $p$. There are a number of techniques for selecting the optimal lag length such as Akaike, Schwartz (Bayesian) and Hannan-Quinn Information Criterion.

The notion behind these information measures is to find an optimal trade-off between parsimony and fit. The three indices are

\[ AIC = -2 \frac{l}{T} + 2 \frac{k + 1}{T} \]
\[ SBC = -2 \frac{l}{T} + (k + 1) \times \frac{\ln T}{T} \]
\[ HQC = -2 \frac{l}{T} + 2(k + 1) \times \ln \left( \frac{\ln T}{T} \right) \]

where $l$ is the log-likelihood function evaluated at the parameter estimates. Each criterion is decreasing in $l$ and increasing in $k$ and hence the best compromise is obtained with the minimization of each score.

There is little uniformity in optimal lag length however it is felt that for the purpose of cross-national comparisons a fixed length across countries is desirable. Further the problem of including too many lags of wasted degrees-of-freedom is felt to be less serious than the alternative of autocorrelated residuals and for this reason we err on the side of caution and include a constant level of five lags for all countries. Parameter estimates of the specified equations are reported in Table 4.

Results from Table 4 indicate that the ToT variables have little to no significance in explaining future changes in GDP. The equation where a significant lag was recorded was for the initial lag for Canada. Otherwise the variables seem primarily functions of their own histories.
| Lag | Australia | | | | Canada | | | | New Zealand | | | | Norway | | | |
|-----|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
|     | $\Delta GDP$ | $\Delta ToT$ | $\Delta GDP$ | $\Delta ToT$ | $\Delta GDP$ | $\Delta ToT$ | $\Delta GDP$ | $\Delta ToT$ |
| $\delta$ | 0.3453*** | -0.0089 | 0.1863*** | -0.0004 | 0.6196*** | -0.0009 | 0.3786*** | -0.0008 |
| $\alpha_1$ | 0.1906** | 0.0020** | 0.6526*** | 0.0010 | -0.0785 | -0.0010 | -0.3039 | -0.0002 |
| $\alpha_2$ | 0.1931** | 0.0101 | -0.1280 | -0.0007 | -0.2653*** | 0.0031 | 0.1440 | 0.0080 |
| $\alpha_3$ | -0.0933 | 0.0045 | 0.2685*** | 0.0003 | 0.1609 | 0.0037* | 0.0539 | 0.0083 |
| $\alpha_4$ | -0.1030 | 0.0003 | -0.2259** | 0.0033 | 0.0124 | 0.0013 | 0.0753 | 0.0024 |
| $\alpha_5$ | 0.2281*** | 0.0037 | 0.0297 | -0.0008 | 0.0275 | 0.0014 | 0.2083** | -0.0074 |
| $\beta_1$ | 1.5656 | 0.5491*** | 10.9392*** | 0.2563*** | 0.6371 | 0.1748*** | 1.8322 | 0.2536*** |
| $\beta_2$ | -0.7437 | -0.2714*** | -2.3012 | 0.0144 | -4.4798 | -0.0579 | 1.2972 | -0.1019 |
| $\beta_3$ | 0.0797 | 0.0066 | -4.2550 | -0.1535 | -6.7402 | -0.0258 | -0.9497 | 0.0028 |
| $\beta_4$ | 0.0473 | -0.5627*** | -4.5745 | -0.1178 | -8.6340* | 0.0413 | -1.5334 | -0.0831 |
| $\beta_5$ | 2.0896 | 0.3286*** | 4.1240 | 0.0235 | -0.9478 | -0.4212*** | 0.1692 | -0.2251*** |
| $R^2$ | 14.6% | 52.4% | 53.3% | 12.0% | 15.9% | 23.1% | 17.5% | 18.5% |

Several diagnostic tools may be applied to the estimated equations to look for specification problems in the models. Firstly autocorrelation is tested for using (i) residual cross-correlograms and (ii) Lagrange Multiplier (LM) tests. The residual cross-correlograms report estimated correlations $\hat{\rho}(\varepsilon_{1t}; \varepsilon_{1t-z})$, $\hat{\rho}(\varepsilon_{2t}; \varepsilon_{2t-z})$, $\hat{\rho}(\varepsilon_{1t}; \varepsilon_{2t-z})$ and $\hat{\rho}(\varepsilon_{2t}; \varepsilon_{1t-z})$ for lag lengths up to order $z$ where significance implies autocorrelated residuals.

These results (not shown) fail to indicate autocorrelation in the residuals of all models, with significant correlations occurring very rarely and only at high lag lengths. A further corroborating test employs Lagrange Multipliers and represent a multivariate generalization of the univariate LM test (Johansson, 1995) where the residual $\varepsilon_t$ is regressed against the test equation and lagged error terms $\varepsilon_{t-z}$. Again these tests (not shown) fail to find evidence of autocorrelation at

In addition to residual tests the stability of the estimated equations is important. To verify that the following models are stable we note that a VAR(p) model may be
written in terms of a VAR(1).

\[ \xi_t = \mu + \Gamma\xi_{t-1} + \nu_t \]

where \(\xi = \begin{bmatrix} Y_t \\ \vdots \\ Y_{t-p+1} \end{bmatrix}, \quad \xi = \begin{bmatrix} \mu \\ \vdots \\ 0 \end{bmatrix}, \quad \Gamma = \begin{bmatrix} \Theta_1 & \Theta_1 & \ldots & \Theta_p \\ I & 0 & 0 & 0 \\ \vdots & I & 0 & \vdots \\ 0 & 0 & I & 0 \end{bmatrix} \) and \(\nu_t = \begin{bmatrix} \varepsilon_t \\ \vdots \\ 0 \end{bmatrix} \).

The VAR will be stable if the eigenvalues of \(\Gamma\) lie inside the unit circle (i.e. solutions to \(|\Gamma - \lambda I| = 0\) have moduli less than one. Applying this technique for the specified systems of equations shows that the four VAR regressions are all stable.

As with any VAR specification it is of interest to examine the direction of causality within the estimated model. The standard way to investigate this is with Granger tests of forecastability, where if variable \(x\) is useful for forecasting future values of variable \(y\) then \(x\) is said to Granger Cause \(y\). This involves testing the validity of restriction \(\beta_{1j} = 0\) for \(j = 1 \ldots p\) for the equation governing the series \(\Delta GDP_t\) and \(\alpha_{2j} = 0, j = 1 \ldots p\) for the equation governing \(\Delta T\). If the first set of restrictions holds, then \(\Delta GDP_t\) is not dependent on lagged values of \(\Delta T\) once lagged values of \(\Delta GDP\) have been controlled for.

In this case there is no evidence of \(\Delta T\) Granger Causing \(\Delta GDP\) as earlier fluctuations in \(\Delta T\) have no predictive power over \(\Delta GDP\). If the second set of restrictions hold, the same conclusion can be drawn with the variables reversed. However if either set of restrictions are rejected by the data this indicates that the history of one series has predictive power over the future values of the other, with the direction implied by the set of restrictions that were rejected.

Granger Causality tests are applied for each VAR specification where the test statistic follows a Chi-Square distribution with \(k\) degrees of freedom. The results are reported in Table 5 where the tests are ordered by dependent variable.
Table 5. VAR Granger Causality Tests for CEAEs, 1980-2011

<table>
<thead>
<tr>
<th></th>
<th>Australia</th>
<th>Canada</th>
<th>New Zealand</th>
<th>Norway</th>
</tr>
</thead>
<tbody>
<tr>
<td>DV</td>
<td>1.9692</td>
<td>7.4241</td>
<td>26.057</td>
<td>4.4665</td>
</tr>
<tr>
<td>$X^2$</td>
<td>0.8534</td>
<td>0.1910</td>
<td>0.0001</td>
<td>0.4844</td>
</tr>
<tr>
<td>$P$</td>
<td>0.9386</td>
<td>0.1929</td>
<td>0.6473</td>
<td>0.2937</td>
</tr>
</tbody>
</table>

Note: The second row gives the dependent variable in each test equation, the third row gives the appropriate Chi-Square test statistic and the fourth row contains the p-value of the joint test.

The first column containing figures in Table 5 indicates that the elimination of lagged values of $\Delta ToT$ does not significantly affect the ability of the model to forecast $\Delta GDP$ and hence we conclude that there is no Granger Causality running from $\Delta ToT$ to $\Delta GDP$ for Australia. Extending this interpretation to the rest of the results in Table 5 shows no evidence of significant Granger Causality running either way between the series with the exception of from $\Delta ToT$ to $\Delta GDP$ for Canada. This is in line with our previous observation of statistical significance in the first lag of Canada’s GDP equation.

An intuitive method for depicting the results implied by the coefficient estimates in Table 4 is with the use of Impulse Response Functions (IRFs). We assume that an estimated system has converged to equilibrium and proceed by subjecting each variable (in isolation) to an impulse of a single standard deviation. The response of the system to this shock is then depicted with an adjustment path over time. As we are primarily interested in the behaviour of changes in GDP with respect to the Terms of Trade we will only present graphs showing the response of output with respect to this type of impulse. These are reported below in Figure 4.
Figure 4. IRF Functions $\Delta GDP$ to $\Delta ToT$

Note: The solid lines show the adjustment paths of $\Delta GDP$ from a one S.D. shock to $\Delta ToT$ for each country. The dotted lines represent a confidence interval based upon two asymptotically determined standard errors.
All adjustment paths show that the impact of a temporary increase of ToT to the changes in GDP. The adjustment path for Australia is estimated as mostly positive changes over 10 time periods however the magnitude of this effect is small relative to the error bars included in the diagram. The same is true for both New Zealand and Norway which also suggest positive but insignificant movements. The exception to these cases comes from the Canadian data where we estimate that an impulse to ToT coincides with significant positive changes to output two and three quarters later. However these changes are estimated to turn negative after four quarters although the magnitudes are not large enough to be significant.

5. Testing the Relationship between the ToT and TBs in CEAEs

As well as examining the dynamic impact of the ToT on GDP, we are also interested in its impact on the variable TB. The same econometric techniques are used for this problem as in the previous section however we will replace the endogenous variable $\Delta GDP_t$ with $TB$. Again lag length criteria are used to determine the optimal value of $p$ which we fix across the four countries for the sake of uniformity. Although there is some inconsistence between (i) the recommended lengths of various criteria and (ii) cross national differences, we again settle on a total of five lags. The parameter estimates of the VAR models are presented in Table 6 where the alpha parameters denote coefficients on the Trade Balance and the beta parameters remain the coefficients of the Terms of Trade.

Similar to the parameter estimates in Table 4 ToT appears to have little short run impact upon changes in the Trade Balance. In Australia and Norway there is some evidence of this effect with a significant fourth lag in the former case and first lag in the Norwegian case. However no other lags are significant for these countries and none are significant for Canada or New Zealand.
Table 6. VAR Coefficients for CEAEs, 1980-2011

<table>
<thead>
<tr>
<th>Lag</th>
<th>Australia</th>
<th>Canada</th>
<th>New Zealand</th>
<th>Norway</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\delta$</td>
<td>$\hat{\alpha}_1$</td>
<td>$\hat{\alpha}_2$</td>
<td>$\hat{\alpha}_3$</td>
</tr>
<tr>
<td></td>
<td>-0.0025***</td>
<td>0.0246</td>
<td>-0.0025**</td>
<td>-0.0169</td>
</tr>
<tr>
<td></td>
<td>-0.0003</td>
<td>0.6276</td>
<td>-0.2266</td>
<td>0.0909</td>
</tr>
<tr>
<td></td>
<td>0.1037***</td>
<td>-0.0646</td>
<td>-1.272</td>
<td>-0.1090</td>
</tr>
<tr>
<td></td>
<td>0.6264***</td>
<td>-0.1354</td>
<td>-0.1867</td>
<td>0.0497</td>
</tr>
<tr>
<td></td>
<td>0.0019</td>
<td>0.0832</td>
<td>0.0125</td>
<td>0.1116</td>
</tr>
<tr>
<td></td>
<td>0.0037</td>
<td>0.0012</td>
<td>0.0125</td>
<td>0.1334</td>
</tr>
<tr>
<td></td>
<td>0.0079*</td>
<td>-0.1077</td>
<td>0.0526</td>
<td>-0.0022</td>
</tr>
<tr>
<td>$\hat{\alpha}_4$</td>
<td>0.0015</td>
<td>-0.0646</td>
<td>-0.1354</td>
<td>-0.5304***</td>
</tr>
<tr>
<td>$\hat{\alpha}_5$</td>
<td>0.0015</td>
<td>-0.0646</td>
<td>-0.1354</td>
<td>-0.5304***</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.0019</td>
<td>0.0832</td>
<td>0.0125</td>
<td>0.1116</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.0019</td>
<td>0.0832</td>
<td>0.0125</td>
<td>0.1116</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>0.0019</td>
<td>0.0832</td>
<td>0.0125</td>
<td>0.1116</td>
</tr>
<tr>
<td>$\beta_4$</td>
<td>0.0019</td>
<td>0.0832</td>
<td>0.0125</td>
<td>0.1116</td>
</tr>
<tr>
<td>$\beta_5$</td>
<td>0.0019</td>
<td>0.0832</td>
<td>0.0125</td>
<td>0.1116</td>
</tr>
</tbody>
</table>

$R^2$ | 52.4% | 79.6% | 87.2% | 14.9% | 52.7% | 27.4% | 86.2% | 19.0%

Correlograms and LM tests indicate that the residuals are generally appropriately free of autocorrelation. In some cases we find slight evidence of autocorrelation. Further the eigenvalues of the tests indicate that the regressions are stable in all cases. Granger causality tests are presented in Table 7.

Table 7. VAR Granger Causality Tests for CEAEs, 1980-2011

<table>
<thead>
<tr>
<th>DV</th>
<th>Australia</th>
<th>Canada</th>
<th>New Zealand</th>
<th>Norway</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta T o T$</td>
<td>$\Delta T o T$</td>
<td>$\Delta T o T$</td>
<td>$\Delta T o T$</td>
<td></td>
</tr>
<tr>
<td>$\Delta T o T$</td>
<td>$\Delta T o T$</td>
<td>$\Delta T o T$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Delta T o T$</td>
<td>$\Delta T o T$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DV</th>
<th>$X^2$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T B$</td>
<td>18.95228</td>
<td>0.0020</td>
</tr>
<tr>
<td>$\Delta T o T$</td>
<td>7.239927</td>
<td>0.2034</td>
</tr>
<tr>
<td>$T B$</td>
<td>6.297017</td>
<td>0.2784</td>
</tr>
<tr>
<td>$\Delta T o T$</td>
<td>4.901727</td>
<td>0.4280</td>
</tr>
<tr>
<td>$T B$</td>
<td>3.398348</td>
<td>0.6388</td>
</tr>
<tr>
<td>$\Delta T o T$</td>
<td>7.801846</td>
<td>0.1675</td>
</tr>
<tr>
<td>$T B$</td>
<td>18.63263</td>
<td>0.0022</td>
</tr>
<tr>
<td>$\Delta T o T$</td>
<td>6.849301</td>
<td>0.2321</td>
</tr>
</tbody>
</table>

Note: The second row gives the dependent variable in each test equation, the third row gives the appropriate Chi-Square test statistic and the fourth row contains the p-value of the joint test.

Again the results indicate that significant Granger Causality runs from $\Delta T o T$ to $T B$ in Australia and Norway but not Canada or New Zealand. In no case did the causality run the opposite direction.

The impulse response functions are given in Figure 5 and corroborate the evidence in Tables 6 and 7.
Figure 5. IRF Functions $TB$ to $\Delta ToT$

Note: The solid lines show the adjustment paths of $\Delta GDP$ from a one S.D. shock to $TB$ for each country. The dotted lines represent a confidence interval based upon two asymptotically determined standard errors.
Results from Figure 5 reveal the corresponding adjustment paths of TB from an impulse to ToT. For Australia we see the impulse increasing then decreasing the trade balance over eight quarters although there is no strong statistical significance in either case. Similarly the results for Canada and New Zealand show little evidence of an impulse to the ToT impacting upon trade balances. Conversely Norway shows the impulse having a significant positive effect that is increasing for the first three to four periods and declining thereafter.

6. Conclusion

This paper has proposed an alternative framework for interpreting the impact of a rise in world commodity prices on a commodity exporter’s output, expenditure and trade balance. The major point of difference between this framework and the standard Dutch disease approach is that it examines the impact of commodity price changes via the relative price of commodities to other goods and services, or the terms of trade, rather than via the relative price of tradables to non-tradables, or real exchange rate. This alternative perspective has yielded the following key results.

First, a boost in the terms of trade will change the composition, but not level of national production, as labor moves from the non-commodity sector to the commodity sector. At the same time however, industry restructuring is accompanied by a rise in national expenditure and macroeconomic welfare due to the income effect stemming from the terms of trade improvement. Hence, the negative effects of industry restructuring are counterbalanced by the positive effect of higher expenditure.

Second, a sharp rise in prices received for commodity exports does not unambiguously boost net exports since income and substitution effects simultaneously raise imports.

With application to the major commodity exporting advanced economies (Australia, Canada, New Zealand and Norway), the econometric analysis provides broad support for this approach. Specifically, the results show that, except for Canada, no Granger causality runs from the terms of trade to GDP. Moreover, terms of trade movements driven by commodity price swings have no significant short run impact on GDP in these economies. As implied by the theory, causality may or may not run from the terms of trade to the trade balance, or net exports. While there is evidence of
causality between the terms of trade and net exports for Australia and Norway, this is not the case for Canada and New Zealand. Again consistent with the alternative theoretical perspective, somewhat counter-intuitively there is little evidence of any strong positive relationship between terms of trade fluctuations and net exports in these economies.
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