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Abstract—In this paper, we describe the application of a novel spatial fuzzy clustering algorithm to the lip segmentation problem. The proposed spatial fuzzy clustering algorithm is able to take into account both the distributions of data in feature space and the spatial interactions between neighboring pixels during clustering. By appropriate pre- and postprocessing utilizing the color and shape properties of the lip region, successful segmentation of most lip images is possible. Comparative study with some existing lip segmentation algorithms such as the hue filtering algorithm and the fuzzy entropy histogram thresholding algorithm has demonstrated the superior performance of our method.

Index Terms—Color lip segmentation, local spatial interactions, spatial fuzzy clustering.

I. INTRODUCTION

DYNAMIC visual information from the lip movement can significantly improve the accuracy and robustness of an automatic speech recognition system in a noisy environment [1], [2]. Useful geometric information about lip movement, such as the temporal variation of mouth width and height, can be obtained easily from a segmented lip. However, accurate lip segmentation has proved to be difficult due to the weak color contrast and the significant overlap in color features between the lip and the face regions.

Many image segmentation techniques have been proposed [3]–[7]. For color image segmentation, histogram-based and clustering-based methods have been widely used. In [6], [7] Cheng et al. proposed a histogram segmentation technique which involves performing a fuzzy partition on a two-dimensional (2-D) histogram based on the maximum fuzzy entropy principle. The 2-D histogram is constructed such that the horizontal axis represents one of the pixel color component and the vertical axis represents the local average of that color component, thus capturing the local spatial interactions between neighboring pixels. Color segmentation is obtained by performing the fuzzy partition on each of the color components and then combining the results. However, as the color components are treated independently, consistent segmentation of a region at every color component is impossible. In addition, the maximum fuzzy entropy criterion does not always correspond to good segmentation, as noted in [8].

There are very few reports on color lip segmentation. In [8], the color lip region is segmented using a fuzzy thresholding algorithm with connectivity processing. The histogram of R/G averaged over several image frames and updated with time is used to determine an adaptive threshold \( T \), obtained by minimizing a fuzzy entropy measure. Pixels above \( T \) are treated as definite lip pixels whereas pixels below \( T \) but above a heuristic point are considered definite lip pixels if they have eight-neighbor connectivity to a definite lip pixel. This algorithm, however, shares the same difficulties as in [6] and [7], namely, unable to handle multicomponent feature vector and the lack of clear relationship between the fuzzy entropy measure and good segmentation. In [9], a hue filter is used to weight the red hue, which is presumed to be the lip region, preferentially. The lip region is then segmented by thresholding. This method requires a hue distribution to be prespecified for the lip region. In practice, however, the lip hue varies between speakers, and is also affected by illumination and by the use of makeup.

In our approach, color lip segmentation is treated as a two-class clustering and segmentation problem. Clustering-based method allows the segmentation to be based on color difference between lip and nonlip regions, without assuming a particular hue distribution for the lip. A novel spatial fuzzy C-means (FCM) clustering algorithm [10], [11] is employed. With appropriate pre- and postprocessing, good lip segmentation results can be obtained.

II. COLOR LIP SEGMENTATION PROBLEM

The original lip images are in the RGB color format. It is desirable to work in a uniform color space, where the \( L_2 \) distance between two points in the color space is directly proportional to the perceived color difference. Two approximately uniform color spaces are the 1976 CIELAB color space \((L^*, a^*, b^*)\) and the 1976 CIELUV color space \((L^*, u^*, v^*)\) [12].

Although a number of researchers [13], [14] have suggested that the skin hue is fairly consistent across different people, small variation in hue can be significant in view of the weak color contrast between skin and lip regions. For many lip images, the colors of the lip and skin region usually overlap considerably. In addition, the lip color of a person can significantly overlap the skin color of another person.

The color lip segmentation problem thus involves the delineation of the lip region from the face region based on the color contrast between these two regions. The lip region is assumed to be a single connected component within the lip image, with a shape that is approximately elliptical, and with a detectable color contrast.
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III. FUZZY CLUSTERING WITH SPATIAL CONTINUITY

Fuzzy cluster analysis has been a powerful tool in the field of pattern recognition [15]–[17]. A conventional FCM algorithm classifies pixel data based solely on their feature space distribution without explicitly considering the spatial interactions between neighboring pixels. Although it is possible to include the coordinate information as features [16], [17], such approach will result in loose clusters even for perfect data since the coordinate information does not form a compact mass in feature space. Moreover, the clustering result will be influenced by the coordinate system chosen when the coordinates are used as features. For image data, pixels with similar features are usually found together forming homogeneous patches and should therefore be assigned to the same cluster. However, image noise may alter the feature value of a pixel to the extent that it is misclassified. In addition, many pixels in real images are ambiguous. The incorporation of spatial information can resolve this ambiguity and yields better classification result.

We consider a $3 \times 3$ image window. If the $3 \times 3$ patch belongs to the same class, then the center pixel should be smoothed by its neighboring pixels so that eventually all pixels in the window have high and similar membership values in one of the clusters. Now, consider the feature vector $x_{r,s}$ and its topological neighbor $x_{r-1,s-1}$. Let $d$ be the $l_2$ distance between them, i.e., $d((r,s).[(r-1,s-1)]) = |x_{r,s} - x_{r-1,s-1}|$. Let $d_{i,r,s}$ be the $l_2$ distance between $x_{r,s}$ and the cluster centroid $v_i$. If $d((r,s).[(r-1,s-1)])$ is small (i.e., similar in feature), we would like $d_{i,r,s}$ to be greatly influence by $d_{i,r-1,s-1}$. Otherwise, $d_{i,r,s}$ should be largely independent of $d_{i,r-1,s-1}$. Taking the eight-neighborhoods into account, we define a dissimilarity index $D_{i,r,s}$ which measure the dissimilarity between $x_{r,s}$ and $v_i$:

$$D_{i,r,s} = \frac{1}{8} \sum_{l_1=-1}^{1} \sum_{l_2=-1}^{1} \left[ d_{i,r+s,l}^2 + \frac{d_{i,r+l_s+1}}{1 - \lambda_{r+l_s+1}^2} \right], \quad (l_1, l_2) \neq (0, 0)$$

(1)

where $\lambda((r,s),(r+s,j))) = \lambda_{r+s}^2$ is the weighting factor controlling the degree of influence of the neighboring pixels $(r+i, s+j)$ on the center pixel $(r, s)$

$$\lambda(\partial) = \frac{1}{1 + e^{(\partial-\mu) / \sigma}}$$

(2)

and $\mu, \sigma$ specifies the displacement of $\lambda$ from 0, and the steepness of the sigmoid curve, respectively.

Note that $D_{i,r,s}$ in effect, smooths the cluster assignment (via the distance to centroid term) of the center pixel by the cluster assignment of the neighboring pixels. This is different from a noise filtering perspective in [18]. When the center pixel is along edges, its feature value will be very different from that of its neighbors, reflecting the unlikeliness that they belong to the same class. Hence, $\partial$ will be large and $\lambda \rightarrow 1$ for all its neighbors. In this case, $D_{i,r,s} \approx d_{i,r,s}^2$, i.e., neighboring influence is turned off. When the window is on a step boundary, the center pixel is only affected by the neighboring pixels in the same class (i.e., on the same step level) as the center pixel. When the center pixel is on a smooth region and is affected by all its neighbors, the degree of influence of each neighbor on the center pixel is determined by the similarity of the neighbor’s feature value with the center pixel. Hence, $D_{i,r,s}$ enables local spatial interactions between neighboring pixels that is adaptive to image content. $D_{i,r,s}$ can be easily modified to allow larger region of influence by using a larger window. Weighting can also be applied to the neighboring pixels such that more distance pixels become less relevant.

The parameter $\mu$ in (2) can be viewed as the average “randomness” of the homogeneous region. It takes into account the noise present in homogeneous region. When the difference in feature value between the center pixel and its neighbor is larger than the average “randomness,” i.e., $\partial > \mu$, the center pixel and the neighboring pixel is less likely to belong to the same class, and the influence on the center pixel is suppressed in $D_{i,r,s}$. Let us denote

$$\partial_{av}(r, s) = \frac{1}{8} \sum_{l_1=-1}^{1} \sum_{l_2=-1}^{1} \partial((r,s),(r+l_1,l_2))$$

(3)

as the average $\partial$ for a $3 \times 3$ window centered at $(r, s)$. Assuming that in real images, most $3 \times 3$ windows fall on homogeneous region, then $\mu$ can be set to be the average of $\partial_{av}(r, s)$ over all $(r, s)$. Since $\sigma$ controls the slope of the sigmoid curve, it can be made adaptive to the image content and noise property as well. Clearly, $\sigma$ should be chosen such that the clustering results of important image structures are not smoothed out, i.e., $\lambda(\partial) \approx 1$ when $\partial$ is due to genuine structures, such as region borders or edges, in the image. We determine $\sigma$ as follows. From the $\partial_{av}(r, s)$ computed over the image data, we take $\hat{\partial}$ equal to the 95th percentile of $\partial_{av}(r, s)$. Then, we let $\lambda(\hat{\partial}) = 0.8$ and solve for $\sigma$ using (2).

With $D_{i,r,s}$, both the feature space information and the local spatial interactions between neighboring pixels (spatial space information) can be incorporated into the fuzzy clustering. Due to the formulation of $D_{i,r,s}$, no explicit weighting of the contributions of the feature space information and the spatial space information is needed, thus avoiding the difficulty of choosing an appropriate weight. For an image data $I$ of dimension $n_1$ by $n_2$, and the number of cluster $c$, the objective functional of the spatial FCM (SFCM) clustering algorithm is given by

$$J_m(U, v) = \sum_{i=1}^{n_1} \sum_{s=1}^{n_2} \sum_{i=1}^{c} u_{i,r,s}^m D_{i,r,s}$$

subjected to

$$\sum_{i=1}^{c} u_{i,r,s} = 1 \quad \forall (r, s) \in I.$$  

(4)

The $c \times n_1 n_2$ matrix $U$ is a fuzzy $c$-partition of the set of image feature vector $X$ from $I$, $v$ is the set of fuzzy cluster centroids, $m \in (1, \infty)$ defines the fuzziness of the clustering results and $u_{i,r,s}$ gives the membership of pixel $(r, s)$ in fuzzy cluster $C_i$.

It can be shown [11] that a local minimum of $J_m$ can be reached by performing Picard iteration through (5) and (7), when $D_{i,r,s}$ is nonzero for $i = 1$ to $c$

$$v_i = \frac{1}{\sum_{r=1}^{n_1} \sum_{s=1}^{n_2} u_{i,r,s}^m} \sum_{r=1}^{n_1} \sum_{s=1}^{n_2} u_{i,r,s}^m D_{i,r,s}$$

(5)
In (5) and (6), \( \mu_i \) and \( \hat{x}_{r,s} \) denote the \( i \)-th fuzzy cluster centroid and the locally smoothed feature vector at pixel \((r, s)\), respectively. When at least one \( D_{i,r,s} \) is zero, i.e., at a singularity, then \( u_{j,r,s} \) is zero when \( D_{j,r,s} \) is nonzero, and \( u_{*,r,s} \) is set to be equal to one over the number of zero \( D \) terms. In practice, the Picard iteration is terminated when the difference between two consecutive iterations of the fuzzy c-partition matrix \( U \) falls below a small threshold.

Although in theory, the Picard iteration only ensures convergence to a local minimum of \( J_M \), the incorporation of spatial interactions between neighboring pixels in the clustering seems to make the convergence more consistent in the sense that the same solution is observed for different starting points. This is in contrast to the FCM algorithm where the final result is very dependent on the starting points. Details on the SFCM algorithm and its image segmentation performance compare to the FCM algorithm can be found in [11].

IV. LIP IMAGE PREPROCESSING

The lip image is first transformed into the CIELAB, CIELUV color spaces. A feature vector consisted of \( \{L^*, a^*, b^*, u^*, v^*\} \) is constructed for each pixel in the image. Then, the intensity nonuniformity (i.e., smooth variation in intensity value) in the \( L^* \) component due to uneven illumination is reduced by the following procedure.

1) Estimate the intensity nonuniformity along the column direction on the upper and lower border of the image using a small window and denote them by \( u(j) \) and \( l(j) \), respectively.

2) Compute the mean value \( m \) by averaging \( u(j) \) and \( l(j) \).

3) Modify the luminance value \( I^*(i,j) \) for each pixel along each column \( j \) to
\[
\hat{I}^*(i,j) = I^*(i,j) + \frac{u(j) - l(j)}{m - l(j)} (i - 1) + m - l(j).
\]

Fig. 1(a) and (b) shows the luminance image of a mouth region before and after equalization, respectively. The obvious intensity nonuniformity below the two corners of the mouth has been reduced.

The teeth region, the low luminance region (where the chrominance information is noisy), and the high luminance pixels caused by highlight can adversely affect the clustering result. The teeth region has been observed to have a lower \( a^* \) and \( u^* \) value than the rest of the lip image and has a fairly consistent hue. From experimentation with different lip images, the teeth thresholds \( t_a \) and \( t_u \) was found to be given by
\[
t_a = \begin{cases} 
\mu_a - \sigma_a, & \text{if } (\mu_a - \sigma_a) < 9 \\
9, & \text{otherwise}
\end{cases}
\]
(9)
\[
t_u = \begin{cases} 
\mu_u - \sigma_u, & \text{if } (\mu_u - \sigma_u) < 29 \\
29, & \text{otherwise}
\end{cases}
\]
(10)

Fig. 1. (a) Original luminance image. (b) Equalized luminance image.

where \( \mu_a, \sigma_a \) and \( \mu_u, \sigma_u \) are the mean and standard deviation of \( a^* \) and \( u^* \), respectively. Possible teeth pixels, i.e., \( a^* \leq t_a \) or \( u^* \leq t_u \), or pixels with \( I^* \leq 35\% \) or \( I^* \geq 95\% \) of the reference white, are masked out from subsequent clustering stage. Finally, the chrominance components are normalized by restricting their range to within \( \pm 2 \) standard deviations around the mean.

V. LIP MEMBERSHIP COMPUTATION AND POSTPROCESSING

A. Lip Membership Computation

The settings for the spatial fuzzy clustering algorithm are \( m = 2 \) and \( c = 2 \). Mean feature vectors for the skin class and the lip class from hand labeled training images are used as initial cluster centroids. After the final cluster centroids for the lip class and the skin class are obtained, the lip membership map is computed. In order for the teeth region to be included in the lip region, the lip membership values of teeth region are set to 0.75.

B. Morphological Filtering

Grayscale morphological closing and opening [19] with an eight-neighborhood structuring element is used to smooth the membership map and eliminate small erroneous blobs and holes. The morphological closing is realized by performing a maximum operation, followed by a minimum operation. Since the object of interest has higher grey value than the background, this operation will fill up small holes and gaps. The morphological opening is realized by reversing the maximum and minimum operations and has the effect of opening up small-connected regions and protrusions.

C. Symmetry Processing

Large spurious protrusions, occasionally found around the upper or lower lip boundary, cannot be eliminated by the morphological filtering operation. Taking advantage of the symmetry of the left and right side of the lip with frontal view can eliminate these protrusions. The \( x \)-coordinate of the left lip corner, \( x_L \), is found by scanning from the left and detecting the first occurrence of a group of 5 pixels with membership value \( > 0.5 \), arranged column-wise, and located approximately in the
center row. The \( x \)-coordinate of the right lip corner, \( x_{r} \), is
detected likewise and the \( x \)-coordinate of the lip center, \( x_{c} \), can
then be found. Next, the row-wise integral projection from the
left lip corner to the lip center given in (11) is computed for
every row \( y \)
\[
G(y) = \sum_{x=x_{l}}^{x_{c}} z(x, y) \quad (11)
\]
where
\[
z(x, y) = \begin{cases} 1, & \text{if } m(x, y) > 0.5 \\ 0, & \text{otherwise} \end{cases}
\]
and \( m(x, y) \) denotes the lip membership. The row-wise integral
projections of the right, \( G_{r}(y) \), is obtained similarly. By scanning
downward from the top, the upper \( y \)-coordinate of the lip region
is determined if the following conditions are satisfied:
\[
(1) \quad G(y) > 0 \quad \land \quad G_{r}(y) > 0
\]
\[
(2) \quad G(y) < 3 \times G_{r}(y) \quad \land \quad G_{r}(y) < 3 \times G(y). \quad (12)
\]
The lower \( y \)-coordinate of the lip region is detected likewise. Lip
pixels that are above the upper \( y \)-coordinate or below the
lower \( y \)-coordinate are set to be nonlip.

D. Luminance Processing
Since lip pixels have lower luminance value than skin pixels,
the lip membership map can be enhanced by up-weighting the
membership value of pixels which are of low luminance value.
We first estimate the statistics of the skin pixels by computing
the mean, \( \mu_{\text{skin}} \), and standard deviation, \( \sigma_{\text{skin}} \), of the pixels in a
strip of region around the image border. Next, for pixel having a
luminance value \( u < t_{\text{skin}} \), where \( t_{\text{skin}} = \mu_{\text{skin}} - 3.5 \sigma_{\text{skin}}, \)
the difference, \( d = t_{\text{skin}} - u \), is computed. For pixel with \( u > t_{\text{skin}} \),
its \( d \) is set to zero. Then, set \( d_{\text{max}} = \max(\sigma_{\text{skin}}, \max(d)) \).
Finally, for any pixel with a membership value \( u > 0.45 \) or \( d > d_{\text{max}} \), \( u \) is updated by adding to it a value equals to \( d/(2d_{\text{max}}) \) if
\( d \leq d_{\text{max}} \), or 0.5 if \( d > d_{\text{max}} \). The modified membership value
is then clipped at the maximum membership value in the un-
modified membership map. Note that this procedure will have
no effect on lips with makeup such that the lip pixels have lu-
minance value larger than the skin pixels.

E. Shape Processing
Prior knowledge about the mouth shape can be used to fur-
ther reduce inaccurate classification. A best-fit ellipse can be
fitted onto the lip membership map to suppress any remaining
spurious protrusions. The parameters of the best fit ellipse, i.e.,
the center of mass, \( (x_{m}, y_{m}) \), the inclination \( \theta \) about the center
of mass, the semimajor axis \( x_{a} \), and the semiminor axis \( y_{a} \), are
computed form the lip membership \( m(x, y) \) by [20]
\[
x_{m} = \frac{\sum_{x=1}^{M} \sum_{y=1}^{N} x \times m(x, y)}{\sum_{x=1}^{M} \sum_{y=1}^{N} m(x, y)} \quad (13)
\]
\[
y_{m} = \frac{\sum_{x=1}^{M} \sum_{y=1}^{N} y \times m(x, y)}{\sum_{x=1}^{M} \sum_{y=1}^{N} m(x, y)} \quad (14)
\]
\[
\theta = \frac{1}{2} \tan^{-1} \left( \frac{2\mu_{11}}{\mu_{20} - \mu_{02}} \right) \quad (15)
\]
\[
x_{a} = \left( \frac{4}{\pi} \right)^{1/4} \left[ \frac{(I_{y})^{3}}{I_{x}} \right]^{1/8} \quad (16)
\]
\[
y_{a} = \left( \frac{4}{\pi} \right)^{1/4} \left[ \frac{(I_{x})^{3}}{I_{y}} \right]^{1/8} \quad (17)
\]
with
\[
\mu_{pq} = \sum_{x=1}^{M} \sum_{y=1}^{N} (x - x_{m})^{p}(y - y_{m})^{q} m(x, y) \quad (18)
\]
\[
I_{x} = \sum_{x=1}^{M} \sum_{y=1}^{N} ((y - y_{m}) \cos \theta - (x - x_{m}) \sin \theta)^{2} m(x, y) \quad (19)
\]
\[
I_{y} = \sum_{x=1}^{M} \sum_{y=1}^{N} ((y - y_{m}) \sin \theta + (x - x_{m}) \cos \theta)^{2} m(x, y) \quad (20)
\]
where \( M, N \) are the column and row dimensions, respectively.
Only pixels having membership \( \geq 0.5 \) (i.e., potential lip pixels)
enter into the ellipse computation. After obtaining the best-fit
ellipse, any potential lip pixels outside of the best-fit ellipse are
flagged to nonlip. Finally, the lip membership map is smoothed
with a Gaussian filter after thresholding at a threshold of 0.45
and retaining the single largest connected component as the lip
region.

VI. COMPARATIVE STUDIES AND EXPERIMENTAL RESULTS

Fig. 2 shows a lip segmentation example. The lip region can
be identified clearly from the lip membership map produced by
the SFCM algorithm. However, there are two spurious blobs
above the mouth. After morphological filtering [Fig. 2(c)], the
membership map is smoothed and small holes are filled up.
Fig. 2(d) shows the membership map after symmetry, lumi-
nance and shape processing. The two spurious blobs have been
eliminated. Fig. 2(e) shows the membership map after Gaussian
smoothing and Fig. 2(f) shows the final segmentation result.

For comparison, the hue filtering segmentation algorithm
(HFS) of [9] and the fuzzy entropy histogram thresholding
algorithm (FEHT) of [6] are implemented. As each color
component is treated independently in the FEHT algorithm,
bilevel segmentation of color images cannot be performed
directly. Instead, we use the FEHT algorithm to automatically
segment the hue-filtered image (a scalar value image). The
FEHT algorithm performs an exhaustive search to maximize the total fuzzy entropy for a bilevel segmentation of the hue-filtered image. The hue image is computed from CIELAB color space by $h_{ab} = \tan^{-1}(b^* / a^*)$. In the HFS algorithm, the lip is assumed to be prevalently red. To determine the hue filter, the hue values for pure red, pure green and pure blue are calculated, and are found to be 0.0788 rad, 2.2999 rad and -0.7071 rad, respectively. Then, the two end points where the filter response falls to zero are taken to be midway between pure red and pure green, i.e., 1.189 rad, and midway between pure green and pure blue, i.e., -0.314 rad, respectively. The hue image is first smoothed and then hue-filtered as follows:

$$f(h_{ab}) = \begin{cases} 
1 - \frac{(h_{ab} - 0.0788)^2}{1.110^2} & 0.0788 < h_{ab} \leq 1.189 \\
1 - \frac{(h_{ab} - 0.0788)^2}{0.3928^2} & -0.314 \leq h_{ab} \leq 0.0788 \\
0, & \text{otherwise.}
\end{cases}$$

(21)

The hue-filtered image is subject to morphological filtering, luminance processing, and Gaussian smoothing to improve the final segmentation. The symmetry and shape processing are not applied because the threshold for the lip region is not known a priori. The final segmentation is obtained by thresholding the hue-filtered image with an optimum threshold, chosen manually to be the valley of the histogram of the hue-filtered image.

Fig. 3 shows some examples of lip segmentation using HFS, FEHT, and our method. The first row shows the original RGB lip images. The second row shows the post-processed hue-filtered images. The third row shows the histograms of the hue-filtered images. The third row shows the histograms of the hue-filtered images. For the first example, there are two valleys, at 0.6 and 0.9, and the optimum threshold was found to be 0.6. The optimum thresholds for the second and third examples are 0.8 and 0.6, respectively. No discernable valley exists for the fourth example and the optimum threshold of 0.65 was obtained by trial. The fourth row shows the binary images obtained by thresholding the hue-filtered images using the aforementioned thresholds. By taking into account the teeth region which is detected independently, and retaining the single largest connected region, the final segmented lip regions are shown in row 5. Although the lip segmentation results are sufficiently good, the major difficulty with the HFS algorithm is the determination of the optimum threshold. It can be seen that the optimum threshold varies considerably for different lip images. Row 6 shows the binary images obtained from the thresholds (0.571, 0.714, 0.565, and 0.433, respectively) found automatically using the FEHT algorithm. The fuzzy entropy criterion obviously does not match human perception of good lip segmentation in these examples. Row 7 shows the segmented lip regions using the FEHT algorithm. For comparison, the segmentations obtained using our method are shown in the last row. The quality of segmentation using our method is clearly superior to both the HFS method and the FEHT method.

To evaluate the performance of our algorithm, we carried out lip segmentation experiment with a homebrew database (about 2000 color lip images from more than 20 speakers) and some color lip images taken from the XM2VTS [21] and the AR Face databases [22]. The segmentation results are evaluated based on subjective judgment since no ground truth is available. The algorithm has been observed to perform well and some of the results are shown in Fig. 4, where the first three rows are from our own database, and the last three rows are images from the XM2VTS and AR Face databases. Rows 3 and 6 are female speakers, whereas the rest are male speakers.
We have also attempted to perform some quantitative evaluations about the performance of our algorithm. We randomly selected 70 images from our database and hand-segmented the lip by manually fitting a parametric lip model [24]. These serve as ground truth. The use of a parametric lip model allows relatively fast manual segmentation, but compromises on the accuracy of some of the extracted lip contours since the model may not fit the actual lip exactly. Two measures are used to evaluate the accuracy of our algorithm. The first measure determines the percentage of overlap (OL) between the segmented lip region $A_1$ and the ground truth $A_2$. It is defined as

$$\text{OL} = \frac{2(A_1 \cap A_2)}{A_1 + A_2} \times 100\%.$$  

(22)
Using this measure, total agreement will have an overlap of 100%. The second measure is the segmentation error (SE) defined as

$$SE = \frac{OLE + ILE}{2 \times TL} \times 100\%.$$ (23)

OLE is the number of nonlip pixels being classified as lip pixels (outer lip error) and ILE is the number of lip-pixels classified as nonlip ones (inner lip error). TL denotes the number of lip-pixels in the ground truth. Total agreement will have an SE of 0%. The segmentation results are presented as bar charts in Fig. 5 (OL) and Fig. 6 (SE). The results indicated that the proposed algorithm was able to give good segmentation, with an OL of \(~95\%\) or an SE of \(~5\%). We remark that some of the error is due to the misfit between the parametric lip model and the actual lip. Based on our experience, this type of error accounts for about 2%-5% in both OL and SE, depending on the actual lip shape. Currently our segmentation algorithm does not consider the presence of facial hair such as moustaches and beards. A preprocessing stage would be needed to mask out those regions.

VII. CONCLUSION

Accurate lip segmentation is a difficult problem due to the weak color contrast between the lip and the face region. In this paper, the color lip segmentation problem is formulated as a two-class clustering and segmentation problem. The proposed spatial fuzzy clustering algorithm is able to exploit the spatial interactions between neighboring pixels through the use of a novel dissimilarity index. Comparative study with the hue-filtering segmentation algorithm [9] and the fuzzy entropy histogram thresholding algorithm [6] has indicated the superior performance of our algorithm. In particular, our algorithm produces better segmentation, and without the need to determine an optimum threshold for each lip image. Finally, we remark that the lip membership map obtained from the proposed method can be viewed as a lip probability map. Such a probability map can serve as a robust image feature in a deformable-model based contour extraction algorithm employing a probabilistic region-based cost function [23, 24].
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