Complex Background Modeling and Motion Detection based on Texture Pattern Flow
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Abstract

This paper proposes a novel Texture Pattern Flow (TPF) for complex background modeling and motion detection. The Pattern Flow is proposed to encode the binary pattern changes among the neighborhoods in the space-time domain. To model the distribution of the TPF, the TPF integral histograms are used to extract the discriminative features to represent the input video. Experimental results on the public videos testify the effectiveness of the proposed method in comparison to LBP and GMM based background modeling methods.

1 Introduction

Background modeling and moving objects detection in video or image sequence is one of the main tasks in many computer vision applications, such as industrial automation, transportation, security & surveillance. To achieve the goal of capturing moving objects, one has to obtain a representation of the background, which should be robust to the changes of the illumination condition, swaying trees, rippling water, and shadows of the moving and scene objects.

Recently, many methods have been proposed to model the background. A very popular technique is to model each pixel in a video frame with a Gaussian distribution [1]. The model does not work well in the case of dynamic natural environments, where the scene background is not completely static. In [2], the Mixture of Gaussians Models (GMM) is used to model complex background, and applied to the traffic monitoring problem. To deal with the limitations of parametric methods, a nonparametric approach to background modeling is proposed in [3]. The method utilizes a general nonparametric kernel density estimation technique for building a statistical representation of the scene background. These methods do not consider the relationship between two neighborhood pixels. [4] reports a promising background method to model the dynamic background based on the discriminative Local Binary Pattern (LBP) histograms. The LBP operator is originally designed for the texture description [5]. The operator encodes the relationship between the central point and its neighbors. LBP has been successfully applied to facial expression analysis [6], background modeling [4] and face recognition [7]. In background modeling, it achieves a better performance than GMM in terms of false negative and positive. However, the LBP method does not consider the variation over time in its pattern, which contains the inherent motion information derived from moving objects in videos.

In this paper, a novel Texture Pattern Flow (TPF) is proposed to encode the local pattern information in space and time domains. In the space domain, TPF is a directional texture descriptor, which is important because the foreground object always moves in some direction. In the time space, the TPF operator is proposed to capture motion information over time in the image sequence. Furthermore, the integral histogram is combined with TPF, named Background Modeling Texture Pattern Flow (BM-TPF), to statistically model the input video. The reason for this lies in that complexity of integral histogram is $O(N)$ [11].

The reminder of the paper is organized as follows. In Section 2, the Texture Pattern Flow is proposed for background modeling and motion detection. In Section 3, we discuss the construction and maintenance of the background model using integral histogram. Experimental results and discussion are presented in Section 4 and Section 5.
2 Modeling by Texture Pattern Flow

LBP is generated by concatenating the binary result of the gradient direction, which is widely used in the field of image processing and object representation [5]. In this section, we propose a novel operator, Texture Pattern Flow (TPF), for background modeling and motion detection. TPF is a method to encode local pattern flow in a local region in both space and time aspects.

2.1 Local Binary Pattern

The original LBP operator labels the pixels of an image by coding the 3×3 neighborhood relationship of each pixel with the value of the central pixel and concatenating the results as a binary string. The threshold function \( f \) for LBP can be written as:

\[
f(I_{x,y}, I_{x,y}) = \begin{cases} 
0, & \text{if } I_{x,y} - I_{x,y} \leq \text{threshold} \\
1, & \text{if } I_{x,y} - I_{x,y} > \text{threshold}, 
\end{cases}
\]

where \( I_{x,y} \) is the neighborhood around \( I_{x,y} \) as shown in Fig. 1. The histograms of these micro-patterns contain information of the distribution of the edges, spots, and other local features in an image [5].

Fig. 1. An example of 8-neighborhood around \( I_{x,y} \).

2.2 Texture Pattern Flow

Different from LBP encoding differences between the central point and its neighbors, Texture Pattern Flow (TPF) is proposed to encode the texture pattern flow in a local region.

Given an image sequence \( I_{x,y,t} \) with \( x, y \) and \( t \) representing space and time indexes respectively. The gradients in \( x, y \) directions can be calculated as

\[
\frac{\partial I_{x,y,t}}{\partial x} = I_{x,y,t} - I_{x+1,y,t},
\]

\[
\frac{\partial I_{x,y,t}}{\partial y} = I_{x,y,t} - I_{x,y+1,t}.
\]

The threshold functions, \( f_x(\frac{\partial I_{x,y,t}}{\partial x}) \) and \( f_y(\frac{\partial I_{x,y,t}}{\partial y}) \), are used to encode the binary results in \( x \) and \( y \) directions defined as

\[
\begin{align*}
&f_x(\frac{\partial I_{x,y,t}}{\partial x}) = \begin{cases} 
1, & \text{if } \frac{\partial I_{x,y,t}}{\partial x} \geq 0 \\
0, & \text{if } \frac{\partial I_{x,y,t}}{\partial x} < 0,
\end{cases} \\
&f_y(\frac{\partial I_{x,y,t}}{\partial y}) = \begin{cases} 
1, & \text{if } \frac{\partial I_{x,y,t}}{\partial y} \geq 0 \\
0, & \text{if } \frac{\partial I_{x,y,t}}{\partial y} < 0,
\end{cases}
\end{align*}
\]

Different from the space variations in \( x, y \) direction encoding by simple threshold functions, we define derivative over time as

\[
\frac{\partial I_{x,y,t}}{\partial t} = I_{x,y,t} - \mu_{x,y,t-1},
\]

where \( \mu_{x,y,t-1} \) is one of the mean values in GMM, which is calculated by using a mixture of Gaussian models [2]. It is exploited to model the distribution of recent history pixel values as

\[
P(I_{x,y,t}) = \sum_{i=1}^{K} \omega_i \eta(I_{x,y,t}, \mu_{x,y,t}, \Sigma_{x,y,t}),
\]

where \( K \) is the number of Gaussian models, \( \omega_i \) is an estimate of the weight of the \( i^{th} \) model, \( \mu_{x,y,t} \) and \( \Sigma_{x,y,t} \) are the mean value and co-variance matrix of the Gaussian probability density function \( \eta \). \( \eta \) is defined as

\[
\eta(I_{x,y,t}, \mu, \Sigma) = \frac{1}{(2\pi)^{\frac{n}{2}} |\Sigma|^{\frac{1}{2}}} e^{-\frac{1}{2}(I_{x,y,t} - \mu)^T \Sigma^{-1} (I_{x,y,t} - \mu)},
\]

In [2], the on-line K-means approximation is exploited to implement GMM. Every pixel is checked against the existing \( K \) Gaussian distributions (t-1), until a match is found. A match is defined as a pixel value within 2.5 standard deviation of a distribution, which means that GMM(\( I_{x,y,t} \)) is true.

\[
f_t(I_{x,y,t}) = \begin{cases} 
1, & \text{if } \text{GMM}(I_{x,y,t}) \text{ is true} \\
0, & \text{otherwise},
\end{cases}
\]

where GMM(\( I_{x,y,t} \)) is used to decide whether the pixel at the position \( (x,y) \) is part of background or not. If it is a part of background, the threshold function \( f_t(I_{x,y,t}) \) gets 1, otherwise, it is labeled as 0. It is actually a kind of threshold function encoding the binary result of \( I_{x,y,t} - \mu_{x,y,t-1} \) as shown in Eq. 8 and Eq. 9. The Texture Pattern Flow (TPF) is defined as

\[
\text{DRP}(I_{x,y,t}) = \{f_x(\frac{\partial^2 I_{x,y,t}}{\partial x^2}), f_x(\frac{\partial^3 I_{x,y,t}}{\partial x^3}), f_y(\frac{\partial^2 I_{x,y,t}}{\partial y^2}), f_y(\frac{\partial^3 I_{x,y,t}}{\partial y^3})
\}
\]

\[
\{f_t(I_{x,y,t})\}.
\]

(10)
From the definition of TPF, we can know that TPF is proposed to reveal the relationship between two derivative directions in both space and time domains. Similar to LBP, we also add a perturbation to the first order derivative in the space domain, i.e., $I_{x,y} - I_{x+1,y} + 3$, which makes TPFs more robust against the negligible changes in pixel values.

3. Background Modeling based on Integral TPF Histogram

In this section, we will exploit the integral Texture Pattern Flow histogram to more efficiently model the background.

3.1 Integral Texture Pattern Flow Histogram

The integral image was first proposed by Viola and Jones [10], the advantage of which is that the sum of all pixel intensity of any rectangle region in an image can be calculated at a low cost. In order to efficiently calculate the histogram feature, the integral histogram is proposed to extract the statistic feature for each local region [11, 12]. The integral histogram feature is actually extracted from a local region for the pixel $(i, j)$ as shown in Fig. 4, details about which can refer to [11]. The mean grey-level value for a local region is used to represent each pixel, which is used on GMM, named L-GMM. As for the BM-TPF method, we calculate a TPF pattern based on the mean grey-level image, and then the histogram features are extracted as the final representation. In this paper, we model each pixel of the background identically, which allows for a high-speed parallel implementation if needed.

![Fig. 4. A sample of the local region for the pixel $I(i,j)$](image)

3.2 Background Detection by Integral TPF histogram

The background model for the pixel consists of a group of TPF histograms with an adaptive threshold. If the similarity is below the threshold $T_h$ for all model histograms, we create a new model histogram with a low initial weight to replace the model histogram with the lowest weight. We select the best match as the model histogram with the highest proximity value. The matched model histogram is adapted with the new data by updating its bins using Eq. 12, the bigger the weight, the higher the probability of being a background histogram. As a last stage of the updating procedure, we sort the model histograms in decreasing order according to their weights.

The propagation speed of the background model is controlled by the learning rate parameter $\alpha$. In our experiments, a value of $\alpha = 0.01$ is used. The bigger the learning rate, the faster the propagation is, and weights are updated as:

$$w_k = (1-\alpha)w_{k-1} + \alpha(M_{x,y})$$

where $M_{x,y}$ is 1 for the best matched model and 0 for the remaining models. Furthermore, the best matched model histogram is updated as

$$H_k = (1-\alpha)H_{k-1} + \alpha H$$

where $H$ is the histogram feature extracted from the current local region around the given pixel.

In the classification phase, the first $n$ model histograms are chosen as the background model according to Eq. 13, where the weights of model histograms are sorted in descending order.

$$w_{m_1} + w_{m_2} + \ldots + w_{m_n} > T_w$$

where $T_w = 0.7$. If the similarity is higher than the threshold for at least one background model, the pixel is classified as background. Otherwise, the pixel is labeled as foreground.

In this paper, the similarity between two histograms is calculated by the following similarity rule,

$$HI(x,y) = \sum_{i=1}^{k} \min(x_i, y_i)$$

where $HI(x,y)$ is histogram intersection. This measure has an intuitive motivation in that it calculates the common parts of two histograms. Its advantage is that the computation is very fast as it requires very simple operations only.

4 Experiments

Two public videos were used to validate the proposed method, and numerical evaluation is usually done in terms of the number of false negatives (the number of foreground pixels that were missed) and false positives (the number of background pixels that were marked as foreground). The ground truth is provided in [13]. In the experiment, video3 (898 frames) and video4 (818 frames) have sudden changes and swaying trees.

In the experiments, all the test phases begin from the 50th frame, and both visual and numerical methods are used to evaluate our approach. We compared L-GMM, BM-TPF with GMM [3] and the LBP-based
methods. According to the test results, the overall performances of our methods are better than the performances of the comparison methods for the test sequences used. The sequences used in the experiment focus on the outdoor scenes with the provided ground truth sequences. The results shown in Table 1 and Table 2 illustrate that the numbers of error classifications which are calculated by summing the errors from the frames corresponding to the ground truth frames. For the two sequences, the proposed BM-TPF method gives less false negatives and false positives than the LBP method.

According to the overall results, the proposed method outperforms the comparison methods for the used test sequences. It should be noted that most of false positives occur on the moving objects’ contours. The BM-TPF method is the best in terms of the sum of false negatives and positives as shown in Table 1 and 2. These experimental results show that TPF is effective in extracting the discriminant features from the input videos. L-GMM can also significantly enhance the original GMM method. Note that most of the false positives occur near the contour part of the moving objects.

| Table.1 Comparative results for BM-TPF, LBP, GMM and L-GMM in terms of false positive and negative ($\times 10^3$) on video3 |
|-------------------------------|----------------------------------|---------------------|-----------------|
| False Positive | False Negative | Sum |
| BM-TPF            | 19.3              | 1.64         | 20.94           |
| LBP               | 21.76             | 2.26         | 24.02           |
| GMM               | 66.84             | 2.06         | 68.91           |
| L-GMM             | 23.13             | 1.85         | 24.99           |

| Table.2 Comparative results for BM-TPF, LBP, GMM and L-GMM in terms of False positive and negative ($\times 10^3$) on video4 |
|-------------------------------|----------------------------------|---------------------|-----------------|
| False Positive | False Negative | Sum |
| BM-TPF            | 29.7              | 1.95         | 31.65           |
| LBP               | 40.6              | 2.98         | 43.58           |
| GMM               | 68.80             | 3.01         | 71.81           |
| L-GMM             | 45.4              | 2.53         | 47.93           |

In the experiment, the threshold value ($T_h$) for the TPF and LBP methods is set to 0.7, and $T_c = 0.01$. 3 Gaussian models are used for GMM. For integral histogram and L-GMM, the sizes of the local region is $10\times10$ and $8\times8$, respectively. The bin numbers for LBP are 32 by using the equalization method. Therefore, the feature lengths for the LBP and TPF integral histogram are same.

5 Conclusion and future work

This paper proposes a new background modeling method, which is a combination of a new Texture Pattern Flow feature and integral histogram. The proposed method is successfully tested on two public videos, showing that TPF is much more robust to the background variations. TPF achieved a better performance than LBP and GMM, because it identifies more discriminant information in the space-time domain. In future work, we will focus on the efficiency of proposed method through the parallel implementation.
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