Solving Sum and Product Riddle via BDD-based Model Checking
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Abstract

We model the Sum and Product Riddle in public announcement logic, which is interpreted on an epistemic Kripke model. The model is symbolically represented as a finite state program with $n$ agents. A model checking method to the riddle is developed by using the BDD-based symbolic model checking algorithm for logic of knowledge we developed in \cite{7}. The method is implemented by extending the model checker MCTK \cite{7} and then the solution of the riddle is verified successfully.

1. Introduction

In 1969, H. Freudenthal first stated Sum and Product riddle in Dutch language \cite{2}, and then solved this riddle in 1970 \cite{3}. A translation of the original formulation quoted from \cite{8} is: J says to S and P: I have chosen two integers $x$ and $y$ such that $1 < x < y$ and $x+y \leq 100$. In a moment, I will inform S only of $s = x+y$, and P only of $p = xy$. These announcements remain private. You are required to determine the pair $(x, y)$. He acts as said. The following conversation now takes place:

1. P says: “I do not know it.”
2. S says: “I knew you didn’t.”
3. P says: “I now know it.”
4. S says: “I now also know it.”

Determine the pair $(x, y)$.

At first appearance, it seems that these announcements are un-useful for agents to reason about the two numbers, because these announcements are just about agents’ knowledge or ignorance about the two numbers, not about the two numbers themselves. However, these announcements are actually very informative, from them rational agents are able to learn facts about the two numbers. For example, the numbers cannot be 2 and 4, because 8 is the unique product of 2 and 4 but P first announce that he do not know the numbers. The numbers cannot be two prime numbers, or else P, who knows the product, can immediately deduce them according to the uniqueness of product of two prime numbers. Besides, the sum of the numbers cannot be the sum of two prime numbers, or else S would consider it possible that P knew the numbers, but it is not fact from the second announcement of S. By using the elimination method above, S and P can finally determine the numbers is the pair $(4, 13)$.

Sum and Product problem can be modeled as a Multi-Agent System (MAS). In the multi-agent paradigm, particular emphasis is given to the formal representation of the mental attitudes of agents, such as agents’ knowledge, beliefs, desires, intentions and so on. Dynamic epistemic logic was develop to study the changes of agents’ individual knowledge or group knowledge caused by communication about agents’ or group knowledge. Public Announcement Logic is a kind of dynamic epistemic logic. It is very suitable for modeling the sum and product problem because it is able to describe the actions of public announcement about agents’ or group knowledge. Hans P. van Ditmarsch et al. \cite{9} claimed that they was the first to use an automated model checker DEMO \cite{10} to tackle the problem. In \cite{9}, they stated that the problem cannot be tackled by state-of-the-art symbolic model checkers for temporal logics of knowledge \cite{1, 6}, MCK 0.2.0 \cite{4} and MCMAS 0.7 \cite{5} because they does not support checking epistemic formulas as preconditions in their specification languages.

In this paper, we propose a symbolic model checking method for temporal logic of knowledge, not for public announcement logic, that is able to automatically tackle sum and product problem by using MCTK \cite{7}, a kind of model checker for temporal logic of knowledge developed by us. The experimental results show that the proposed method is correct and efficient.
2. Public announcement logic

Given a set of agents \( A = \{1, \ldots, n\} \) and a set of primitive propositions \( P \). The language syntax of public announcement logic is inductively defined as

\[
\varphi ::= p \mid \neg \varphi \mid \varphi \land \psi | K_a \varphi | C_{\Gamma} \varphi | [\varphi] \psi
\]

where \( p \in P, a \in A \) and \( \Gamma \subseteq A \). For \( K_a \varphi \), read “agent \( a \) knows formula \( \varphi \)”. For \( C_{\Gamma} \varphi \), read “group \( \Gamma \) of agents commonly know formula \( \varphi \)”. For \( [\varphi] \psi \), read “after public announcement of \( \varphi \)”, formula \( \psi \) is true.

We now give the semantics of public announcement logic under an epistemic Kripke model \( M = (S, V, \sim_1, \ldots, \sim_n) \). Let \( L_i \) be a set of possible states for the environment and \( L_i \) a set of possible local states for each agent \( i \in A \), we take \( S = L_0 \times L_1 \times \ldots \times L_n \) to be the set of (global) states. \( V : P \rightarrow \mathcal{P}(S) \) is a valuation function. For each \( p \in P \), \( V(p) \) gives the set of states in which \( p \) is true. We associate each agent \( i \in A \) with an equivalence relation \( \sim_i \) over the set of states. We define function \( l_i : S \rightarrow L_i \) to return the local state of agent \( i \) from a state \( s \in S \), then for any states \( s, s' \in S \), \( s \sim_i s' \) iff \( l_i(s) = l_i(s') \). It means that \( s \) and \( s' \) are indistinguishable for agent \( i \). The semantics of public announcement is defined by the induction on the structure of formulas:

- \( M, s \models p \) iff \( s \in V(p) \), where \( p \in P \);
- \( M, s \models \neg \varphi \) iff \( M, s \not\models \varphi \);
- \( M, s \models \varphi \land \psi \) iff \( M, s \models \varphi \) and \( M, s \models \psi \);
- \( M, s \models K_a \varphi \) iff \( M, s' \models \varphi \) for all \( s' \in S \) such that \( s \sim_a s' \);
- \( M, s \models C_{\Gamma} \varphi \) iff \( M, s' \models \varphi \) for all \( s' \in S \) such that \( s \sim_{\bigcup_{i \in \Gamma}} s' \);
- \( M, s \models [\varphi] \psi \) iff \( M|_s, s \models \psi \), where \( M|_s = \{s' \in S \mid M, s' \models \varphi\} \).

3. Sum and product problem in public announcement logic

In this section we model the sum and product problem in public announcement logic. We first determine the set of propositions and the set of agents. From the formulation of the problem, the integer pair \((x, y)\) is included in \( I = \{(x, y) \in \mathbb{N}^2 \mid 1 < x < y \text{ and } x + y \leq 100\} \). Therefore, we need 14 propositional variables \( \{x_0, x_1, \ldots, x_9\} \) and \( \{y_0, y_1, \ldots, y_9\} \) to specify \( x \) and \( y \) by binary coding. We use notations \( E_{x_0}^1 \) and \( E_{y_0}^1 \) to represent the truth of propositions “\( x = i \)” and “\( y = j \)” respectively. For example, \( E_{x_0}^{13} \) stands for the propositional formula \( \neg x_0 \land \neg x_5 \land \neg x_7 \land x_4 \land x_3 \land \neg x_2 \land \neg x_1 \land x_0 \). Compare with the encoding method in [8], our encoding method is more succinct, because in [8] they need to create at least 194 propositional letters for each assignment to the two integer variables.

Consider the set of agents, the function of agent \( j \) just like the environment of a multi-agent system, is to ensure that other agents gain the background knowledge of the problem. We don’t care about \( j \)’s knowledge. Therefore, the set of agents \( A = \{S, P\} \).

The proposition “\( S \) knows that the numbers are 4 and 13” is represented as \( K_S(E_{x_4}^1 \land E_{y_2}^{13}) \). Now consider how to describe the proposition “\( S \) knows the two numbers” in public announcement logic. First for agent \( S \), we can use \( K_S x = \bigwedge_{0 \leq i \leq 6} (K_S x_i \lor K_S \neg x_i) \) and \( K_S y = \bigwedge_{0 \leq i \leq 6} (K_S y_i \lor K_S \neg y_i) \) to represent the two propositions “\( S \) knows the integer \( x \)” and “\( S \) knows the integer \( y \)” respectively. Take formula \( K_S x \) for example, it means that agent \( S \) knows the value of all propositional variables encoding integer variable \( x \). Therefore, the proposition “\( S \) knows the two numbers” can be represented as \( K_S(x, y) = K_S x \land K_S y \). Similarly, the proposition “\( P \) knows that the two numbers” can be represented as \( K_P(x, y) = K_P x \land K_P y \). The structure of \( K_P x \). \( K_P y \) is similar to that of \( K_S x, K_S y \). Thus, the four announcements of the problem can be described in turn as:

\[
\neg K_P(x, y), K_S \neg K_P(x, y), K_P(x, y) \text{ and } K_S(x, y).
\]

Now, we can interpret these announcements on the epistemic Kripke model \( \Theta = (I, V, \sim_S, \sim_P) \), where \( I = \{(x, y) \in \mathbb{N}^2 \mid 1 < x < y \text{ and } x + y \leq 100\} \). For any integer \( x, y, x', y' \in I \), \((x, y) \sim_S (x', y') \) iff \( x + y = x' + y' \) and \((x, y) \sim_P (x', y') \) iff \( xy = x'y' \). Valuation function \( V \) is defined as:

- for each \( i = 0, \ldots, 6 \), \( V(x_i) = \{ (z, y) \in I \mid ((z/2)^{\text{mod} 2} = 1) \} \) and \( V(y_i) = \{ (x, y) \in I \mid ((y/2)^{\text{mod} 2} = 1) \} \), where operator “\(^{\text{mod} 2} \)” is integer division without rest. Valuation function \( V \) labels each state \((x, y)\) with the set of propositional variables true in the state according to the binary code of \( x \) and \( y \).

Finally, we can define the model validity formula as

\[
\Theta \models [K_S \neg K_P(x, y)][K_P(x, y)][K_S(x, y)](E_{x_4}^1 \land E_{y_2}^{13})
\]

to express that the integer pair \((4, 13)\) is the only solution of sum and product problem. Note that as the analysis in [8, 9], we consider \( P \)’s announcement (1) is superfluous for the analysis and then omit it. The ‘‘knew’’ in \( S \)’s announcement (2) refers to the truth of that announcement in the initial epistemic state, not in the epistemic state resulting from announcement (1).

4. Model checking knowledge in MCTK

In this paper we adopt the BDD-based symbolic model checker MCTK we developed in [7], to evaluate agents’ knowledge. Given an epistemic Kripke model \( M = (S, V, \sim_1, \ldots, \sim_n) \), we can symbolically represent \( M \) as a finite-state program with \( n \) agents, a tuple \( \mathcal{P}_M = (x, \theta(x), \tau(x, x'), O_1, \ldots, O_n) \), where \( x = \{x_1, \ldots, x_9\} \) is a set of boolean variables. Any state in \( S \) can be encoded as
an assignment for x, thus a set of states in $\mathcal{P}(S)$ can be represented as a boolean formula over x or a subset of x: $\theta$ is a boolean formula over x representing the set of initial states, called the initial condition; $\tau$ is a boolean formula over $x \cup x'$, called the transition relation, where $x'$ = \{x_1', \ldots, x_n'\} is a copy of x, encoding the next state in a transition relation; and for each agent $i \in \{1, \ldots, n\}$, $O_i \subseteq x$ is the set of agent $i$’s local variables, or observable variables. For any $p \in x$, if state $s \in V(p)$ then $s(p) = true$, here we omit $V$ in $\mathcal{P}_M$.

Now, we can compute the set of reachable global states of S in $\mathcal{P}_M$ via Ordered Binary Decision Diagram (OBDD), as

$$G(\mathcal{P}_M) = \text{lfp}Z [\theta(x) \vee (\exists x(Z \land \tau(x, x')))](\frac{x}{x})$$

where $\text{lfp}Z(\xi(x))$ is a least fixed point of an operator $\xi$ from the set of boolean formulas over x to the set of boolean formulas over x. $\psi(\frac{x}{x})$ is the result of renaming variables in $x'$ by those in x respectively.

Given an epistemic Kripke model $M$ and an epistemic formula $K_\varphi$, from Proposition 3 in [7] we can compute the set of states satisfying $K_\varphi$ as $\forall(x - O_i)(G(\mathcal{P}_M) \Rightarrow \varphi)$, where $\varphi$ is a formula that does not contain any temporal modalities.

For sum and product problem we only focus on the resulting set of states after all announcements. These announcements are just about agents’ knowledge or ignorance about the two numbers. For the limited space, in this paper we do not deal with common knowledge modality and temporal operators. Thus, the set of states in $M$ (generated from $\mathcal{P}_M$) satisfying a formula $\varphi$ that does not contain common knowledge modality and temporal operators, can be computed as the OBDD:

$$[\varphi, M] = \left\{ \begin{array}{ll} \text{The OBDD of } \varphi, & \text{if } \varphi \in x \text{ of } \mathcal{P}_M; \\
-\alpha, M, & \text{if } \varphi = \neg \alpha; \\
\alpha, M \land [\beta, M], & \text{if } \varphi = \alpha \land \beta; \\
\forall(x - O_i)(G(\mathcal{P}_M) \Rightarrow [\alpha, M]), & \text{if } \varphi = K_\alpha. \end{array} \right.$$  

5. Modeling sum and product problem in MCTK

The input language of MCTK [7] is an extension of that of NuSMV, in which we extend the declaration language for agents’ observable variables, such that in MCTK we can describe a finite-state program with n agents $\mathcal{P}_\Theta = (x, \theta(x), \tau(x, x'), O_S, O_P)$ for the epistemic Kripke model of the problem $\Theta = (I, V, \sim S, \sim P)$ as Fig. 1.

In Fig. 1, integer variables x and y encode the number pair. To be able to make the sum and product of x and y observable for agents S and P respectively, we define two additional integer variables sum and product to represent the sum and product of x and y respectively. The domains of sum and product are $5 \leq \text{sum} \leq 195$ and $6 \leq \text{product} \leq 9506$. Therefore, the set x of $\mathcal{P}_\Theta$ is the union of binary coding variables of x, y, sum, and product.

Line 7-8 restrict the initial value of the four integer variables, which is the initial condition $\theta(x)$ of $\mathcal{P}_\Theta$. Line 9-10 define the transition relation $\tau(x, x')$ of $\mathcal{P}_\Theta$, to describe the situation that the four integer variables will keep unchangeable once their initial values are chosen non-deterministically under the restriction of $\theta(x)$.

Line 11-12 are the module definitions of agents S and P, in which the formal parameters sum and product are observable respectively for S and P. Line 5-6 declare agents S and P, the actual parameters of S and P are sum and product respectively, it means that the set of S’s observable boolean variables is the binary coding variables of integer variable sum, and the set of P’s observable variables is the binary coding variables of integer variable product.

6. Model checking sum and product problem in MCTK

In this section we reduce the model validity formula $\Theta = [K_S \neg K_P(x, y)][K_P(x, y)][K_{\varphi}(x, y)][E^1_{\varphi} \land E^2_{\varphi}]$ in Section 3, to an OBDD-based computation process on the finite state program with n agents $\mathcal{P}_\Theta$.

From Section 4 we know that the set of states in $M$ that satisfies the epistemic formula $K_\varphi$, can be computed as the OBDD of $\forall(x - O_i)(G(\mathcal{P}_M) \Rightarrow \varphi)$. It is denoted as $[K_\varphi, M]$. According to the semantics of $M, s \models [\varphi]\psi$ in Section 2, we learn that $M|_{\varphi} = (S', V', \sim_1, \ldots, \sim_n)$ is an epistemic Kripke model that satisfy formula $\varphi$. Obviously, it is easy to compute the set of reachable states of $M|_{\varphi}$ as the OBDD of $G(\mathcal{P}_M) \land [\varphi, M]$. Therefore, we have the following proposition.

**Proposition 1.** Given epistemic Kripke models $M = (S, V, \sim_1, \ldots, \sim_n)$ and $M|_{\varphi} = (S', V', \sim_1, \ldots, \sim_n)$, and a formula $\psi$, the set of states in $M|_{\varphi}$ satisfying $\psi$ is the following OBDD:

$$[\psi, M|_{\varphi}] = \left\{ \begin{array}{ll} \text{The OBDD of } \psi, & \text{if } \psi \in x; \\
-\alpha, M|_{\varphi}, & \text{if } \psi = \neg \alpha; \\
[\alpha, M|_{\varphi}] \land [\beta, M|_{\varphi}], & \text{if } \psi = \alpha \land \beta; \\
\forall(x - O_i)(G(\mathcal{P}_M) \land [\varphi, M]) \Rightarrow [\alpha, M|_{\varphi}], & \text{if } \psi = K_\alpha. \end{array} \right.$$
where $\varphi$ and $\psi$ are formulae that does not contain common knowledge modality and temporal operators, and $x$ is the set of boolean variables in $P_M$.

Thus, for sum and product problem, after these announcements: $[\neg K_P(x,y), \neg K_S(x,y), [K_P(x,y) \land K_S(x,y)]]$, the set of reachable states is the OBDD of $[K_S(x,y), \neg K_P(x,y), K_S(x,y)]$. We further have that the OBDD that represent all solutions for sum and product problem is the conjunction of the initial states and the set of reachable states after these announcements:

$$\theta(x) \land [K_S(x,y), \neg K_P(x,y), K_P(x,y)].$$

7. Experimental results

We successfully implemented the symbolic model checking method for sum and product problem in MCTK. The BDD package exploited in MCTK is the CUDD library developed by Fabio Somenzi at Colorado University. The experiment is based on a laptop configuration Ubuntu 2.6.10-5-386 Linux system, Intel(R) Pentium(R) M 1.60 GHz processor and 512Mb RAM. The time required for the whole model checking process, i.e., both symbolic model construction and formula checking, is about 90 seconds. 236521 BDD nodes are allocated. The model checking result is

$$(\theta(x) \land [K_S(x,y), \neg K_P(x,y), K_P(x,y)]) \iff (E_x^4 \land E_y^{13}),$$

it means that it is possible to publicly announce (2), (3) and (4) in turn if and only if the initial state is (4, 13). In other words, the only solution of sum and product problem is (4, 13), which is consistent with the result of [8, 9].

To compare with the experimental result of [8, 9], on the same experimental platform we implement the sum and product riddle as Fig.1 of [8] in dynamic epistemic logic model checker DEMO, and verify that the unique solution is also the pair (4, 13). The Haskell interpreter for DEMO is GHC Interactive, version 6.2.2, for Haskell 98. The time required for checking solution of the interpreted version of the problem, is about 1864 seconds. Obviously, the performance of MCTK is higher than that of interpreted version of DEMO, at least for checking sum and product problem. However, We believe that the compiled version of the problem by DEMO does better than the interpreted version.

8. Conclusions

In this paper we first model the sum and product problem in public announcement logic, then describe the problem in the finite state program with agents S and P, from which the epistemic Kripke model of the problem can be automatically generated by our symbolic model checker MCTK. By adopting the symbolic model checking method for epistemic formulas we developed in [7], we are able to reduce the model checking problem in public announcement logic to a series of BDD-based computations of the set of states that satisfies a given epistemic formula. The experimental results show that the proposed method is correct and efficient. As for future work, to tackle the problems similar to sum and product riddle, we plan to develop an agent conversation language supporting the communication of agents’ mental states, then design a translation process to automatically translate the agent conversation language into the finite state program with $n$ agents, finally improve the symbolic model checking algorithms [7] for dynamic epistemic logics.
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