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Parallel Multi-objective Optimization using Master-Slave Model on Heterogeneous Resources

Sanaz Mostaghim, Jürgen Branke, Andrew Lewis, Hartmut Schmeck

Abstract—In this paper, we study parallelization of multi-objective optimization algorithms on a set of heterogeneous resources based on the Master-Slave model. The Master-Slave model is known to be the simplest parallelization paradigm, where a master processor sends function evaluations to several slave processors. The critical issue when using the standard methods on heterogeneous resources is that in every iteration of the optimization, the master processor has to wait for all of the computing resources (including the slow ones) to deliver the evaluations. In this paper, we study a new algorithm where all of the available computing resources are efficiently utilized to perform the multi-objective optimization task independent of the speed (fast or slow) of the computing processors. For this we propose a hybrid method using Multi-objective Particle Swarm optimization and Binary search methods. The new algorithm has been tested on a scenario containing heterogeneous resources and the results show that not only does the new algorithm perform well for parallel resources, but also when compared to a normal serial run on one computer.

I. INTRODUCTION

Stochastic iterative search methods such as Evolutionary Algorithms (EAs) and Particle Swarm Optimization (PSO) have been shown to solve many real-world applications for decades [16], [18]. These algorithms are naturally parallel; they contain several individuals which are being improved through generations. This parallel nature is particularly useful when implementing the algorithm on parallel computers. Many real-world applications have time consuming function evaluations and therefore parallelizing the evaluations on a set of available computing resources speeds up the optimization task. Also, parallelization is getting easier with the steady progress of new technologies such as Grid Computing [2]. Several Parallel Evolutionary Algorithms have been studied in the literature (e.g., in [23], [10], [7], [8]). There are three, main paradigms: the Island model, Master-Slave model and Diffusion model. The focus of this paper is the Master-Slave model, where a single processor maintains the optimization task and uses the other processors for objective function evaluations.

In this paper, we study parallelization of multi-objective optimization (MO) algorithms using the master-slave model on a heterogeneous set of processors. There is a major difference when parallelizing a multi-objective algorithm compared to a single objective one. The main difficulty is that when using a Multi-objective EA (MOEA) on a master-slave model, the master processor has to wait for all of the evaluations from the other processors. Then it can apply a ranking method to the solutions to find the non-dominated front and continue the optimization. In an heterogeneous environment, the waiting time might be very long. In some cases, the fast processors can deliver twice the evaluations of a slow one. Here, we study a new algorithm which utilizes all of the computing resources from the slow to the very fast (as in a normal Grid). There are several Parallel MOEA methods which study different aspects [14], [4], [?] particularly the island model. The Master-Slave model is a straight-forward method and is the simplest parallelization paradigm when working in an homogeneous environment. However, to our knowledge no one has studied solving Multi-objective problems on heterogeneous systems using the Master-Slave model. Solving Multi-Objective problems on such systems is a challenging task:

- Dealing with heterogeneous resources, the aim is to use all of the computing resources but at the same time to be efficient in time i.e., the master node must make use of all of the available functions evaluations in every time step. Indeed, the master node encounters a trade-off between waiting for the slowest processor or continuing the optimization based on the available solutions.
- The solution of multi-objective optimization problems is usually a set of so called Pareto-optimal solutions. Most of the Multi-objective evolutionary algorithms (MOEAs) approximate these solutions by finding a set of non-dominated solutions. In every generation, a typical MOEA method applies a ranking-based method to the “entire” population to evaluate the solutions.
- Exploration in the search space is another important issue. The Master-Slave model is typically used to solve computationally expensive problems. The main task would be to employ a reasonable exploration technique.

One drawback of the Master-Slave model is the communication overhead between the processors. Here, we ignore this as we aim to solve very expensive optimization problems.

In this paper, we study the Multi-Objective Particle Swarm Optimization (MOPSO) method. In MOPSO, every single particle (Individual) follows its own best position and the position of a global guide. Hence, in the parallelization scheme, it is enough to find a guide for a particular particle to improve the particle’s position. This is an advantage comparing to other MOEA techniques such as SPEA2 [24] or NSGAII [12]. In SPEA2, all of the individuals are compared to each other and are given a strength and in NSGAII a ranking method finds different non-dominated fronts. In
these methods, the best evaluation is based on the entire population.

This paper is organized as follows. We briefly explain the Master-Slave model of parallelization in the next section. In Section III the parallel MOPSO for the Master-Slave model in homogeneous and heterogeneous environments is studied. Section IV is dedicated to the experiments which are based on a scenario of a set of heterogeneous resources. Finally, Section V concludes the paper.

II. MASTER-SLAVE MODEL OF PARALLELIZATION

The simplest parallelization paradigm for optimization is the Master-Slave model. This model is aimed at distributing the (objective function) evaluation of the individuals on several slave computing resources while a master resource executes the optimization procedure. The master node can also be used for evaluations. Figure 1 shows this paradigm.

![Master-Slave Model](image)

Fig. 1. Master-Slave Model [10]

This model is of great benefit when the function evaluations are very expensive. It is very natural to use parallel computers to solve expensive functions. However, the key issue is that in most of cases we deal with heterogeneous resources. Here, the central computing resource has to gather the information from all of the resources and has to perform the optimization steps (such as ranking etc.) based on the obtained solutions. However, waiting for the slowest processor might take a long time. The main questions when solving problems on heterogeneous computing resources are (a) how to efficiently search the space and (b) how to use all of the resources so that none of them stops working.

III. PARALLEL MULTI-OBJECTIVE PARTICLE SWARM

The main advantage of MOPSO compared to MOEAs is that the solutions survive until the last generation. A typical MOPSO method is shown in Algorithm 1. It starts with a random population of solutions (also called particles). Every particle $i$ has a position in the search space and a velocity, denoted by $x_i$ and $v_i$, respectively. The non-dominated particles are stored in an archive and the population is updated based on the positions of the global best particles $P_{global}$ and their own personal memories $P_{Best}$:

$$x_{new}^i = x_{old}^i + v_{new}^i$$

$$v_{new}^i = w v_{old}^i + R_1 (x_{old}^i - P_{Best}) + R_2 (x_{old}^i - P_{global})$$

where $w$, $R_1$ and $R_2$ denote the inertia weight and control parameters (1 and 2). In MOPSO, selecting the best personal position and the global positions has a great impact on the quality of the solutions [3], [21]. The global best is usually selected from the archive. To avoid local optima in MOPSO, a percentage of the particles are randomly selected and moved in order to explore the search space. This is implemented using a turbulence factor. MOPSO is iteratively continued until a stopping criteria, such as a certain number of iterations or evaluations, is met. A very good survey about MOPSO can be found in [22].

Parallelizing MOPSO based on the Master-Slave model for a set of homogeneous resources can be easily integrated. Algorithm 2 shows a Parallel MOPSO on an homogeneous (synchronous) set of resources. In every iteration, the master resource distributes the evaluation tasks and waits for all of the resources to finish.

However, the key issue in dealing with heterogeneous (asynchronous) resources is that in the worst case of having only one slow computing resource, almost all of the computing resources remain idle while the master node waits for the slowest one. The main idea of this paper is to make use of all of the computing resources in a way that as soon as a reasonable amount of resources have completed evaluations the master resource continues optimizing. However, the results of the slow computers are also of interest as they also contain information about the search space. The first step in parallelization on an heterogenoeus set of resources is to define a good set of initial particles and send them to the slave nodes for evaluation. In MOPSO usually a random set is used; here we propose to use a set of random particles defined by a Binary Search (BS) Method as explained below.

A. Exploration using Binary Search method

For searching the most unexplored regions of a search space, Binary Search Algorithms have been proposed in [17]. The search is started by selecting a random point in the

---

**Algorithm 1 MOPSO**

```
Initiate population
repeat
  Find non dominated solutions; store in the archive
  Update the population and the archive
  Apply turbulence Factor
until Termination condition met
Return archive
```

**Algorithm 2 Synchronous MOPSO**

```
Initiate population
repeat
  Distribute evaluations of the population members on the computing resources
  Wait for all of the computing resources to finish evaluations
  Find non dominated solutions; store in the archive
  Update the population and the archive
  Apply turbulence factor
until Termination condition met
Return archive
```
search space. Then the most empty region is found in the space by computing the distances between the first point and the boundaries of the search space. Figure 2 (a) shows an example for a two dimensional space. The next point is randomly selected in that empty region (Figure 2 (b)). This is an iterative method and can be performed for any desirable number of solutions. These solutions are usually stored in a list.

Beside the Binary Search method, Voronoi diagrams can be used for exploration and exploitation in the search space [17], but Binary Search methods are very simple to implement. However, one disadvantage is that selecting a point from a large list of solutions requires a relative high computation time particularly for high (> 20) dimensional spaces. In the cases at which this study is aimed, it is assumed the time taken for objective function evaluations will dominate.

B. Parallel MOPSO on Heterogeneous resources

We propose a MOPSO which starts with an initial set of solutions based on the Binary Search (BS) method. These selected solutions are stored in a list and are sent to the slave processors for evaluation. The master node waits for \( N_s \) (\( 1 \leq N_s \leq N \)) processors where \( N \) is the total number of available processors. After receiving those evaluations, the non-dominated solutions are stored in the archive and the master node sends new evaluation jobs to the \( N_s \) processors. Before sending the parameter sets, the master node qualifies the evaluation of the processors. If the solution found by a processor is:

- dominated by one of the archive members, the master processor selects a proper global guide from the archive and updates the position of the corresponding particle based on MOPSO. Then the master processor sends the new position to the processor for the evaluations.
- not dominated by any other archive member, the master processor gives the task of exploration to the corresponding processor. Based on the Binary Search Method, a proper random position in an unexplored region in the space is selected and is sent it to the processor for evaluation.

Indeed, the exploration task done by the Binary Search method replaces the turbulence factor of the original MOPSO. The population members are stored in the Binary List over the generations. Algorithm 3 shows the parallel MOPSO on heterogeneous resources.

C. Discussion

In this algorithm, the parameter \( N_s \), the least number of processors to wait for, must be known in advance. In fact, this parameter depends on the heterogeneous resources and the estimated load on them.

In our proposed Parallel MOPSO, we do not use a turbulence factor. Instead, we apply an intentional exploration to the non-dominated solutions using the Binary Search method. The reason is that the non-dominated solutions cannot be considerably improved by MOPSO as they build the global best particles. Therefore, their positions are stored in the archive and we assign them a new position based on the Binary Search method. On the other hand, the position of the dominated particles can be improved by the non-dominated ones and therefore the MOPSO method can be used effectively.

In the proposed asynchronous MOPSO algorithm, we not only store the non-dominated solutions in the archive, but we also store all the population members (explored by the Binary Search method) in a list. In fact, the list is very useful to obtain knowledge about the unexplored regions, in contrast to the idea of selecting any random position in parameter space using the turbulence factor. It must be mentioned that the size of the list has a great impact on the computation time. Here, we assume that the function evaluations require a relatively high computation time and that there is a limited number of solutions in the lists so that the computation time of finding the unexplored regions in the list can be neglected.

### Algorithm 3 Asynchronous MOPSO (BS stands for the Binary Search method)

1. Initiate population using BS
2. Store the BS points in a List
3. Distribute evaluations of the population members on the computing resources
4. \textbf{repeat}
   1. Wait for at least \( N_s \) of the computing resources to finish evaluations
   2. Find non dominated solutions; store in the archive
   3. For all of the dominated solutions
      1. Update using MOPSO
   4. For all of the non-dominated solutions
      1. Explore using BS
      2. Update the BS List
      3. Update the archive
   5. Redistribute the evaluations on the resources
5. \textbf{until} Termination condition met
6. Return archive

The population members are stored in the Binary List over the generations. Algorithm 3 shows the parallel MOPSO on heterogeneous resources.
IV. EXPERIMENTS

In order to simulate the heterogeneous environment, we consider 20 processors as shown in Figure 3. Three processors (1-3) are fast and can finish the evaluations of the objective values in time \( T_1 \), four processors (4-7) are slower and require time \( T_2 = 2T_1 \) for this task. The rest of the processors (8-20) are even slower, requiring \( T_3 = 3T_1 \).

In Figure 3, a total time of \( 6T_1 \) is depicted. After this, all processors are synchronized again.

A. Test Functions

The above Scenario and the proposed PMOPSO method must be independent from the selected test problems. Here, we use some standard test functions from the multi-objective optimization literature. These test functions are two- and three-objective optimization problems selected from [24], [13] as shown in Table I. These test functions have different properties. ZDT3 has a disconnected Pareto-optimal front where all others have connected fronts.

B. Evaluations

The tests are run for 10 different seeds and we use the best and the average attainment surfaces for the evaluations [19], [15]. For two objective tests, we compare the hyper volume values of the different attainment surfaces [24]. For evaluating the results of the three objective test function, we measure the average and standard error of the hyper volumes of different runs.

C. Results

Figures 4 and 5 show the obtained average and best attainment surfaces for the two objective test problems by PMOPSO, Case 1, Case 2 and Case 3 methods.

For all of the MOPSO methods, we set the inertia weight value and turbulence factor at 0.4 and 0.1, respectively. The global best particles are selected based on the Sigma method proposed in [21] and we use the newest method for selecting the the local best particles [3]. From the description of the above cases, we expect that Case 1 will not perform as well as Case 2 and PMOPSO. Also the homogeneous case (Case 3) using slow processors cannot outperform Case 2. In the experiments, we want to observe the quality of PMOPSO compared to all of the cases.

![Fig. 3. 20 heterogeneous processors are illustrated. \( t_1, t_2 \) and \( t_3 \) are equal. Here, a total time of \( 6T_1 \) is shown where, after this time, all processors are synchronized again.](image-url)
Fig. 4. The Average attainment surfaces for the FF, ZDT1 and ZDT3 test problems.

Fig. 5. The best obtained attainment surfaces for the FF, ZDT1 and ZDT3 test problems.
In all of the best attainment surfaces, PMOPSO outperforms the other methods. The Case 2 method obtains equal and better quality of solutions on average, compared to PMOPSO. The better performance of Case 2 compared to other methods was expected before starting the tests. Therefore the good solutions (or even better solutions than Case 2) of PMOPSO illustrate a considerable improvement of the results.

Table III shows the average and the standard error of the hyper volume value calculated for the 3-objective test problem over 10 runs. We observe that Case 2 has the highest hyper volume value, where Case 3 and PMOPSO methods have comparable values and all of them outperform Case 1. It can also be observed that Case 2 obtains results with lower standard error compared to others. The Case 3 method has the highest standard error value and this is due to the effects of the turbulence factor.

During the experiments, we noticed that the PMOPSO method performed better for the ZDT1 and ZDT3 problems than FF and DTLZ when compared to other cases. A possible reason for this feature could be the number of parameters. ZDT1 and ZDT3 test functions contain 30 parameters, while FF 10 and DTLZ have 8 parameters.

V. CONCLUSION AND FUTURE WORK

In this paper, we studied the Master-Slave model of parallelization to solve Multi-Objective Problems on a heterogeneous set of resources. We proposed a new hybrid Parallel MOPSO method called PMOPSO which uses a Binary Search method to explore the unexplored regions of the search space and combined this with a MOPSO. PMOPSO is designed in a particular way so that the Master processor continues optimizing as soon as it receives evaluations from a small number of processors. In this way we save the overall computation time. This approach was tested on a scenario containing a set of heterogeneous resources and compared with 3 other cases. The results show a good quality of solutions even when compared with a non-parallel case which takes a longer computation time.

The proposed approach is particularly suitable for very expensive multi-objective problems of real-world applications using an heterogeneous set of processors. In future, we want to study the parameter determining the minimum number of processors for which the Master node waits (denoted as $N_{c}$ in the paper). In addition, we would like to analyze the quality of PMOPSO on other test problems with higher numbers of parameters and objectives.

| TABLE II
| HYPER VOLUME VALUES FOR THE 2-OBJECTIVE PROBLEMS. |

<table>
<thead>
<tr>
<th></th>
<th>FF</th>
<th>PMOPSO</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>2.403</td>
<td>2.591</td>
<td>1.963</td>
<td>2.142</td>
<td>1.542</td>
</tr>
<tr>
<td>Std. err</td>
<td>0.625</td>
<td>1.053</td>
<td>0.502</td>
<td>2.632</td>
<td>3.034</td>
</tr>
</tbody>
</table>

| TABLE III
| HYPER VOLUME VALUES FOR THE 3-OBJECTIVE PROBLEM. |

<table>
<thead>
<tr>
<th></th>
<th>FF</th>
<th>PMOPSO</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Std. err</td>
<td>1.2 × 10^{-3}</td>
<td>3.8 × 10^{-3}</td>
<td>5.69 × 10^{-4}</td>
<td>1.5 × 10^{-3}</td>
<td></td>
</tr>
</tbody>
</table>
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