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Abstract

A Body Sensor Network can be used in a home health care system to monitor the elderly or patients with chronic diseases. The security and requirements of the home health care system is complex. We show how genetic design methodology models the requirements of the health care system. In our system, physiological data can be used to establish keys amongst body sensors, where the sensors have no other prior secret. We show how the requirements of the key establishment protocol can be placed into a Requirement Behaviour Tree. A model is generated from the behaviour tree, and a model checker is used to formally verify the protocol within our system. Implementation of the salient features of each of the protocols is provided. The salient features of the protocols were implemented in TinyOS and run on mica2 motes. The time elapsed, complexity of the code, and memory requirements are analysed in detail.

1. INTRODUCTION

The aging population and the increase of chronic diseases have placed an immense financial burden on health services. Body sensors can be used to help reduce their costs. Sensors can be used to remotely monitor elderly patients suffering from chronic diseases and allow them to have relatively independent lives. The uses of body sensor networks are inherently complex. For instance, blood pressure increasing due to exercise is normal. However, blood pressure increasing while at rest could mean a serious medical condition. Sensors may not just measure physiological values, but also body motions, which can lead to a number of different sensors needing to communicate with each other. As the number of heterogeneous sensors increases, so will the complexity of interactions between the sensors.

Figure 1 gives a diagrammatic representation of a proposed home health care system [1]. The diagram shows a patient at home with a number of body sensors that can communicate with a camera sensor, the health controller, and a mobile phone. The cameras may only start recording if the body sensors detect that there may be a medical emergency, such as the patient lying horizontal in the kitchen. Surveillance software, such as S3 [2], can be used to detect if the patient is cleaning the kitchen, or getting something from the ground, or there is actually an emergency. If the software does detect an emergency, the hospital staff is notified; they examine the information, and decide on the best course of action. The mobile phone gives feedback to the patient about the condition of their body, as well as the status of the sensors. The mobile phone can notify the patient of any detected emergency, allowing the patient to report back a false alarm if one has occurred. The mobile phone can be replaced with a PDA or any other hand-held communication device.

Health information collected from sensors needs to be secured and in some countries (for example the USA) security is mandated [3]. Securing a home health care system becomes more difficult mainly because of the different requirements for various components. For instance, the sensors have dramatically more resource constraints than the constraints found in mobile phones, cameras or desktop computers. With differences in computing power, as well as differences in communication costs, different security protocols may be required throughout the entire system. For instance, an efficient key establishment mechanism specifically for body sensors was created using physiological data [1]. However, the home health system may send physiological data to medical staff, or to an analytics engine [4]. The physiological data may also be sent to an actuator to release medicine into the body [4].

When the same physiological data is used for more than one purpose (as well as the complexity of a heterogeneous environment), it becomes important from a security or information assurance point of view to have a formal methodology. A formal methodology is also important to insure that the
information sent to medical staff and actuators to dispense medicine is accurate, and the correct actions are taken. The formal methodology has a requirement that it can model both the security and privacy aspects as well as the application correctness. In this paper, we show that Behaviour Trees can be used as a formal methodology to verify both the system and the security.

2. NOTATION

This paper will use the notations shown in Table 1 to describe security protocols and cryptographic operations.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A, B$</td>
<td>The two nodes who wish to share a new session key</td>
</tr>
<tr>
<td>$S$</td>
<td>A trusted server</td>
</tr>
<tr>
<td>$N_A, N_B$</td>
<td>Random numbers generated by nodes $A$ and $B$ respectively</td>
</tr>
<tr>
<td>$[M]_K$</td>
<td>Encryption of message $M$ with key $K$ to provide confidentiality</td>
</tr>
<tr>
<td>$[M]_{K'}$</td>
<td>One-way transformation of message $M$ with key $K'$ to provide integrity</td>
</tr>
<tr>
<td>$K_{AB}, K'_{AB}$</td>
<td>The long-term key initially shared by $A$ and $B$ and the new session key respectively</td>
</tr>
<tr>
<td>$K_{AS}, K_{BS}$</td>
<td>Long-term keys initially shared by $A$ and $S$, and $B$ and $S$ respectively</td>
</tr>
<tr>
<td>$X, Y$</td>
<td>The concatenation of data strings $X$ and $Y$</td>
</tr>
<tr>
<td>$A \rightarrow B : m$</td>
<td>$A$ sends a message $m$ to $B$</td>
</tr>
<tr>
<td>$\oplus$</td>
<td>Another way to define sending of message $m$</td>
</tr>
<tr>
<td>$\oplus$</td>
<td>Exclusive- or function</td>
</tr>
</tbody>
</table>

3. PROBLEMS AND LIMITATIONS

A sensor network can consist of many different computing devices. Some have more computational power (and memory) than others. A Body Sensor Network (BSN) is a network of wearable heterogeneous sensors [5]. The sensors are spread over the entire body, and monitor and communicate a range of health-related data. BSNs are used in the health industry to monitor a patient’s physical and biochemical parameters continuously, in different environments and locations wherever the patient needs to go. BSNs can also be used by athletes to measure their performance. Another use for BSNs is controlling characters in video games [5].

Key establishment protocols are used to set up shared secrets between sensor nodes, especially between neighbouring nodes. When using symmetric keys, we can classify the key establishment protocols in Wireless Sensor Networks (WSNs) into three main categories: Pair-wise schemes; Random key predistribution schemes; Key Distribution Center (KDC). The Pair-wise schemes and Random key predistribution schemes are designed for open environments, where there can be many individual sensors [6]. A difficulty with the above schemes is that updating the keys between the nodes is still an unsolved problem. Another drawback is that, when using the random key predistribution schemes, the shared keys cannot be used for entity authentication, since the same keys can be shared by more than a single pair of nodes [7]. The KDC mechanisms by themselves are not suitable for large-scale WSN environments, although combinations of a KDC mechanism and the previously mentioned schemes have created hybrid protocols [8]. Some of the limitations with using a sensor node as a KDC mechanism are:

- The KDC scheme relies upon other schemes to create the trusted intermediary.
- The key sizes in sensor nodes are not large enough, so over a period the key between the sensor and the trusted intermediary may become compromised. If the KDC protocol messages were captured and saved by an adversary, then the adversary may calculate the new keys created.
- Some sensor networks may not need an encryption algorithm, although KDC protocols require an encryption algorithm to encrypt the new key.

A password has been proposed as a way to initiate key establishment [9]. However, the use of a PIN code or a password is not applicable to BSNs since many of the sensors do not have a user-interface. Sensors also may be placed in hard-to-reach places, with some of the sensors implanted into the body. To complicate matters, the sensors may harvest energy directly from the body [10], thus allowing the sensors to exist for long periods. Updating keys is therefore an important function.

This paper uses the generic name Secure Environmental Value (SEV) referring to sensed data that can be obtained by sensors in an environment. The SEV is usually hard to obtain through other means. Examples of an environment where SEVs may be found include:

- Human body, where it is difficult to attach a device on the body without the knowledge of the person.
- A secured location, for instance a military base or unmanned vehicle, such as UAVs, or a secure home environment.
- Hard to reach places, for instance a satellite in orbit.

The example environment used in this paper is the human body, where BSNs have been developed to measure the physiological values found in individuals [5]. Health sensors can use Inter-Pulse-Interval (IPI) [11] or Heart Rate Variance (HRV) [12] as good sources for cryptographically random numbers and the physiological values can be used as a one-time pad. Recently, the EKE password protocol was used in BSNs to increase the number of physiological values that can be used [1]. The physiological data replaced the password, in the EKE password protocol. A major limitation to the adoption of the above methodologies is the lack of formal verification.

4. FORMAL VERIFICATION

To our knowledge, there has not been an extensive formal analysis of sensor security protocols. However, formal analysis of communication protocols for traditional networks has been used since at least 1978 [13], with significant improvements in recent decades [14]. Sithirasenan et al. [15] have compared different modeling techniques, and listed advantages for each of the techniques. One of the techniques is the genetic design methodology. One of the major advantages is that the
genetic design methodology produces graphical models that are derived and integrated from the original requirements. The models can be used to verify that security protocols correctly work in a complex system.

A home health care system is a complex system, where it is difficult to track how sensed data is used in the system. When the sensed data is also used in security protocols, tracking the use of sensed data becomes even more important. For example, some key establishment protocols require the sensed data never to be sent in the clear or to an untrusted third party, whereas other protocols do not need such restrictions.

The genetic design methodology creates behaviour trees, which in turn can generate SAL code [15]. A model checker can then be used to verify the SAL code and thus verify the protocol in the sensor environment. The main steps with the genetic methodology are: translation of requirements to behaviour trees; integration of behaviour trees; architecture transformation; component behaviour projection; component design. When modelling the entire system, genetic design has significant advantages over UML, state charts or other methods. The advantages include:

- Allows designers to focus on the complexity and design of individual requirements while not having to worry about the detail in other requirements. The requirements can be dealt with one at a time (for both translation and integration).
- The component architecture and the component behaviour designs of the individual components are emergent properties of the design behaviour tree.
- The methodology concentrates on discovery behaviour gaps, which in turn discovers requirement gaps. The focus of direct translation of requirements to design makes it easier to see and find gaps.
- An automated method of mapping changes in requirements to changes in design.

An important part of the genetic design methodology is the behaviour trees. Dorney [16] defined Behaviour Trees as: a formal, tree–like graphical form that represents behaviour of individual or networks of entities which realize or change states, make decisions, respond–to/causative events, and interact by exchanging information an/or passing control.

Each requirement can be represented as a behaviour tree; this representation is specifically called a Requirement Behaviour Tree.

5. KEY ESTABLISHMENT PROTOCOLS

We will investigate two different key establishment protocols: Venkatasubramanian and Gupta[17]; EKE[18]. The Venkatasubramanian and Gupta protocol has a requirement that the sensed data should never be sent in the clear or to an untrusted third party. Whereas the EKE protocol has the requirement that the sensed data should not be sent in the clear or to an untrusted third party, while the protocol has not completed. However, once the protocol is completed the sensed data that the protocol used can be made available.

Venkatasubramanian and Gupta[17] used a single message to send a new key to the neighbouring sensor node, as shown in Protocol 1.

Protocol 1 Venkatasubramanian BSN protocol

\[ A \rightarrow B : N_A, [N_A] \text{RANDKEY}, \text{RANDKEY} \oplus SEV \]

The new key \text{RANDKEY} is encrypted with the physiological value \text{SEV}, which is only known to sensors on a particular person. Sensor node \(B\) validates that \text{RANDKEY} is correct by verifying the MAC of \(N_A\).

Only cryptographically strong physiological values, such as IPI and HRV, can be used. In additional, modern wireless technology (ultra wideband – UWB, radar) may be used to capture the heart rate remotely. It may encounter security risks when only using IPI and HRV to secure the communication. Other cryptographically weaker physiological values, such as blood pressure, and iron count, are less susceptible to those remote attacks.

The next protocol is the EKE protocol, which is an RSA–based password protocol where the exponent only needs to be 160 bits [18]. The EKE protocol is chosen because other variants of password protocols require exponents of size 1024 bits. The EKE protocol is diagrammatically shown in Protocol 2. A drawback of the EKE protocol is that it cannot use ECC [1].

Protocol 2 Diffie–Hellman–based EKE protocol

\[
\begin{align*}
\text{Shared Information: Generator } g \text{ of } G \text{ where } p - 1 = qr \\
A & \quad B \\
r_A & \in_R \mathbb{Z}_p \\
t_A = g^{r_A} & \quad A, [t_A] \text{SEV}_1 \\
\tau_B & \in_R \mathbb{Z}_p \\
K_{AB} = t_A^{\tau_B} & = t_B^{r_A} \\
K_{AB} = t_B^{r_A} & = [t_B] \text{SEV}_2, [n_B] \text{K}_{AB} \\
[\text{Verify } n_B] & = \frac{[n_A, n_B] \text{K}_{AB}}{[n_A] \text{K}_{AB}} \\
\end{align*}
\]

The EKE protocol contains four messages. Node \(A\) sends the first message to node \(B\), the message contains the location of \(A\) (the location value is in the clear), and the first part of Diffie–Hellman, \(t_A\), is encrypted by the weak key \text{SEV}_1. After the first message is sent, node \(B\) will calculate the second part of the Diffie–Hellman scheme and hence be able to calculate the session key \(K_{AB}\). Node \(B\) then sends the second part of the Diffie–Hellman scheme encrypted by the weak key \text{SEV}_2 to node \(A\). The nonce \(n_B\) is also sent, encrypted by the session key \(K_{AB}\). The last two messages authenticate both \(A\) and \(B\), as well as confirming that they have the session key \(K_{AB}\). The encryption of \(t_A, t_B, n_A,\) and \(n_B\) can be implemented with an exclusive–or function, as originally described by Bellovin [18].
Depending on which environmental value is measured, and how long the protocol will run, different SEVs may be used for the request and response. However, if the SEV stays constant throughout the running of the protocol, then both SEV₁ and SEV₂ will be the same. The EKE protocol is designed for a constant password throughout the running of the protocol, so similar or same data for both SEV₁ and SEV₂ will not adversely affect the protocol.

The EKE protocol was originally designed to handle small entropy secrets, so that off-line and on-line dictionary attacks are infeasible for an adversary. Another useful feature is that even if the secrets SEV₁ or SEV₂ are compromised or available freely after the running of the key establishment protocol, the session key K_AB will remain secure and safe.

Both nonces n_A and n_B are cryptographically strong random numbers, allowing the exclusive–or function to be used for encryption. If any nonce was not cryptographically strong then either n_A ⊕ K_AB or n_B ⊕ K_AB operation would allow an adversary to significantly reduce the number of valid K_AB values. A characteristic of the EKE protocol is that the nonces are never sent out in the clear, since the nonces are used to encrypt the new key K_AB.

The value of p should be chosen wisely [18]. The value of p should be as close to 2^N − 1 as possible for the best security.

A. Modelling
In order to verify the BSN system, the Behaviour Tree technique is used to represent the home health care system. The modelling was completed after several stages. The initial stages involved obtaining the requirements of the Venkatasubramanian and Gupta protocol and EKE password protocol. The major requirement is to establish a cryptographic key between two nodes. The Venkatasubramanian and Gupta protocol properties include that SEV needs to be cryptographically strong, and the SEV should never be sent in the clear. The EKE protocol does not have as many restrictions because of the following properties:

- Sensor nodes only possess a secret of small entropy,
- Off-line dictionary attacks are not feasible,
- On-line dictionary attacks are not feasible, and
- The key must have forward secrecy.

From the properties of the key establishment protocols, we developed the Requirement Behaviour Trees (RBTs). While developing the RBTs, we found that the previous definitions and properties of the protocols did not have a consistent method to define the need for the sensor to sense the physiological data. The RBT is designed for, and has built–in syntax for, external events, so this requirement was easily added to our RBTs. The feature for quickly adding external events makes RBTs suitable for a sensor environment. The RBTs were then placed into an Integrated Behaviour Tree (IBT) to display the entire system. The IBT was then used to create other models for us to investigate and analyse. The Component Interaction Network (CIN) was used to show the relationship between the components in the system and gave a representation of the component architecture. The Component Behaviour Trees (CBTs) and Component Interface Diagrams (CIDs) gave us views of each of the individual components. The final RBT for the EKE protocol is shown in Figure 2. The RBT for the Venkatasubramanian and Gupta protocol has a similar structure.

![Fig. 2: EKE password protocol for Sensors](image-url)

The RBT has four major components, the first three components belong to Requirement 1 (R1), whereas Sensor C sensing data belongs to Requirement 2 (R2):

- Sensor A sensing data every 10 seconds
- Sensor B sensing data every 10 seconds
- Sensors A and B Establishing a key
- Sensor C sensing data every 10 seconds

In the above diagram, establishment of the key is initiated by Sensor A. It will create t_A and then send it to Sensor B. In our RBT we have made the sending of the message from Sensor A to Sensor B non–deterministic. In this case, Sensor B could have received a malicious message from another node. Verification of the key is the last step. We have this as a separate RBT, since it overcomplicates the diagram. The verification of the key involves the key confirmation steps described in the protocol.

By using behaviour trees, we were quickly able to find all of the possible inputs and outputs that a sensor can obtain, either through wireless communication or through their sensing devices. This also helps us to verify that each component that we are developing has the needed features to run in our environment. When there are a large number of sensors, this requirement becomes difficult to track. The next step is to generate SAL code from this behaviour trees, and verify the protocol in a sensor environment.

6. Specification of SAL
Before we could test our requirements on the key establishment protocol, we first needed to specify the network and
body into SAL code. To specify the network in SAL, we were able to utilize previous SAL libraries [19]. However, we found no existing SAL libraries to specify obtaining SEVs from the body. We defined the body within SAL as having two operations: getSEV; changeSEV. Sensors can obtain a SEV by calling getSEV and afterwards a changeSEV can be called to create a new SEV.

We then generated the SAL code from the RBTs. The first SAL code generated is for the Venkatasubramanian and Gupta protocol. Due to limitations in the SAL generation, we modified the SAL code to read the physiological data from our body SAL code. We have a requirement R2 where a sensor sends physiological data to an external third party system. We want to show that requirement R2 will break requirement R1, since for the protocol to be secure we needed to ensure that the sensed data is never sent in the clear. The following theorem is used to verify that no other sensor reads the same sensed data as the pair that is establishing the new session key.

\[
\begin{align*}
\text{prop}\_\text{no}\_\text{delay} & : \text{THEOREM system} \vdash \\
G(\not((\forall (x, y: \text{principals}) : (buffer.1.1 = buffer.2))) ;
\end{align*}
\]

SAL code was also generated for the EKE protocol. We modified the SAL code to read the physiological data from our body SAL code. We have a requirement R2 where a sensor sends physiological data to an external third party system. We want to show that the requirement R2 will not break the requirement R1, since we also placed a delay into the sensors in requirement R1, where the sensor will wait 30 seconds before sending out the physiological data. It should be noted that the Venkatasubramanian and Gupta protocol still is broken if the physiological data is sent out with a delay. The following theorem is used to verify that another sensor delays its send when reading the same sensed data as the pair that is establishing the new session key.

\[
\begin{align*}
\text{prop}\_\text{delay} : \text{THEOREM system} \vdash \\
G(\not((\forall (x, y: \text{principals}) : (buffer.1.1 = buffer.2 \text{ AND delayed.2 = true }))) ;
\end{align*}
\]

### 7. Implementation

We implemented and compared different cryptographic primitives that can be used in body sensor security protocols on a Crossbow mica2 MPR2600 mote [20]. Before comparing the different cryptographic primitives, and the benefits that one implementation has over another, we created skeleton code based on TinyOS 2.x [21]. The skeleton code initializes the sensor node, and after the sensor is initialized, we obtained the initial time in milliseconds. We then run a cryptographic primitive in a loop for 2000 iterations, before obtaining a new time. We subtracted the new time from the initial time to obtain the elapsed time in milliseconds to run our cryptographic primitive for 2000 attempts. The elapsed time was then sent via the serial connection, to a PC running a Linux® distribution where we have a Java® application reading the TinyOS packet from the serial port, and report that data to the user.

The key establishment protocols uses exclusive–or (xor) to encrypt the new session key. We compare this method with other methods of encrypting the new session key for body sensor networks. Singh et al. [22], [1] have shown how RC5, SKIPJACK, HMAC–MD5, RSA, and ECC cryptographic primitives can be used in BSNs, however, their work and comparisons were based on simulations, and on TinyOS 1.x. We have implemented these cryptographic primitives on real hardware, and for TinyOS 2.x. To our knowledge these cryptographic primitives have not (until now) been ported to the latest version of TinyOS. Previously, Singh et al. did not separate the square root function from the elliptic curve cryptography. However, in our comparison we found significant information when separating them.

Table 2 shows the time it takes to run 2000 iterations of each of the algorithms. We have ordered the algorithms on the time elapsed. The Lines of Code indicates the complexity for the coder to implement the algorithm. The Size (bytes) indicates the size in bytes of the application.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Time</th>
<th>Lines of Code</th>
<th>Size (bytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>xor</td>
<td>4 milliseconds</td>
<td>90</td>
<td>6430</td>
</tr>
<tr>
<td>RC5</td>
<td>500 milliseconds</td>
<td>506</td>
<td>7168</td>
</tr>
<tr>
<td>SKIPJACK</td>
<td>700 milliseconds</td>
<td>697</td>
<td>8138</td>
</tr>
<tr>
<td>HMAC–MD5</td>
<td>20 seconds</td>
<td>507</td>
<td>19054</td>
</tr>
<tr>
<td>RSA</td>
<td>43 seconds</td>
<td>1456</td>
<td>7814</td>
</tr>
<tr>
<td>SQRT</td>
<td>80 seconds</td>
<td>3366</td>
<td>8610</td>
</tr>
<tr>
<td>ECC</td>
<td>78 minutes</td>
<td>5038</td>
<td>16328</td>
</tr>
</tbody>
</table>

The RC5 application took considerable more effort than the exclusive–or (xor) application. We found an RC5 implementation for TinyOS 1.x in the TinySEC library [23], however, it has yet to be ported to TinyOS 2.x. Most of our effort was spent porting the code to the new platform.

The SKIPJACK application had similar problems as the RC5 application. Where there was an implementation for TinyOS 1.x in the TinySEC library but there was not one for TinyOS 2.x. Once again, most of our effort was spent porting the code to the platform.

For HMAC–MD5 application we could not find any previous implementations of HMAC–MD5 in any version of TinyOS. In this case we obtained code from RFC1321 [24] and RFC2104 [25] and ported the code to first the nesc language and then to the TinyOS application. This was considerably more effort than either RC5 or SKIPJACK implementations.

The RSA application also had similar problems as the RC5 and SKIPJACK implementations. We found code in the Deluge System [26], however, the RSA code was based off TinyOS 1.x. Effort was required to port this code to TinyOS 2.x. We used a 160 bit exponent as required by the EKE protocol.

The SQRT application had the most difficulties since we implemented it from pseudo–code rather than porting any code. We used Newton’s Method [27] for finding square roots to implement the SQRT application.
The ECC application also had similar problems to the RSA, RC5 and SKIPJACK implementations. We ported an ECC library [28] developed for TinyOS 1.x to TinyOS 2.x. The ECC application used a 160 bit points, since password protocols that could be converted to use ECC require stronger keys [1].

The xor application is the quickest by several orders of magnitude compared to the other cryptographic primitives. The size of the application is smaller, and the number of lines is less than the other applications. The xor application is the quickest, whereas the ECC application is the slowest. This verifies existing research into the differences in speed for password protocols of RSA and ECC implementations in TinyOS simulators [1]. The HMAC–MD5 application is the largest, however the application was a straight port from the RFCs, where the code was not intended for sensors.

8. Conclusions and Future Work

Genetic design methodology is used to gather the requirements of the health care system. We examined two existing key establishment protocols that use physiological data to establish keys between body sensors, where the sensors have no other prior secret. We showed how the requirements of the EKE protocol can be placed into a Requirement Behaviour Tree. SAL code is generated from the behaviour tree, as well as SAL code created to model the events from the body. A SAL model checker is used to verify the protocol formally within our system. Implementation of the protocols involved either porting libraries or creating new libraries in TinyOS 2.x. The time elapsed, complexity of the code, and memory requirements are analysed in detail on mica2 sensors. The password protocols that use ECC had a larger computational overhead than the EKE protocol, confirming existing work performed using simulations. Future work will include the full implementation and analysis of both the RBTs and code for each of the key establishment protocols on our sensor network.
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