Summary

Computer-aided Bridge Management Systems (BMSs) as Decision Support Systems (DSSs) for an effective bridge asset management are used to establish the feasible bridge maintenance, repair and rehabilitation (MR&R) strategies which ensure an adequate level of safety at the lowest possible bridge life-cycle cost. To achieve this goal, keeping up-to-date bridge condition ratings are crucial for a BMS software package. Although most bridge agencies in the past have conducted inspections and maintenance, the form of such bridge inspection records is dissimilar to those required by BMSs. These data inconsistencies inevitably slow down the BMS implementations. This paper presents an Artificial Neural Network (ANN) based prediction model, called the Backward Prediction Model (BPM), for generating unavailable years of historical bridge condition ratings using very limited existing inspection records. The BPM employed historical non-bridge datasets such as traffic volumes, populations and climates, to establish correlations with the existing bridge condition ratings from the very limited bridge inspection records. Such correlations can help fill the condition rating gaps required for an effective and accurate BMS implementation. This paper covers a brief description of the BPM methodology and presents nine case studies. The outcome of this study can help establish a comprehensive condition rating database, which will in turn assist to predict reliable future bridge depreciations.
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1. Introduction

Maintaining bridges at right time are momentous to those service authorities for the all users, because most infrastructure facilities were planned, designed, constructed, operated and modified or rehabilitated under uncertain and risky conditions [1]. For an effective bridge asset management, computer-aided Bridge Management Systems (BMSs) have been developed in the early 1990s. The BMSs have already become a common tool as Decision Support Systems (DSSs) to extend bridge life cycle with minimum costs. Proper operation of BMSs requires massive amount of structural/non-structural information, i.e. inventory, inspection, maintenance records, cost related
records, and traffic survey and accident report. Among the information required, condition ratings obtained from routine bridge inspections are very important to keep the system up-to-date. The condition ratings obtained are mainly used to evaluate current bridge condition ratings and calculate future bridge depreciations in the system. The evaluation and calculation results are also significant for many other calculations for future bridge needs.

There are a number of shortcomings in using and implementing BMS properly from the perspective of bridge authorities. They are: (1) maximum number of biennial condition rating records are only 6 to 7 sets because BMS commercial packages have only become available to bridge authorities in the early 1990s; (2) The existing limited data do not contain much condition rating variances over a short period time; (3) 60% of BMS analytical processes rely heavily on the periodic bridge inspection results [2]. These shortcomings are very common problem to all bridge authorities and they seriously affect the prediction of future bridge deterioration of predictions. In relation to the lack of historical bridge condition ratings, most BMS software packages currently in operation in Australia and worldwide suffer the following problems [3-6]: (1) The predicted bridge condition ratings do not acceptably match the real situation; (2) Interactive deterioration mechanism effects between or among structural elements are ignored; (3) One of the assumptions made in most deterioration models is that future conditions are dependent only on the current structural conditions because the past condition ratings are unavailable; (4) Among BMS data requirements, the amount of time-dependent bridge datasets from periodic bridge inspections for a BMS update is very limited; and (5) Bridge condition rating variances in the small number of historical datasets inevitably lead to unreliable structural performance predictions by current deterioration models in BMSs. In view of the above, current BMS outcomes can hardly be expected to be reliable. Thus, the proposed research is very important to improve the prediction quality of deterioration models and thereby, the reliability of overall BMS outcomes.

Extensive research has been conducted to improve the reliability of BMS outcomes. For example, numerous bridge condition rating and deterioration models have been developed to reliably determine the bridge life cycle for the remaining years of use for establishing MR&R strategies [7-12]. Time series approaches including Regression, Markov models, Bayesian methods, Fuzzy techniques, Genetic Algorithms, Case Based Reasoning, Artificial Neural Network models and Markov Decision Processes (MDP) have been used in BMS software as part of their deterioration modules. None of these methods is able to generate missing datasets and all suffer inaccurate prediction of long-term bridge performance as a result. Note in general that for these conventional techniques to provide reliable predictions, the percentage of missing data in an entire dataset must be 5% or less [13]. Despite many previous research achievements, such fundamental problems as the inadequate number of bridge inspection records for BMS input requirements still remains an issue to be overcome. Many researchers and infrastructure asset management practitioners also have recognised that deterioration of infrastructure facilities is not deterministic [14]. Thus, current BMS outcomes are still not practically reliable. To address such research problem, this paper presents the establishment of comprehensive condition rating datasets as part of the effort contributing to a reliable prediction of future bridge depreciations.

2. Backward Prediction Model

The proposed methodology has been developed using the National Bridge Inventory (NBI) data due to the limitation of BMS’ bridge condition ratings at the disposal of the BMS. In the BPM methodology, the actual BMS’ condition rating inputs are tested on same bridge to demonstrate the contribution of the BPM on BMS [15].

2.1 Mechanism of the BPM

Fig. 1 schematically describes the mechanism of the BPM (Backward Prediction Model). It illustrates the main function of the ANN technique in establishing the correlation between the existing condition rating datasets (from year m to year m+n) and the corresponding years’ non-bridge factors such as traffic volume, population growth and climatic conditions. The non-bridge factors directly and indirectly affect the variation of the bridge conditions thereby the deterioration rate. The relationships established using neural networks are then applied to the non-bridge factors (for year 0 to year m) to generate the missing bridge condition ratings (for the same year 0 to year m). Thus, the non-bridge factors in conjunction with the ANN technique can produce the historical
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trends that inform the current condition ratings. The training algorithm and transfer function used in the BPM are respectively the back-propagation algorithm and the log-sigmoid function. The input layer may have such non-bridge factors as the number of vehicles, population growth and climatic conditions and more. This information is used to train the ANN to determine the correlation with currently available bridge condition rating data in the output layer. Two validation methods have been established to measure the BPM prediction accuracy. The BPM has been tested using two different types of bridge condition rating datasets - the National Bridge Inventory (NBI) and BMS condition rating inputs - for the same bridge provided by the Maryland Department of Transport (DoT), USA.

2.2 Establishment of the BPM methodology

2.2.1 Backward predictions and comparisons

The five occasions of NBI (from 1996 in 2-year increments to 2004) use the ANN training inputs in the BPM, which generates historical condition ratings from 1968 to 1994 with two-year intervals. The assumed condition rating (excellent condition) at year zero (1966) of the bridge has also been used. The remaining years (1968-1994 with 2 year increments) of historical condition ratings are generated. The results of a BPM (1968-1994) have shown reliable back-prediction performance. The generated historical condition ratings are compared with the existing NBI datasets (1968-1994: 14 missing inspection records) to measure its prediction errors. The BPM generated 73.7% of the missing years’ condition ratings using 26.3% of the available bridge condition ratings. That is: the missing/entire inspection records = 14/19; the existing/entire inspection records = 4/19. Most artificially-generated historical condition ratings are obtained within a maximum prediction error allowance of 10% for all bridge components. The prediction differences with the actual NBI (1968-1994) of the deck, superstructure and substructure are 6.68%, 6.61% and 7.52%, respectively. The results of the backward predictions are validated by comparing them with existing historical condition ratings (Test #1). However, the actual element-level condition ratings for BMS inputs only have a small number of datasets and are not applicable to the backward comparison method used in this section for BPM validation. Therefore, the forward comparison (Test #2) is used in Section 2.2.2 to validate the BPM.

2.2.2 Forward predictions and comparisons

The BPM training inputs for forward prediction employs the results of Test #1 (from 1968 to 1994). The BPM generates the future direction of bridge condition ratings between 1996 and 2004. Table 1 shows average prediction difference of three bridge components. The average difference between the actual and generated data represents satisfactory results with 3.20% for the deck, 3.10% for the superstructure and 3.20% for the substructure. Therefore, the forward comparison method constructed in this section can be used to validate the BPM results using the actual BMS condition rating inputs.

3. Case studies

The verification of the BPM has been carried out via nine case studies i.e. 9 typical bridge elements from 7 bridges owned by the Roads and Transport Authority of New South Wales (RTA NSW), Australia under three different condition state scales (i.e. 3, 4 and 5-CS) using historical bridge
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inspection records provided by the RTA. The details of nine bridge elements are presented in Table 3 together with the summary of results. The three different condition rating scales for nine elements are illustrated in Fig.2. The corresponding years of non-bridge factors including climates and population growth for these case studies are provided by the Australian Government Bureau of Meteorology and the Australian Bureau of Statistics (ABS). Most given bridges were built during the 1960s and 1970s with the approximate average life cycle of 40 years. The bridge element types in these case studies are defined in the RTA bridge inspection procedure manual [16]. The number of bridge element-level inspection datasets obtained for the BPM is mostly between 4 and 6 records for the 10 to 12 years of historical bridge element condition ratings. The 9 typical bridge elements are modelled to demonstrate the capability of the BPM.

3.1 Neural-network modelling

The BPM for these case studies has a single-layer feed-forward back-propagation neural network model. The specifications of the inputs, outputs and process functions for the BPM are described in Table 2. The input layer has seven factors, including five variables for climates and two variables for the population growth. These supplementary historical records enhance the lack of trends in the existing condition ratings so that reliable correlations among them can be obtained using the ANN-based BPM. The ANN training input is an m by n matrix where m is the number of inspections and n is the number of condition states (3CSs, 4CSs, and 5CSs). The compositions of the ANN testing input and output have an identical structure with the training datasets. The only difference is the size of matrix. This is because the number of years for predictions in the past time period is much greater than the number of years for condition rating prediction in the training stage.

In general, the size of the ANN training datasets is much greater than that of the testing input to establish their correlation. However, the available number of years for bridge element condition rating datasets for a training stage in this particular study is very limited. That is the major reason why the non-bridge factors are employed as supportive datasets for a limited amount of element condition ratings to generate missing years’ condition ratings in the testing stage.

The outcomes from the BPM are the results of missing years’ bridge element condition ratings. The number of prediction results in each year is 66 which is the combined number of learning rates (lr: 0.0-0.5) and momentum coefficients (mc: 0.0-1.0) in the feed-forward back-propagation parameters whereas the latter only considers the optimal ANN parameters.

3.2 BPM using typical bridge elements

Among the selected 9 typical bridge elements, the timeframe of only one element (code CDSL - concrete deck and slab) is shown in Fig.3. The figure is showing the time (years) for: (a) the entire bridge life cycle; (b) available condition ratings; (c) BPM inputs; (d) generated historical condition ratings; (e) inputs for validation; (f) forward-prediction results; and (g) result comparisons of the forward-predictions with existing condition rating datasets.
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3.2.1 BPM using Element Code CDSL

As shown in Fig. 3(b), the bridge element had 6 available inspection records for the years 1994-2003, which can be used to verify the proposed BPM. In this study, 16 records (i.e., 1962-1992 at 2-year intervals) for the BMS condition rating inputs do not exist. The available 6 actual records for 1994-2003 plus the assumed “excellent” rating for year 1961, were used as input to the BPM to establish the relationships between the known non-bridge factors and the actual bridge condition ratings. These relationships were then used by the BPM in conjunction with the known non-bridge factors of 1962-1992, to produce the unavailable years of bridge element’s condition ratings at 2-year intervals. This amounts to the generation of 72.72% of the total data (i.e., 16 unavailable records) using only 27.27% (i.e., 6 available records). In other words, the unavailable and available data ratio is 2.67 which is not uncommon for most major bridges in many a bridge agency.

The average quantity of each CS on this element between 1994 and 2003 is about 97.69%, 1.73% and 0.15% of the total element in CS1, CS2 and CS3 respectively. The six-inspection records use the ANN training inputs in the BPM, which generates historical condition ratings from 1962 to 1992 with two-year increments using three different element proportion rates. The BPM generates sixteen yearly historical condition ratings for the past thirty years from 1962 to 1992 for Element code CDSL. The average yearly predictions are plotted in Fig. 4. Past condition ratings for about 97.97% of the total element as shown in Fig. 4(a) are predicted. The others (1.73% plus 0.15% of the total element) have major historical condition rating variances from those in the 1980s. Note in Fig. 5 that, the number of prediction results in each year is 66, which is the combined number of learning rates and momentum coefficients in the neural network configuration.

Post-calibration processes on BPM results are conducted to conform to the form of BMS’ condition ratings. As a result, the generated historical condition ratings are detailed in Fig. 5.
In order to validate the proposed BPM methodology, the “future” bridge condition ratings for the years 1994-2003 were predicted using the BPM generated condition ratings for the years 1962-1992. The neural network modelling for forward prediction has been setup to measure the BPM prediction accuracy. As illustrated in Fig. 3(e), the BPM results from 1961 to 1992 including the assumed condition ratings in 1961, i.e. when the bridge was built and the condition rating of bridge element was at excellent level (CS1), are used as input datasets for this forward prediction neural network model. The forward-prediction neural network is trained by using the generated historical condition ratings with corresponding years of non-bridge factors to establish new correlation to predict six-inspection records from 1994 to 2003. Results of this prediction can be directly compared with the existing condition rating datasets to measure prediction errors and to validate the BPM outcomes from 1962 to 1992.

Identical post-calibration processes in the BPM are required for the forward prediction results so that they can be compared with the existing condition ratings. Fig. 6 shows the average prediction difference between each CS of the forward-prediction results and existing condition ratings. The overall prediction errors are shown to be less than the maximum error of 25%. Therefore, the generated historical element condition rating using the 6 inspection records of element condition ratings on Element Code CDSL are reliable and hence can be stored into the BMS database as historical condition ratings.

### 3.3 Summary of other typical elements

<table>
<thead>
<tr>
<th>Element code</th>
<th>Description</th>
<th>CSs</th>
<th>Max. errors (%)</th>
<th>Min. difference (%)</th>
<th>Max. difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>JASS</td>
<td>Assembly Joint Seal</td>
<td>3</td>
<td>33.33</td>
<td>1.69</td>
<td>2.5</td>
</tr>
<tr>
<td>MMAS</td>
<td>Brick / Masonry / Reinforced Earth</td>
<td>3</td>
<td>3.95</td>
<td>18.61</td>
<td></td>
</tr>
<tr>
<td>BELA</td>
<td>Elastomeric Bearing Pad</td>
<td>3</td>
<td>1.14</td>
<td>9.52</td>
<td></td>
</tr>
<tr>
<td>CDSL</td>
<td>Concrete Deck Slab</td>
<td>4</td>
<td>25</td>
<td>0.71</td>
<td>4.18</td>
</tr>
<tr>
<td>CPIL</td>
<td>Concrete Pile</td>
<td>4</td>
<td>11.03</td>
<td>12.21</td>
<td></td>
</tr>
<tr>
<td>CPIR</td>
<td>Concrete Pier</td>
<td>4</td>
<td>1.63</td>
<td>4.47</td>
<td></td>
</tr>
<tr>
<td>CPRG</td>
<td>Concrete Pre-tensioned Girder</td>
<td>4</td>
<td>0.73</td>
<td>1.56</td>
<td></td>
</tr>
<tr>
<td>RMET</td>
<td>Metal Railing</td>
<td>4</td>
<td>5.81</td>
<td>23.89</td>
<td></td>
</tr>
<tr>
<td>LBGI</td>
<td>Steel(L) Beam / Girder</td>
<td>5</td>
<td>20</td>
<td>1.14</td>
<td>4.4</td>
</tr>
</tbody>
</table>

As shown in Table 3, the overall results from the case studies meet the pre-defined maximum prediction errors for the nine bridge elements. The maximum average yearly prediction errors are found to be 10.21%, 9.26% and 4.40% respectively for the three
different condition states (CS’s). These BPM results are considered satisfactory.

4. Discussion & Conclusion

The methodology of the Backward Prediction Model (BPM) and the case studies are presented in this paper. Reliably predicting bridge elements’ condition ratings from deterioration model are significant for BMS operations. This will in turn improve the accuracy of BMS outcomes based on which reliable maintenance strategies can be developed. The BPM described in this paper is the generation of unavailable historical data using very limited available condition ratings for long-term prediction of future bridge performance. This will be achieved by further development of the BPM. It should be noted that existing ANN-based “data-mining” techniques have been applied in medical, economics, engineering and IT fields. While capable of carrying out similar activities as the BPM, data-mining has had success only in cases where very small proportions of the datasets are missing - much smaller than are required to be generated for an effective BMS implementation.

The BPM uses non-bridge factors as supplementary historical data to overcome the lack of historical bridge data in terms of its quantity and patterns. The non-bridge factors including local climates, number of vehicles and population growth in the area surrounding the bridge are employed to help establish the correlations between the non-bridge factors and the lack of historical data patterns in the existing but inadequate bridge condition rating datasets.

The methodology of the BPM has been developed using bridge condition rating sample datasets made available by the Maryland Department of Transportation (Maryland DOT), and based on five existing condition rating datasets (or 26% of the total record), the BPM is able to generate 14 missing datasets (or 74%) for the intervening years when proper inspection records were missing. The average ratio of the generated and existing datasets is about 3. The average prediction errors of the generated bridge condition ratings are between 6.7%-7.5% over a period of 20 years.

To further validate BPM methodology is conducted using 9 typical bridge elements from the Road and Traffic Authority of New South Wales (RTA NSW), Australia. The maximum yearly prediction errors of three different condition state scales (3, 4, and 5-CS) are 18.61%, 23.89% and 4.40% respectively. These are satisfactory as compared to the maximum allowable prediction errors of 33.33%, 25% and 20% for 3-CS, 4-CS and 5-CS, respectively.

The outcome of the BPM has facilitated the establishment of a comprehensive condition rating database, which contains generated past condition ratings plus existing condition ratings. It can contribute to reliable predictions of bridge deterioration model because an entire life cycle of bridge’s condition ratings contains more historical information than limited records.

The BPM is believed to be a useful methodology for an effective implementation of most commercial BMS packages and deserves wider application. In future, parametric studies should be conducted to determine the optimum numbers of non-bridge factors for different locations and types of bridges. This should lead to more effective use of the BPM by excluding the unnecessary non-bridge factors to yield a superior correlation between condition ratings and the well-chosen non-bridge factors.
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