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Abstract—The speech signal is used for transmission of linguistic information. High energy portions of the speech spectrum have higher signal-to-noise ratios than the low energy portions. As a result, these regions are more robust to noise. Since the speech signal is known to be very robust to noise, it is expected that the high energy regions of the speech spectrum carry the majority of the linguistic information. This letter tries to derive a frequency warping function directly from the speech signal by sampling the frequency axis nonuniformly with the high energy regions sampled more densely than the low energy regions. To achieve this, an ensemble average short-time power spectrum is computed from a large speech corpus. The speech-signal-based frequency warping is obtained by considering equal area portions of the log spectrum. The proposed frequency warping is shown to be similar to the frequency scales obtained through psycho-acoustic experiments, namely the mel and bark scales. The warping is then used in filterbank design for automatic speech recognition experiments. The results of these experiments show that cepstral features based on the proposed warping achieve performance under clean conditions comparable to that of mel-frequency cepstral coefficients, while outperforming them under noisy conditions.

Index Terms—Bark scale, mel scale, robust automatic speech recognition (ASR), speech-signal-based frequency cepstral coefficient (SFCC), speech-signal-based frequency warping.

I. INTRODUCTION

BETWEEN human auditory and speech production systems, it is believed that the auditory system came first. As a result, we expect that the production system has evolved over time to match the auditory system. The production system generates the speech signal, which gets processed by the auditory system. It is the acoustic speech signal which mediates between these systems. Thus, it is only natural to expect that the properties of the acoustic signal can tell us about both the human speech production system and the human auditory system (for some of the references that show this link, see [1]–[6]). The primary objective of this work is to find a frequency warping function based purely on the properties of the acoustic speech signal. This warping function can then be compared with the well-established auditory based scales. This comparison will tell us how well the production and auditory systems are matched.

In the past, two very similar frequency warping scales have been derived through psycho-acoustic studies. These are the mel scale [7] and the bark scale [8]. These warping functions are very popular in the speech processing literature and have been employed in many speech processing applications [9].

In addition to these psycho-acoustic approaches, data-driven or speech-signal-based approaches have also been proposed in the literature to derive frequency warping function with the performance of automatic speech recognition (ASR) in mind. For example, Burget and Hermansky [10] have employed linear discriminant analysis to maximise the separability between linguistic classes, while minimising their within-class scatter. In another study, Biem et al. [11], [12] have used a minimum classification error training algorithm to derive a frequency warping function that minimises the ASR classification error. Data-driven approaches have also been developed to show that the warping function obtained by making similar enunciations of different speakers as translations in the speech spectra is similar to the mel function [13]–[15].

In the present work, we derive a frequency warping directly from the acoustic speech signal using a simple approach based on the following arguments. The high energy (formant) regions of the speech spectrum have higher signal-to-noise ratios (SNRs) than the low energy regions, which makes them more robust to noise. Since the speech signal is known to be very robust to noise, it is expected that these high energy portions of the speech spectrum carry the majority of the linguistic information. It is logical to perform finer sampling of the speech spectrum regions which contain more linguistic information; i.e., of the high energy regions. To achieve this an ensemble average short-time power spectrum, \( \tilde{P}(f) \), is computed over a large speech corpus. The frequency axis is then divided into \( M \) nonoverlapping intervals, such that area under \( \log \tilde{P}(f) \) curve for each interval is the same. A mapping from frequency axis to warped frequency axis is obtained by taking the middle frequency of each interval. We show that the resulting warping function is similar to the mel and bark scales.

Frequency warping has been employed in speech processing to derive features for ASR with much success. For example, the mel-frequency cepstral coefficients (MFCCs) have become the de-facto standard for the current day ASR. The second objective of this work is to compare the ASR performance of cepstral features based on the proposed frequency warping with the traditional MFCCs. For this purpose, ASR experiments are conducted on the TIMIT speech corpus. The results of these experiments show that the proposed frequency warping achieves ASR performance comparable to that of mel-frequency warping under clean conditions. In addition, we show that the cepstral features based on the proposed warping are more robust to noise than MFCCs.

The rest of this letter is organized as follows. Section II describes the speech-signal-based frequency warping procedure. Section III details our experiments along with their results. The discussion and future directions are presented in Section IV. The conclusions are given in Section V.

II. SPEECH-SIGNAL-BASED FREQUENCY WARPING

The goal of this letter is to obtain a frequency warping based purely on the properties of the acoustic speech signal. This should tell us how the production system encodes the frequency information in the speech signal. It will also allow us to compare how well the speech production and auditory systems are...
matched. To achieve the above, utterances from a large speech corpus are analysed framewise using the short-time Fourier analysis. A periodogram estimate is computed for each frame of each utterance. An ensemble average is taken across the entire speech corpus. A logarithm of the resulting average power spectrum is divided into equal area intervals. Center frequencies of each equal area interval form the speech-signal-based frequency warping.

Suppose that our aim is to find \( M \) warped frequencies. For that purpose, let us consider a discrete-time speech signal \( s(n) \). Its discrete-time short-time Fourier transform is given by

\[
S(n, f) = \sum_{m=-\infty}^{\infty} s(m)u(n-m)e^{-j2\pi fm/F_s} \quad (1)
\]

where \( u(n) \) is a \( N \) samples long analysis window, \( F_s \) is the sampling frequency and \( f \) denotes the continuous frequency variable. The periodogram-based power spectral estimate for the speech signal \( s(n) \) is given by

\[
P(n, f) = \frac{1}{N} |S(n, f)|^2. \quad (2)
\]

An ensemble average is computed by averaging \( P(n, f) \) over the entire speech corpus:

\[
\bar{P}(f) = \langle P(n, f) \rangle. \quad (3)
\]

A logarithm of the resulting ensemble spectrum is then divided into equal area intervals, such that

\[
A_i = \int_{f_i}^{f_{i+1}} \log \bar{P}(f) df, \quad i = 1, \ldots, M \quad (4)
\]

and

\[
A_i = A_{i+1}, \quad i = 1, \ldots, M - 1 \quad (5)
\]

where \( A_i \) denotes the area of the \( i \)th interval, while \( f_i \) and \( f_{i+1} \) denote the lower and upper cutoff frequencies of the interval, respectively. Note that \( f_1 = f_{\text{min}} \) and \( f_{M+1} = f_{\text{max}} \), where \( f_{\text{min}} \) and \( f_{\text{max}} \) are the lower and upper frequencies of the frequency range under consideration. The \( M \) point speech-signal-based frequency warping function is given by

\[
W \left( \frac{f_i + f_{i+1}}{2} \right) = \frac{i}{M}, \quad i = 1, \ldots, M \quad (6)
\]

where \( W(f) \) function becomes continuous as \( M \rightarrow \infty \) and \( 0 \leq W(f) \leq 1 \).

III. EXPERIMENTS AND RESULTS

A. Speech Corpora

In our investigations, we employ two popular speech corpora, namely TIMIT and resource management (RM). Both databases consist of speech sampled at 16 kHz. The TIMIT speech corpus is composed of 6300 utterances spoken by 630 speakers [16], while the RM corpus consists of 21 000 utterances spoken by 160 speakers [17].

B. Speech-Signal-Based Frequency Warping

To obtain the speech-signal-based frequency warping we first compute an ensemble average short-time power spectrum, \( \bar{P}(f) \), over each corpus outlined in Section III-A. To achieve this, the procedure detailed in Section II is employed. The frame duration is set to 25 ms and the frame shift is set to 10 ms. The Hamming window is used as the analysis window. The FFT length of 1024 samples is employed. The plots of \( \log \bar{P}(f) \) as a function of frequency for each corpus are shown in Fig. 1(a).

As can be seen, the two curves are very similar even though the TIMIT and RM corpora are composed of speech belonging to different speakers.

The \( \log \bar{P}(f) \) curves are then divided into equal area intervals by computing their corresponding cumulative log power spectra \( C(f) \), defined as

\[
C(f) \triangleq \int_0^f \log P(\lambda)d\lambda. \quad (7)
\]

The resulting \( C(f) \) functions are shown in Fig. 1(b). Note that equal lengths along the ordinate axis of \( C(f) \) map to equal area intervals along the abscissa of \( \log \bar{P}(f) \).

The speech-signal-based frequency warping, \( W(f) \), is obtained by normalizing \( C(f) \) as follows

\[
W(f) = \frac{C(f)}{C(f_{\text{max}})}. \quad (8)
\]

Comparison of the mel and bark warping functions with the proposed speech-signal-based warping is shown Fig. 1(c). It can be seen that the proposed warping is similar to the auditory-based scales, indicating that the human speech production and auditory systems are well matched.
### C. Automatic Speech Recognition Experiments

The speech signal is a vehicle primarily for the transmission of linguistic speech information. It is generally assumed that the auditory and production mechanisms are optimised for this purpose; i.e., these systems have evolved over time to maximise the transmission of linguistic information necessary for correct speech recognition. If this premise is correct, then cepstral features incorporating the proposed speech-signal-based frequency warping should work well for ASR.

In this section, we compare the performance of the traditional mel-frequency cepstral coefficients (MFCCs) with cepstral features based on the proposed frequency warping in a speaker-independent ASR task. We refer to cepstral features obtained using the speech-signal-based frequency warping as speech-signal-based frequency cepstral coefficients, or SFCCs. The SFCCs are computed using the MFCC procedure [9]; however, the speech-signal-based frequency warping is used for the triangular filterbank design instead of the mel scale. A triangular filterbank with uniformly spaced filters on the mel scale is shown in Fig. 2(a), while filterbanks designed using speech-signal-based frequency warping, from the TIMIT corpus and the RM corpus, are shown in Fig. 2(b) and Fig. 2(c), respectively. It can be seen that the speech-signal-based filterbanks are almost identical. This is due to the similarity of the TIMIT and RM based warping functions. It can also be seen that the speech-signal-based filterbanks are somewhat similar to the mel filterbank, with notable differences being that in the speech-signal-based filterbanks denser sampling occurs at the lower frequencies, while the high frequency content is sampled more sparsely.

The ASR experiments were conducted on the TIMIT speech corpus using a setup similar to the one given in [18]. The results of the ASR experiments, in terms of phoneme recognition accuracy (%) [19], are shown in Table I. The SFCCs achieve ASR performance comparable to that of MFCCs under clean conditions. While the MFCCs are based on the mel scale (which has been obtained through diligent perception experiments) the SFCCs achieve comparable performance by using the speech-signal-based frequency warping. In addition SFCCs offer robustness improvements in noise over MFCCs. This can be attributed to how the energy is distributed across the speech spectrum. The higher frequencies of the speech spectrum have less energy and are thus more susceptible to noise. Averaging over wider frequency bands gives more reliable estimates at higher frequencies. Thus, in the proposed approach the noise does not affect high frequency components as much as it does in the mel warping case, since in the proposed approach it gets sampled more sparsely.

### IV. DISCUSSION

The approach proposed in this study can be viewed as a sampling operation. The sampling should be done judiciously; i.e., equal importance should be given to equal energy regions. In the proposed approach we determine equal importance regions based solely on the basis of the log speech power spectrum. We do so in such a way that the regions with more power are sampled more finely, while the regions with less power are sampled more sparsely. That is, we sample the frequency axis non-uniformly with high energy regions sampled more densely than the low energy regions. Since the high energy spectral regions have higher SNRs than the low energy regions, our approach provides a robust way to compute the frequency warping function.

Our speech-signal-based (or data-driven) approach results in a warping function which is similar to the mel and bark scales, as shown in Fig. 1(c). Note that the data-driven approach proposed by Umesh et al. [13]–[15] also produces a mel-like warping function. However, their approach differs from ours in terms of the criterion used for computation of the warping function. Umesh et al. obtained the warping function such that the warped spectrum of two enunciations of the same speech sound from two different speakers are shifted versions of one another. Our approach computes the warping function such that the higher

### Table I

<table>
<thead>
<tr>
<th>FEATURES</th>
<th>FREQUENCY WARping</th>
<th>SNR (dB)</th>
<th>ACCURACY (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>MFCC</td>
<td>mel scale</td>
<td></td>
<td>7.73</td>
</tr>
<tr>
<td>SFCC</td>
<td>speech-signal-based scale (RM)</td>
<td></td>
<td>9.60</td>
</tr>
<tr>
<td>SFCC</td>
<td>speech-signal-based scale (TIMIT)</td>
<td></td>
<td>10.41</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Diagram a" /></td>
<td><img src="image2.png" alt="Diagram b" /></td>
<td><img src="image3.png" alt="Diagram c" /></td>
</tr>
</tbody>
</table>

Fig. 2. Triangular filterbanks, used for cepstral features computation, with uniform filter spacing on (a) the mel scale; as well as the speech-signal-based scales obtained from (b) the TIMIT corpus, and (c) the RM corpus.
energy spectral regions are sampled more densely than the lower energy regions.

Note that in this work, we are using energy spectrum (i.e., an energy vs. frequency function) to derive the warping function. This is appropriate when the background noise is white in nature. If it is coloured, then the warping function has to be computed using an SNR spectrum (i.e., an SNR vs. frequency function). For this, we need to know the noise spectrum, which can be computed using a noise estimation algorithm [20].

The proposed approach provides an objective and simple way to determine a frequency warping function directly from the speech signal. It can be easily tailored for individual speakers, genders, languages, etc., as long as these are known a priori. A frequency warping function tailored for individual speakers, for example, could then be employed for construction of speaker-dependent filterbanks, which have good application potential in two areas: speaker verification and speaker-dependent ASR. Note that the proposed approach could also be employed to derive frequency warping tailored for individual frames under framewise speech processing.

V. CONCLUSION

In this letter, we derive a frequency warping directly from the acoustic speech signal. For this purpose, an ensemble average short-time power spectrum is computed over a large speech corpus. The frequency warping is obtained by taking a logarithm of the ensemble power spectrum and by considering equal area intervals. We show that the derived speech-signal-based frequency warping is very similar to the perception based warping, such as mel and bark scales. The derived frequency warping is employed in filterbank design. The produced filterbank is shown to be quite similar to the standard mel filterbank. Results of our ASR experiments show that cepstral features based on the proposed warping achieve performance under clean conditions comparable to that of mel-frequency cepstral coefficients, while producing higher results under noisy conditions.
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