Abstract—Existing methods for determining bathymetry from remotely sensed images of nearshore waves exploit only information on the magnitude of wavenumber \( k = 2\pi/L \), ignoring spatial changes in wave direction \( \theta \) that can provide information about bathymetry gradients. These methods also require wave period information, so they can only be used when time series imagery is available. We present an algorithm where changes in direction of refracting waves are used to determine underlying bathymetry gradients based on the irrotationality of wavenumber condition. Depth dependences are explicitly introduced through the linear dispersion relationship. The final form of the model is independent of wave period so that all necessary input measurements can be derived from a single aerial snapshot taken from a plane, unmanned aerial vehicle, or satellite. Three different methods were tested for extracting wavenumber and angle from images, i.e., two based on spatial gradients of wave phase and one based on integrated travel times between sample locations (a tomographic approach). Synthetic testing using monochromatic and bichromatic waves, with and without noise, showed that while all three methods work well under ideal wave conditions, gradient methods were overly sensitive to data imperfections. The tomographic approach yielded robust wave measurements and provided confidence limits to objectively identify unusable areas. Further tests of this method using monochromatic waves on three synthetic bathymetries of increasing complexity showed a mean bathymetry bias of 0.01 m and a mean rms error of 0.17 m. While not always applicable, the model provides an alternative form of bathymetry estimation when celerity information is not available.

Index Terms—Image processing, sea floor, sea surface, wave-length measurement.

I. INTRODUCTION

THE NEARSHORE region is a highly dynamic system where waves, currents, and bathymetry interact through complex feedback mechanisms. For most practical applications, these physical processes must be represented by numerical models that yield predictions of nearshore hydrodynamics when provided with input wave forcing conditions and bathymetry. Typically, wave forcing can be estimated using a number of approaches, but bathymetry, the bottom boundary condition for the models, is more difficult to obtain and changes rapidly in response to waves and storms. Thus, predictive capability is often limited by poor knowledge of bathymetry rather than of physics.

The most accurate nearshore bathymetries are collected using traditional survey techniques in which land- and water-based vehicles drive along a suite of survey lines, while their position is measured either using optical methods or, more recently, high-resolution kinematic global positioning system equipment (e.g., [1] and [2]). Although these methods provide an accurate \( \mathcal{O} \) (in centimeters) and dense data set \( \mathcal{O} \) (from centimeter to meter) resolution in the cross-shore and \( O \) (25 m) in the alongshore, they are typically very costly and time consuming and are usually restricted to fair weather conditions. They are obviously impractical for denied-access beaches of potential military interest (e.g., [3] and [4]).

Alternatively, remote sensing techniques can cover large areas and time spans at a much-reduced cost over traditional beach surveys. Light Detection And Ranging (LiDAR) is an active laser-based pulsed sensor that derives depth estimates from time-of-flight data of the optical bottom echo (e.g., [5]–[7]). Current Airborne LiDAR Bathymetry (ALB) techniques can provide accurate and dense data sets with penetration depths reaching two to three times the Secchi disk depth. New techniques using the red-channel waveforms produce accurate bathymetry measurements in the extreme nearshore (<2 m) [8]. However, ALB still has only limited use in many areas, particularly in midlatitudes, due to turbidity or surf-zone bubbles, and the majority of LiDAR data for the U.S. coastline have been limited to the subaerial beach on sandy coastlines. In all cases, the use of ALB requires short standoff ranges and is still not sufficiently covert for most military applications.

Hyperspectral imaging techniques exploit the wavelength dependence of optical attenuation in water to infer water depth from the color content of light reflected from the bottom (e.g., [9] and [10]). This method is also limited by water clarity (seeing the bottom) and by variability in the optical properties of both the water column and the reflecting bottom material (e.g., [10]).

Because optical penetration to the bottom is often so limiting, a series of methods has been developed that exploits observable characteristics of the sea surface to derive depth data. Plant and Holman [11] developed a shoreline-finding algorithm based on the wave dissipation maximum at the shorebreak measured from time-exposure images of wave-breaking patterns. With knowledge of the tide level and local wave conditions, the intertidal beach is mapped by defining shoreline contours as the tide level changes, creating a 3-D map of the intertidal area. Within the surf zone, Aarninkhof and Ruessink [12] found a direct relationship between modeled wave dissipation patterns.
and pixel intensity patterns seen in the time-exposure optical images. Using this proxy, model–data assimilation techniques are used to update the model bathymetry until modeled dissipation and observed dissipation proxies match within a specified range of acceptance.

Of direct relevance to this paper is a series of papers that exploits the relationship between wave frequency $\sigma$; wavelength $L = 2\pi/k$, where $k$ is the magnitude of the wavenumber; and depth $h$ represented by the linear dispersion relationship

$$\sigma = \sqrt{gk \tan \kappa h + k \cdot U} \quad (1)$$

where $g$ is the acceleration due to gravity, $k$ denotes the vector components of the wavenumber, and $U$ is the local current vector (which we will assume to be negligible outside the surf zone). Wave propagation is visible in many sensors (visible, infrared, and radar) so that time–space remote sensing observations can be used to measure frequency and wavenumber content for a small patch of the nearshore ocean. Depth is then estimated using (1), and a spatial map of bathymetry is built up (e.g., [3] and [13]–[18]). Linear-dispersion-based methods of bathymetry estimation are moderately accurate, with rms errors $O(10^{-1} - 10^0 \text{ m})$ (e.g., [14], [18], and [19]), and work best outside the surf zone where linear wave theory is valid (e.g., [14] and [18]–[20]).

While celerity- or linear-dispersion-based remote sensing methods can provide bathymetric measurements of reasonable accuracy, they suffer from two problems. First, they require time series data of sea-surface elevations or a proxy thereof. While snapshot data are commonly available (e.g., publicly available Google Earth images), time series in a format amenable to analysis are much more rare. Second, the linear dispersion relationship (1) exploits only the magnitude of wavenumber, not the directional variations of the vector wavenumber. Under certain conditions, wave curvature can be a very strong visual signal that can, in principle, be exploited (e.g., [3], [4], and [21]). Thus, instead of relying on the changes in just the magnitude of the wavenumber ($k = |k|$), to invert for depth, in this paper, we wish to test the hypothesis that gradients in directional wave information $k_x$, $k_y$ can be used to determine gradients in local bathymetry in the absence of significant current shear, where $x$ and $y$ are the cross-shore and alongshore axes, respectively. $k_x$ and $k_y$ are defined as

$$k_x = k \cos \theta \quad (2)$$
$$k_y = k \sin \theta$$

and $\theta$ is the local wave angle measured with respect to the cross-shore axis. Of special interest, we investigate whether refractive turning can yield bathymetry estimates based simply on a single snapshot without requiring time series imagery.

The remainder of this paper is organized as follows. Section II outlines the theory and numerical implementation of the algorithm, including tests based on idealized wavenumber and wave direction data. Model sensitivity to noisy data is also discussed. Section III describes and tests three candidate methods for estimating wavenumber and wave direction data from synthetic images and further discusses algorithm sensitivity to errors in these estimates. Section IV discusses the wave period dependence of the model. Section V points out some of the complications of using real-world imagery. Finally, there are discussion and conclusion sections.

II. ESTIMATING DEPTH GRADIENTS FROM DIRECTIONAL WAVE INFORMATION

A. Model Formulation

The algorithm is based on the wave refraction equation (3) [22] that relates gradients in wavenumber $k$ and wave curvature to depth

$$\nabla \times k = 0 \quad (3)$$

$$\frac{\partial k_y}{\partial y} - \frac{\partial k_x}{\partial y} = 0.$$  

Expanding (3) using (2) yields

$$k \cos \theta \frac{\partial \theta}{\partial x} + k \sin \theta \frac{\partial \theta}{\partial y} = \cos \theta \frac{\partial k}{\partial x} - \sin \theta \frac{\partial k}{\partial y}.$$  

Depth dependence is only implicitly part of this relationship and can be made explicit by using the chain rule to substitute for spatial gradients of wavenumber

$$\frac{\partial k}{\partial x} = \frac{\partial k}{\partial h} \frac{\partial h}{\partial x} \quad (5)$$
$$\frac{\partial k}{\partial y} = \frac{\partial k}{\partial h} \frac{\partial h}{\partial y}$$

so that the depth-dependent refraction equation becomes

$$k \cos \theta \frac{\partial \theta}{\partial x} + k \sin \theta \frac{\partial \theta}{\partial y} = \cos \theta \left( \frac{\partial k}{\partial h} \frac{\partial h}{\partial x} \right) - \sin \theta \left( \frac{\partial k}{\partial h} \frac{\partial h}{\partial y} \right). \quad (6)$$

Equation (6) is rearranged so that the unknown bathymetry gradients $(\partial h/\partial x$ and $\partial h/\partial y$) are a function of wave curvature (the curl of the directional component of wavenumber) and wavenumber

$$\frac{\partial h}{\partial x} \sin \theta - \frac{\partial h}{\partial y} \cos \theta = -k \left( \frac{\partial \sin \theta}{\partial x} - \frac{\partial \cos \theta}{\partial y} \right). \quad (7)$$

where

$$\kappa = \frac{k}{\partial k/\partial h}. \quad (8)$$

With the exception of $\kappa$, all terms in (7) are directly observable from a single image. However, the term $\partial k/\partial h$ would seem to depend on wave period $T$, so it requires temporal sampling or alternate estimation means. In the following, the performance of the algorithm will be examined based on the assumption that wave period information is available. However, in Section IV, it will be demonstrated that a universal form for $\kappa$ can be found that is independent of wave period. Thus, bathymetry can be estimated from snapshot images, albeit by solving a much more complex form of the equation.

Equation (7) was originally implemented in finite-difference form as a tridiagonal matrix and inverted to estimate depth on a row-by-row basis since there were still two unknowns. Knowing the wave period, $\kappa$ was approximated numerically
using a first-order finite-difference implementation of the linear dispersion relationship (1) based on the variations in depth $h$ for small deviations ($\pm \epsilon$) of $k$. Several limitations were found with the use of (7). The first was that an initial depth was required at some offshore location in order to apply the finite-difference technique. As well, under locally normal ($\theta = 0$) wave incidence, the inversion was poorly conditioned, and solutions were unstable. The first of these problems was inherent to the differential equation. To remedy the second problem, the model was rearranged, using (5) to replace $\partial h/\partial y$ with

$$\frac{\partial h}{\partial y} = \frac{\partial k/\partial y}{\partial k/\partial x} \frac{\partial h}{\partial x}. \quad (9)$$

Solving for cross-shore gradients in depth independently as a function of local gradients in directional wave information

$$\beta_x = \frac{\partial h}{\partial x} = \frac{\kappa (\partial \cos \theta/\partial y - \partial \sin \theta/\partial x)}{\sin \theta - \cos \theta (\partial k/\partial x)/\partial x}. \quad (10)$$

This form of the model is numerically more stable for low wave angles, provided that the denominator is nonzero. Another advantage of (10) is that the solutions at different alongshore locations are independent of each other and the calculated cross-shore gradients can be filtered using a 3$\sigma$ median filter to remove anomalies, as will be discussed further in the following. Depths are then estimated by integrating (10) in the cross-shore from a location of known depth, such as the shoreline. We chose to integrate depths from an interior point to minimize errors associated with end points. Since integration proceeds away from an initial value, any error early in the integral is carried throughout the domain, and total errors will be large. Thus, different choices of initial values (offshore or onshore) could yield completely different error estimates. Nevertheless, comparisons are included since bathymetry is the ultimate desired product and since error maps provide insight into the nature of the errors. The remainder of this paper will focus on the performance of the algorithm based on (10).

### B. Algorithm Performance for Idealized Data

We first tested the accuracy of the model using idealized directional wave information. Tests were carried out on three synthetic bathymetries: a planar beach, a planar beach with a superimposed Gaussian shoal to add 2-D variable bathymetry, and a pocket beach with headlands at either end (see Figs. 7 and 8 for reference). Beach parameters are summarized in Table I.

Wavenumbers for each domain were determined from the linear dispersion relationship (1) based on known bathymetry.

#### Table I

<table>
<thead>
<tr>
<th>Case</th>
<th>Grid size [nx,ny]</th>
<th>$dx$, $dy$ (m)</th>
<th>$\beta_x$</th>
<th>Period (s)</th>
<th>$\theta_0$ (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planar</td>
<td>250 x 250</td>
<td>2</td>
<td>1:100</td>
<td>8</td>
<td>30</td>
</tr>
<tr>
<td>Shoal</td>
<td>250 x 250</td>
<td>2</td>
<td>1:100</td>
<td>8</td>
<td>30</td>
</tr>
<tr>
<td>Pocket</td>
<td>250 x 500</td>
<td>2</td>
<td>1:100</td>
<td>8</td>
<td>0</td>
</tr>
</tbody>
</table>

#### Table II

RMS Error of $\beta_x$ and $h$ for Idealized Data

<table>
<thead>
<tr>
<th>Beach</th>
<th>Planar</th>
<th>Shoal</th>
<th>Pocket</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_x$</td>
<td>$8.8 \times 10^{-6}$</td>
<td>$8.8 \times 10^{-6}$</td>
<td>$9.6 \times 10^{-5}$</td>
</tr>
<tr>
<td>$h$ (m)</td>
<td>$2.9 \times 10^{-3}$</td>
<td>$1.4 \times 10^{-3}$</td>
<td>$3.7 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

#### Table III

RMS Error of $k$, $\theta$, $\beta_x$, and $h$ for Noise Sensitivity Tests

<table>
<thead>
<tr>
<th>Test #</th>
<th>$k$ (m$^{-1}$)</th>
<th>$\theta$ (°)</th>
<th>$\beta_x$</th>
<th>$h$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>N/A</td>
<td>0.2</td>
<td>0.02</td>
<td>0.15</td>
</tr>
<tr>
<td>2</td>
<td>0.002</td>
<td>N/A</td>
<td>0.03</td>
<td>2.0</td>
</tr>
</tbody>
</table>

Wave angle was solved for using (4) by stepping shoreward from the known offshore wave angle $\theta_0$ using the spatial changes in wavenumber to determine changes in wave angle. The resulting data were then used in (10) and the process inverted to solve for bathymetry gradients $\beta_x$ and, by integration, the estimated bathymetry $h$. Model performance is summarized in Table II. Since the solution was just the inverse of the equations used to generate the idealized data, it was not surprising that the model performed exceptionally well for all cases tested. RMS errors in $\beta_x$ were $< 1\%$ of the true gradients, and rms errors in bathymetry were typically a few millimeters.

#### C. Algorithm Performance for Noisy Data

We performed two different tests using the planar beach case in which Gaussian white noise was added to $k$ and $\theta$ in order to test the model’s sensitivity to data errors. To start, true $k$ and true $\theta$ were calculated, as described in Section II-B. In test 1, we tested the model’s sensitivity to errors in $\theta$ or wave curvature with ideal wavenumber data by applying Gaussian white noise of 1% of the median $\theta$ value to the true $\theta$. True $k$ values were used with the noisy $\theta$ estimates to solve for $\beta_x$. In test 2, we tested the model’s sensitivity to errors in $k$, thus testing that if our estimates in wavenumber were off but curvature could be measured more robustly, the model still converge to the correct solution. This was done by applying Gaussian white noise of 1% of the median $k$ value to the true $k$ and using the noisy $k$ values with true $\theta$ values in (10) to solve for $\beta_x$. Algorithm performance is summarized in Table III.

Examination of the sensitivity results leads to several conclusions. First, results in Table III show a high sensitivity to even this low level of noise. The primary reason for this is that the noise introduced in the data $(k, \theta)$ affects the algorithm through its spatial gradients $(\partial k/\partial x, \text{etc.})$, so that, for the 2-m grid spacing of the tests, even the small rms noise levels used produced gradients that were on the order of 200% $(k)$ and 150% $(\theta)$ of the true gradient signals. Second, the model’s sensitivity to gradients implies that the method that is eventually selected for estimating these input variables from images will need to be spatially smooth, either through an explicit smoothing or implicitly due to the method. Third, even extreme noise in the beach slope estimates (rms error in $\beta_x > \text{true } \beta_x$) yielded substantially smaller errors in bathymetry since the slope gradient errors were Gaussian and were partially averaged out by integration.
III. Bathymetry Estimation From Synthetic Images

Results in the previous section were based on idealized $k$ and $\theta$ information that was given a priori. Typically, these variables will have to be estimated from images of shoaling and refracting waves. In this section, we describe and test three candidate methods using synthetic idealized data.

A. Methods for Extracting Directional Wave Information From Images

In general, a wave field $\eta(x, y)$ can be represented in terms of spatially variable amplitude and phase functions $A(x, y)$ and $\phi(x, y)$, respectively, as

$$\eta(x, y) = \Re \left( A(x, y)e^{i\phi(x, y)} \right)$$

where the enclosed function is called the analytical signal and $\Re(\cdot)$ represents the real-valued component thereof. The phase function $\phi(x, y)$ is related to the components of wavenumber $(k_x, k_y)$ by

$$\phi(x, y) = \int_0^x k_x \, dx + \int_0^y k_y \, dy.$$

If the spatial map of phase is given or can be found from image data, this relationship can be inverted to find $k_x$ and $k_y$ as the $x$ and $y$ spatial derivatives of phase.

Sea surface elevations (Fig. 1) or proxies such as changes in image intensity caused by sloping wave surfaces are real valued, and the phase function cannot be directly extracted from the signal. Instead, phase function estimates are found by taking the Hilbert transforms in the cross-shore direction of the observed data to get the analytic signal $\hat{\eta}$ [23], [24]. To reduce spectral leakage, the input data are windowed using a 20% cosine taper, with the tapered points being removed from later analysis. The phase function $\phi(x, y)$ is then determined by

$$\phi(x, y) = \tan^{-1} \left( \frac{\Im(\hat{\eta}(x, y))}{\Re(\hat{\eta}(x, y))} \right)$$

where $\Im(\cdot)$ and $\Re(\cdot)$ indicate the imaginary and real components, respectively, and the phase function $\phi(x, y)$ is measured in radians. The resulting 2-D phase map has values between $-\pi$ and $\pi$ [Fig. 2 (top)], with discontinuities in each time phase jumping from $+\pi$ to $-\pi$. By unwrapping the phase function in both directions, a global phase map $\phi_G(x, y)$ [Fig. 2 (bottom)] is produced, in which simple gradient methods can be directly applied to estimate the two wavenumber components.

1) Gradient Methods for Determining Directional Wave Information: Two different methods for determining wavenumber through phase gradients are tested. Eventually, both are abandoned in favor of a method that implicitly smooths estimates across the domain. Discussion is nevertheless included, both for completeness and to illustrate the importance of smooth input data. In the first method, wavenumber components are computed by taking the spatial gradients of the globally unwrapped phase $\phi_G(x, y)$ [Fig. 2 (bottom)] through finite differencing

$$[k_x, k_y] = \nabla \phi_G(x, y).$$

For the case of a monochromatic wave field (Fig. 1), gradients of the globally unwrapped phase provide accurate directional wavenumber information (Table IV).

For more complicated seas, however, the performance of the global gradient method degrades substantially. Fig. 3 shows the group structure of waves due to a bichromatic wave field.
TABLE IV
MEAN (RMS) ERROR OF k, \( \theta \), \( \beta_x \), AND h ESTIMATIONS FOR MONOCHROMATIC (M), NOISE SENSITIVITY (N), AND BICHROMATIC (B) WAVE CONDITIONS, USING THE THREE DATA EXTRACTION TECHNIQUES. WHILE WAVENUMBER VARIES ACROSS THE DOMAIN, A REPRESENTATIVE MAGNITUDE FOR COMPARISON IS 0.1–0.4 m\(^{-1}\). THE TRUE \( \beta_x \) IS 0.01

<table>
<thead>
<tr>
<th>Case</th>
<th>( k (\text{m}^{-1}) )</th>
<th>( \theta (\circ) )</th>
<th>( \beta_x )</th>
<th>h (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>( 5.1 \times 10^{-4} )</td>
<td>1.3 \times 10^{-3} ( 0.03 ) ( 0.2 )</td>
<td>5.6 \times 10^{-6}</td>
<td>3.5 \times 10^{-3}</td>
</tr>
<tr>
<td>N</td>
<td>( 3.8 \times 10^{-3} )</td>
<td>1.2 \times 10^{-2} ( 0.3 ) ( 0.5 )</td>
<td>8.7 \times 10^{-5}</td>
<td>4.4 \times 10^{-3}</td>
</tr>
<tr>
<td>PHH08</td>
<td>( 4.3 \times 10^{-4} )</td>
<td>1.5 \times 10^{-3} ( 0.1 ) ( 0.2 )</td>
<td>6.0 \times 10^{-4}</td>
<td>1.7 \times 10^{-3}</td>
</tr>
<tr>
<td>M</td>
<td>( 3.9 \times 10^{-3} )</td>
<td>3.4 \times 10^{-2} ( 0.3 ) ( 1.2 )</td>
<td>3.5 \times 10^{-3}</td>
<td>1.64 \ 1.33</td>
</tr>
<tr>
<td>N</td>
<td>( 2.2 \times 10^{-4} )</td>
<td>2.3 \times 10^{-2} ( 0.3 ) ( 1.1 )</td>
<td>6.2 \times 10^{-4}</td>
<td>2.33 \ -0.66</td>
</tr>
<tr>
<td>PHH08</td>
<td>( 2.8 \times 10^{-4} )</td>
<td>5.4 \times 10^{-3} ( 0.1 ) ( 0.2 )</td>
<td>5.5 \times 10^{-4}</td>
<td>1.3 \times 10^{-3}</td>
</tr>
<tr>
<td>B</td>
<td>( 4.1 \times 10^{-1} )</td>
<td>4.3 \times 10^{-1} ( 6.9 ) ( 40 )</td>
<td>4.1 \times 10^{-3}</td>
<td>0.44 \ -0.30</td>
</tr>
<tr>
<td>PHH08</td>
<td>( 4.8 \times 10^{-4} )</td>
<td>1.3 \times 10^{-2} ( 0.3 ) ( 0.7 )</td>
<td>2.1 \times 10^{-3}</td>
<td>0.01 \ -0.03</td>
</tr>
</tbody>
</table>

Fig. 3. Example of a narrow-banded wave field with two waves, i.e., \( T_1 = 8 \) s and \( T_2 = 10 \) s. The offshore wave angle is 30\( ^\circ \) for both cases. Surface elevation is measured in meters.

The wrapped phase [Fig. 4 (top)] includes anomalies at the nodal points that cause two problems. First, attempts to unwrap the phase in two dimensions [Fig. 4 (bottom)] are nonunique and include jumps in phase that cause anomalies in the estimated wavenumber. Second, since waves on either side of nodal points are in antiphase, the wavelength of the waves that are split across the group nodes are correspondingly split and appear as short waves [Fig. 4 (top)].

The former problem can be solved by removing the requirement for phase unwrapping. Therefore, the second method that we test is a local gradient method that computes gradients in the complex domain space of the analytic signal [25], [26]

\[
[k_x, k_y] = \nabla \phi(x, y) = \Re \left[ \frac{\nabla \hat{\eta}(x, y)}{i \hat{\eta}(x, y)} \right].
\tag{15}
\]

This method produces accurate estimates of \( k \) for most of the images. In areas of wave group nodes, wavenumber components are higher than expected due to the extra phase shift of \( \pi \). Wavenumbers that lie outside 3\( \sigma \) from the mean \( k \) are replaced with the local mean wavenumber. Estimating \( k \) from local gradients is an improvement over the global phase unwrapping technique when applied to finite-bandwidth waves because it isolates the areas (wave group nodes) where wavenumber estimates are not consistent with the expected values.

From the wavenumber estimates, wave angle is calculated from the arctangent of the directional wave components

\[
\theta = \tan^{-1} \left( \frac{k_y}{k_x} \right).
\tag{16}
\]

2) **Nonlinear Inversion Technique:** A third technique for estimating \( k \) and \( \theta \) from images uses a nonlinear inversion method [27], hereinafter referred to as PHH08. The method, essentially a tomographic approach based on wave propagation time delays across many spatial lags, uses a nonlinear search to find the single values of wavenumber and direction that best explain the complex analytical signal, found by the Hilbert transform of the imagery, over each of a suite of subregions.
of the domain. Because time delays for all possible pixel pairs (close and widely spaced) in each subregion are incorporated in the estimate, extreme contamination by short gradient noise is avoided. The shortest resolvable features that can be estimated from variations in $k$ are equal to about ten times the local water depth [27], so the spatial resolution of the model domain is such that it will not attempt to estimate variations in $k$ and $\theta$ that are shorter than these scales. For the cases tested, estimates for wavenumber and wave angle are done on a coarse tomographic domain with spatial resolution of 30 m, utilizing input data $\pm 60$ m in the cross-shore and $\pm 100$ m in the alongshore direction to estimate $k$ and $\theta$. The data are then interpolated onto a finer grid with spatial resolution of 2 m. These both speed up the inversion technique and remove high-frequency noise that may be in the initial data signal. The coarse domain, however, is not well suited to the extreme nearshore where rapid variations in wavenumber and angle may occur that are unresolved by the spatial scale of the tile. Note also that since the resulting data will be used in gradient calculations, linear interpolation will yield stepwise changes in gradients, hence patchy bathymetry gradients, so higher order interpolations must be used. The reader is referred to [27] for a detailed description of the method.

B. Synthetic Test Results

1) Comparison of Data Extraction Techniques: The three methods of data extraction were tested using synthetic waves approaching the planar beach. Three tests were carried out: a monochromatic case (M) of 8-s waves approaching with a 30° offshore angle of incidence (Figs. 1 and 2), a noiseless bichromatic sea (B) with 8- and 10-s waves approaching from 30° (Figs. 3 and 4), and a noisy case (N) of the same waves with superimposed Gaussian white noise with standard deviation equal to 10% of the maximum wave height (Figs. 5 and 6). For each case, maps of $k$, $\theta$, $\beta_x$, and $h$ were computed by each of the three data extraction methods and compared to known values through both mean and rms statistics. Results are summarized in Table IV.

All methods performed very well for the monochromatic wave field. The Hilbert transform introduced slight ringing into the analytic signal that carried through into the phase estimates. The gradient methods for determining $k$ and $\theta$ emphasized this ringing, with rms errors in $k$ being on the order of a few percent. $\beta_x$ oscillated around the true mean, causing larger rms errors in $\beta_x$ for the gradient methods but reasonable estimates for integrated bathymetry $h$ [Fig. 7 (top)]. However, the performance of the gradient methods declined rapidly with data imperfections. Phase jumps in the bichromatic case yielded unacceptable results of $k$ and $\theta$ for the global phase unwrapping method, although they were better handled by the local gradient method. RMS errors in $h$ were at least an order of magnitude greater in the bichromatic case using the gradient methods. As expected, the addition of white noise to the data led to performance statistics for the gradient methods that were completely unusable. Early attempts at spatial filtering improved results somewhat, but a general robust methodology was never found. Thus, gradient methods are not recommended for the purpose of wave characteristic estimation.

The PHH08 approach performed well for all three tests. Since this method uses a constant depth assumption over each analysis subarray, slight biases in $k$ and $\theta$ on the order of 1% were expected for the bathymetry and model domain used. For the monochromatic case, the PHH08 approach had error results similar to that of the gradient methods, with rms errors in $k$ being on the order of a few percent. The rms error in $\beta_x$ was on
methods. RMS errors in solution. No such skill estimate was available for the gradient identified, removed, and interpolated over for a more accurate provided a skill estimate, values with skill < 0.5 were objectively identified, removed, and interpolated over for a more accurate solution. No such skill estimate was available for the gradient methods. RMS errors in $\beta_x$ for the bichromatic case were on the order of the true beach slope, producing larger errors in integrated bathymetry (rms error in $h \sim 0.5$ m). As a whole, the PHH08 method produced the most consistent results, with skill estimates to objectively identify areas of concern. Thus, the PHH08 method is preferred for $k$ and $\theta$ extraction and will be used for the remainder of this paper and for recommended future work.

2) Complex Bathymetry Results: The PHH08 method was utilized to extract $k$ and $\theta$ data for monochromatic wave conditions on more complex bathymetry. The results are summarized in Table V. For the planar beach with a Gaussian shoal, bathymetry gradients over the shoal were well predicted [Fig. 8(a)], with mean (rms) errors in bathymetry being on the order of 1 cm (10 cm). For the pocket beach, normal wave incidence, combined with $\partial k/\partial y = 0$, produced an unstable solution for $\beta_x$ at some locations in the cross-shore around $y = 500$ m. Since this is a known limitation of the refraction model, a standard deviation filter was applied to remove anomalies and smooth over these areas. Integrated bathymetry had slight offsets at the center of the image and close to shore where changes in wavenumber and angle were not well resolved due to the tiling method of the PHH08 model [Fig. 8(b)]. Even with these known limitations, mean (rms) errors in bathymetry were on the order of 1 cm (30 cm). Overall, the results were very encouraging that the proposed model could predict complex bathymetry based on refraction signatures.

IV. WAVE PERIOD DEPENDENCE

The aforementioned analysis was based on the use of (10). All terms in this equation are directly observable from a single image with the exception of $\kappa$. Wave period cannot be estimated from a snapshot, unless it spans into deepwater, where $T = \sqrt{2\pi L_o/g}$. It would appear that motion imagery (a sequence of images) is required and that single snapshots are not helpful. In fact, $\kappa$ is independent of wave period. For example, in the shallow water limit ($kh < \pi/10$), $\kappa$ simplifies to eliminate the wave period dependence as follows:

$$k = \frac{\sigma}{\sqrt{gh}}$$

$$\frac{\partial k}{\partial h} = -\frac{\sigma}{\sqrt{gh}} \frac{1}{2h}$$

$$\kappa = \frac{k}{\partial k/\partial h} = -2h.$$  \hspace{1cm} (17)

Fig. 9 shows the deviation from $\kappa = -2h$ as a function of nondimensional depth $(kh)$. At the small $kh$ values associated with shallow water, the value of $-\kappa/2h$ is just 1.0, as expected earlier. However, even for larger values of $kh$, the curve is independent of wave period, so the algorithm can be applied to a single snapshot.

The form of the curve in Fig. 9 can be well approximated by a polynomial, such that

$$\kappa = -2h \left[0.55(kh)^3 - 0.61(kh)^2 + 0.55(kh) + 0.91\right]. \hspace{1cm} (18)$$

Substituting (18) into (10) yields a somewhat complicated form that must be solved numerically but is based solely on wavenumber and wave angle estimates that can be extracted from a single snapshot.

![Figure 7](image-url)  (Solid) True bathymetry and (dash) estimated bathymetry measured in meters. (Top) $k$ and $\theta$ extracted from the image using global phase unwrapping methods. The mean error in the estimated bathymetry was 3 cm. (Bottom) $k$ and $\theta$ extracted from the image using PHH08 techniques. The mean error in the estimated bathymetry was $-2$ cm.
TABLE V
MEAN (RMS) ERROR FOR THE PHH08 METHOD OVER COMPLEX BATHYMETRY

<table>
<thead>
<tr>
<th>Case</th>
<th>( k ) (m(^{-1}))</th>
<th>( \phi ) (°)</th>
<th>( \beta_x ) (°)</th>
<th>( h ) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shoal</td>
<td>( 3.6 \times 10^{-4} ) (5.3 \times 10^{-3})</td>
<td>-0.13 (0.43)</td>
<td>( 6.55 \times 10^{-4} ) (2.0 \times 10^{-3})</td>
<td>-0.01 (0.13)</td>
</tr>
<tr>
<td>Pocket</td>
<td>( 3.2 \times 10^{-4} ) (8.9 \times 10^{-3})</td>
<td>-0.01 (0.06)</td>
<td>( 6.5 \times 10^{-4} ) (8.6 \times 10^{-3})</td>
<td>-0.01 (0.28)</td>
</tr>
</tbody>
</table>

Fig. 8. (Solid) True bathymetry and (dash) estimated bathymetry using (10). (Top) Beach with shoal: The mean error in bathymetry was −0.01 m. (Bottom) Pocket beach: The mean error in the estimated bathymetry was −0.01 m.

Fig. 9. Expected error associated with the assumption of shallow water \( \kappa = -2h \) versus nondimensional depth \( kh \).

V. APPLICATION TO FIELD DATA

This paper was motivated by the need for remote sensing methods to measure bathymetry and the common availability of remotely sensed snapshots in which strong wave refraction signals must be related to underlying bathymetry gradients. While our eyes are good at picking out the desired pattern, a variety of problems complicate the computer automation of this process.

Optically, images contain contamination at many scales. At low wavenumber, lighting varies both in the skydome and due to the general variation of water surface reflectivity with vertical viewing angle. There are also complications in the region between nonbreaking and breaking waves where the optical signature of a wave crest shifts from being dark (nonbreaking) to light (breaking). Since the optical signature of a wave depends on its local wave steepness [28], short but steep features, such as wind chop, are exaggerated compared to the slowly varying swell.

Filtering techniques, such as weighted standard deviation and bandpass filters, can be used to isolate and enhance the swell band to a reasonable degree [29]. Better yet, the PHH08 method does a good job estimating a dominant \( k-\phi \) over a user-selected analysis window, averaging out both short- and long-scale contamination and smoothing through anomalies. The PHH08 model also returns skill estimates for each \( k-\phi \) estimate, so questionable results are easily identified and possibly eliminated. However, it should be recognized that the refraction-based algorithm proposed in this paper is useful only in cases of narrow-banded swell with strong refraction patterns.

VI. DISCUSSION

The motivation for this paper was to develop a bathymetry estimation technique that could be based on single-image snapshots rather than time series imagery and that also exploited both the magnitude and varying directions of wavenumber. Thus, it was rewarding to see that the equations could be formulated without reference to wave period. However, the method does not work under all conditions. For example, the solution blows up under the joint circumstances of normal incidence, relative to bathymetry contours, and no alongshore gradients in wavenumber, when the denominator of (10) approaches zero. In this case, there is simply no refractive signal to exploit.

The method is also based on an underlying assumption of a monochromatic or very narrow-banded wave field that can be represented adequately by a single wavenumber and direction. For time series imagery data, more complicated seas could be handled spectrally by isolating individual coherent components of the wave field by both frequency and direction. However, for single snapshots, such a partitioning is not possible, and the method will yield noisy results. Fortunately, the PHH08 method flags the quality of results through a skill statistic that can be used to objectively identify where bathymetry estimates can and cannot be trusted.

The primary products of the refraction method are estimates of bathymetry gradients, in contrast to linear-dispersion-based methods that directly estimate depth. Consequently, depth estimates must be found by integration from some known value, for example, the shoreline. In some parts of the region of interest, bathymetry gradient estimates may be poor, perhaps due to locally low wave contrast or the aforementioned problem of normal incidence with no alongshore gradients. Cross-shore integration cannot continue through regions such as these that are flagged as bad, so knowledge of the full profile can be limited. However, these regions are usually spatially patchy and can be bypassed using the surrounding information. The details of such an algorithm are beyond the scope of this paper.
The effect of currents on the dispersion relation has been neglected in the current model. The implications of this simplification are discussed here. Uniform currents that are perpendicular to the direction of wave propagation have no effect on the frequency and wavenumber estimates determined from (1). Alternatively, currents that are parallel or at an angle to the direction of wave propagation will affect the estimated wave phase speed $c$ and frequency $\omega$, as seen by a stationary observer, but have no effect on the estimated wavenumber, provided that the current can be considered uniform over the area in question [30]. Thus, it is the spatial variation (shear) in the current that can contaminate the bathymetric refraction patterns of incident waves. The magnitude of this error can be found by considering the simplified case of a wave propagating in the $x$-direction against an opposing current in shallow water. The equation governing wave angle [22, pp. 106] can be written as

$$\frac{\partial \theta}{\partial x} = -\frac{1}{c_a} \frac{\partial c_a}{\partial y}$$

(19)

where

$$c_a = \sqrt{gh - U.}$$

(20)

Therefore, changes in wave angle are related to the combined contributions of bathymetric changes and currents

$$\frac{\partial \theta}{\partial x} = \frac{-1}{\sqrt{gh - U}} \left( \frac{1}{2} \left( \frac{g}{h} \right)^{1/2} \frac{\partial h}{\partial y} - \frac{\partial U}{\partial y} \right).$$

(21)

For an example of a 1-m/s rip current with a half-width of 50 m in 1 m of water ($\partial U/\partial y = -1/50$), the terms on the right-hand side become

$$\frac{-1}{\sqrt{gh - U}} = \frac{-1}{\sqrt{9.81} - 1}$$

$$\frac{1}{2} \left( \frac{g}{h} \right)^{1/2} \frac{\partial h}{\partial y} - \frac{\partial U}{\partial y} = \frac{-\sqrt{9.81}}{2}$$

(22)

$$\frac{1}{50}$$

(23)

The first term suggests that strong opposing currents reduce $\partial \theta/\partial x$ by 30%, while the second term suggests that the shears of a strong rip current can produce refractive turning that is equivalent to bathymetry gradients of $\sim 1/80$. The sense of the error would be to reduce the estimated depths in a rip channel.

In the nearshore, the currents with the strongest shears are either longshore currents or rip currents. In the former case, the direction of flow will be nearly orthogonal to the usual near-normal angles of wave approach, so contamination will be minimal. As shown previously, rip currents can cause a refractive turning that is equivalent to an $\sim 1/80$ slope, but the error will be predominantly in longshore slope, smoothing out rip channels as opposed to cross-shore beach slope. Areas of strong shear around tidal inlets should, of course, be avoided with this method. With the assumption that all changes in wavenumber are due to bathymetric variation, the presence of a current, such as a rip current or flow from an inlet, will change the wavenumber and wave angle characteristics and yield errors in bathymetry gradient estimates. In the most extreme cases, such as strong rip currents exiting the surf zone in a rip channel, the proposed method will predict a shoal in the location of the current, while the bathymetry is most likely a trench. Since this method is most applicable outside the surf zone, these situations should be limited. In tidally influenced areas, images taken at the peaks of the tidal cycle (high tide/low tide) when tidal currents are reduced should be used to limit error in bathymetry gradient estimation.

Initial tests of the refractive method were based on gradient approaches for estimating the required wavenumber and direction inputs. While successful for perfect (synthetic) data, they were sensitive to noise, particularly the high wavenumber noise due to short wind-blown chop that is typical of real-world images. Extensive filtering was required to produce stable results. Thus, it was not until the introduction of the tomographic method of PHH08 that smooth and reliable values of wave quantities could be derived for imperfect data. Because time delays for all possible pixel pairs (close and widely spaced) in the subregion are incorporated in the estimate, extreme contamination by short gradient noise is avoided. Areas of known wave anomalies such as the edge of the surf zone where the optical signatures of wave fronts change from dark to white breakers can be reasonably smoothed through. For waves with a finite-bandwidth spectrum, a single best-fit set of wave characteristics can be found. A requirement of this approach is computation of a corresponding confidence interval or skill for the solution. For some cases, waves will simply be too broadbanded for representation by a single direction and wavelength. These can be identified objectively by low skill values and the data disregarded.

As with other remote sensing methods of determining bathymetry, the refraction-based method has limitations in its application. Most importantly, the model requires that there be measurable gradients in both wavenumber and angle. Although longer waves feel the bottom at greater depth, $(kh$ for any given depth is always less for longer waves), shorter period waves have their advantage in the nearshore because they undergo rapid changes in wave angle and wavenumber at shallower depths (e.g., [22, pp. 108]). This suggests that the method is best suited for shorter period swell conditions in intermediate ($\pi/10 < kh < \pi$) water depths.

VII. CONCLUSION

An algorithm has been developed to estimate nearshore bathymetry based on the changing directions of refracting waves. The model uses an augmented form of the refraction equation that relates gradients in bathymetry to gradients in $k$ and $\theta$ through the chain rule. The equations can be cast in a form that is independent of wave period, so it can be solved using wavenumber and direction data from a single snapshot rather than the normally required time series of images.

Three methods for extracting $k$ and $\theta$ data from images were tested. Under monochromatic conditions, all methods performed well. However, for cases with high-frequency noise or a nonideal wave field, the two gradient methods for determining $k$ and $\theta$ were found to be unusable. The tomographic approach of the PHH08 method was robust to these complications and had the added advantage of providing skill estimates that allowed objective identification of unacceptable results. Synthetic testing of the model using monochromatic waves on three bathymetries of increasing complexity showed that the
model accurately estimated 2-D bathymetry gradients, hence bathymetry, with a mean bias of 0.01 m and a mean rms error over the three beaches of 0.17 m. While the model is not useful for cases of complex seas or small refraction signals, the simplified data requirement of only a single snapshot is attractive. The model is perhaps best suited for shorter period swell conditions, for example, from a semi-enclosed sea, where strong refraction patterns are visible and $k$ and $\theta$ are easily extracted from a single-frame image.
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