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Abstract—The problem of finding a minimum vertex cover (MinVC) in a graph is a prominent NP-hard problem of great importance in both theory and application. During recent decades, there has been much interest in finding optimal or near-optimal solutions to this problem. Many existing heuristic algorithms for MinVC are based on local search strategies. Recently, an algorithm called FastVC takes a first step towards solving the MinVC problem for large real-world graphs. However, FastVC may be trapped by local minima during the local search stage due to the lack of suitable diversification mechanisms. In this work, we design a new random walk strategy to help FastVC escape from local minima. Experiments conducted on a broad range of large real-world graphs show that our algorithm outperforms state-of-the-art algorithms on most classes of the benchmark and finds smaller vertex covers on a considerable portion of the graphs.

1. Introduction

Many data sets can be represented as graphs, and the study of large real-world graphs, also known as complex networks [16], has become an active research agenda over recent decades. Large graphs can be found from the Network Data Repository online [12]. Some of these graphs have recently been exploited in testing parallel algorithms for Maximum Clique [14] and Coloring problems [13].

We are interested in the MinVC problem for large real-world graphs. Given an undirected graph \( G = (V, E) \), where \( V \) is its vertex set and \( E \) is the edge set, we say a subset \( S \subseteq V \) is a vertex cover if every edge in \( G \) has at least one endpoint in \( S \). The objective of MinVC is to find a vertex cover with minimum size in a graph. MinVC is a prominent NP-hard problem [8], and algorithms for MinVC can be directly applied to solve many other combinatorial problems such as Maximum Independent Set (MIS) and Maximum Clique (MC) problems. MinVC (MIS, MC) is of great practical importance. The relevant applications include network security, scheduling, very-large-scale integration (VLSI) design, computer vision, information retrieval, signal transmission, industrial machine assignment [3], [11], and aligning DNA and protein sequences [6], [7], [10]. In this work, our focus is on a local search approach to solving MinVC for large graphs.

To redesign a local search algorithm for MinVC in large graphs, researchers may avoid those traditional techniques with the high computational cost or implement them in an approximate but efficient way. As a good example, FastVC [2] was designed by withdrawing or modifying some techniques in NuMVC [3]. Specifically, the best-picking heuristic in NuMVC is replaced by a low-complexity approximate heuristic named Best from Multiple Selection (BMS) in FastVC. Besides, FastVC withdraws the edge weighting technique in NuMVC, because the complexity of edge weighting is too high to handle large graphs.

However, FastVC lacks some suitable mechanisms for diversification, and may be trapped in a local optimum frequently during the local search stage. We believe that it needs some low-complexity diversification strategy to help the local search escape from local minima.

In this work, we design a random walk heuristic to diversify the search. Random walk provides a mechanism to effectively avoid local optima. We combined random walk with BMS to form a new heuristic, named WalkBMS. Based on WalkBMS, we propose a new algorithm called WalkVC, which is dedicated to solve the MinVC problem in large graphs.

We conduct experiments on a broad range of large real-world graphs. Experimental results show that WalkVC significantly outperforms FastVC on solution quality for 10 classes of this benchmark, and finds the same quality solutions as FastVC on the remaining 2 classes. WalkVC finds higher-quality covers on a considerable portion of the graphs.

Our further experiments are to test FastVC on a considerable portion of the graphs with a cutoff of 100,000 seconds. Experimental results show that even within such a large cutoff, FastVC does not get the same solution quality as WalkVC does with a cutoff of 1,000 seconds for these graphs. That is, our solver is at least 100 times as efficient as FastVC on these graphs.

Besides, we also make a comparison with an exact branch-and-bound algorithm named B&R [1]. The results show that WalkVC can obtain solutions on 25 large or hard instances within 1000 seconds, while B&R fails to return solutions for these 25 instances within 24 hours.
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2. Preliminaries

2.1. Definitions and Notation

A simple undirected graph \( G = (V,E) \) consists of a vertex set \( V = \{ v_1, v_2, \ldots, v_n \} \) and an edge set \( E \subseteq V \times V \), where each edge is a 2-element subset of \( V \). Given an edge \( e = \{ u, v \} \) where \( u, v \in V \), the vertices \( u \) and \( v \) are called the endpoints of edge \( e \). Two vertices are neighbors if and only if there exists an edge between them. We define the neighborhood of \( v \) as \( N(v) = \{ u \in V | (u,v) \in E \} \). The degree of a vertex \( v \), denoted by \( d(v) \), is defined as \( |N(v)| \) which is equal to the number of its neighbors.

A current candidate solution \( C \) is a set of vertices selected for covering. For a vertex \( v \in C \), the loss of \( v \), denoted as \( \text{loss}(v) \), is defined as the number of covered edges that will become uncovered after the removal of \( v \) from \( C \). For a vertex \( v \notin C \), the gain of \( v \), denoted as \( \text{gain}(v) \), is defined as the number of uncovered edges that will become covered after the addition of \( v \) into \( C \) [2]. Both loss and gain are scoring properties of vertices. In any step, a vertex \( v \) has two possible states: inside \( C \) and outside \( C \). We use \( \text{age}(v) \) to denote the number of steps that have been performed since last time the state of \( v \) was changed.

2.2. Review of FastVC

FastVC [2] is simple and works particularly well for large graphs. FastVC proposed two low-complexity heuristics: one is used to construct a starting vertex cover, and the other is utilized to choose the removed vertex in each exchanging step. We show FastVC in Algorithm 1.

Algorithm 1: FastVC

input : a graph \( G = (V,E) \), the cutoff time
output: a vertex cover of \( G \)
1 \( C \leftarrow \text{ConstructVC}() \);
2 while \( \text{elapsed time} < \text{cutoff} \) do
3 \hspace{1em} if \( C \) covers all edges then
4 \hspace{2em} remove a vertex with minimum loss from \( C \);
5 \hspace{2em} continue;
6 \hspace{1em} \( u \leftarrow \text{BMS}(C,50) \);
7 \hspace{1em} remove \( u \) from \( C \);
8 \hspace{1em} \( e \leftarrow \) a random uncovered edge;
9 \hspace{1em} \( v \leftarrow \) the endpoint of \( e \) with greater gain,
10 \hspace{1em} breaking ties in favor of the older one;
11 \hspace{1em} add \( v \) into \( C \);
12 \hspace{1.5em} return \( C^* \);

2.2.1. The Construction Stage. In the beginning, a vertex cover \( C \) is constructed by the \( \text{ConstructVC} \) function, and will be used as the starting vertex cover. In detail, the \( \text{ConstructVC} \) function consists of an extending phase and a shrinking phase. In the extending phase, the heuristic works as follows:

Repeat the following operations until \( C \) becomes a cover: select an uncovered edge and add the endpoint with higher degree into \( C \).

Then in the shrinking phase, redundant vertices (vertices whose \( \text{loss} \) is 0) are removed by a read-one procedure. Such a construction procedure is suitable for large graphs, since it outputs quite a good starting vertex cover typically within 1 second. Also its complexity is proved to be \( O(|E|) \) [2].

2.2.2. The Local Search Stage. In the local search stage, the exchanging step of FastVC adopts the two-stage exchange framework proposed in NuMVC [3]. In the vertex-removing stage, a vertex is selected by BMS (Line 7) whose details are described as follows:

Choose \( k \) vertices randomly with replacement from \( C \), and then return the vertex with minimum loss, breaking ties in favor of the oldest one.

Algorithm 2: BMS

input : a vertex set \( C \), a positive integer \( k \)
output: a vertex \( u \in C \)
\begin{enumerate}
\item Let \( S \) be an empty vertex set;
\item for \( \text{iteration} \leftarrow 1 \) to \( k \) do
\item \hspace{1em} \( u \leftarrow \) a random vertex from \( C \);
\item \hspace{1em} \( S \leftarrow S \cup \{ u \} \);
\item \hspace{1.5em} choose a vertex \( v \) from \( S \) with the minimum loss,
\hspace{2em} breaking ties in favor of the oldest one;
\item \hspace{1.5em} return \( v \);
\end{enumerate}

BMS has a complexity of \( O(1) \). The probability that BMS chooses a vertex whose \( \text{loss} \) value is not larger than 90% vertices in \( C \) is 99.48% (when we set \( k=50 \)) [2]. This means that BMS will probably return a high-quality vertex. That is, BMS approximates the minimum \( \text{loss} \) removing heuristic in NuMVC [3] very well.

Then in the vertex-adding stage (Lines 9 to 11), the algorithm randomly selects an uncovered edge \( e \), and chooses the endpoint of \( e \) with greater gain (breaking ties in favor of the older one) to add it into \( C \). Note that after changing the state of a vertex (removing or adding), the algorithm will update the \( \text{loss} \) and \( \text{gain} \) values of the vertex and its neighbors.

3. WalkBMS Heuristic and WalkVC Solver

Since FastVC is designed by withdrawing or modifying some techniques in NuMVC [3], we make a comparison between them. We find that there are four diversification strategies in NuMVC including tabu [5], Configuration Checking (CC) [4], edge weighting and random selection of an uncovered edge. In contrast FastVC only exploits two diversification strategies: BMS and random selection of an uncovered edge. Thus in our opinion, there are too few diversification mechanisms in FastVC. Moreover BMS will
choose a good vertex very probably, so the diversification effect in BMS is very limited. Therefore FastVC may be trapped by local optima. So in this work, we will add a diversification strategy to help FastVC escape from local optima.

Currently there are many diversification strategies to try, such as tabu, CC, edge weighting [4], [11], vertex weighting [9], and random walk. Tabu strategies prevent local search from canceling the effects of the previous steps. Edge weighting and vertex weighting guide local search to the part of search space which is rarely explored. CC help overcome the cycling problem. Random walk allows increasing the number of unsatisfied constraints occasionally, and is successfully used in the satisfiability (SAT) problem [15].

Considering that we are solving the MinVC problem on large graphs, the complexity of the heuristics is an important issue, because the high complexity severely limits the ability of algorithms to deal with huge instances. Among the diversification strategies above, the complexity of tabu, CC and random walk is \(O(1)\), while edge weighting has a complexity of \(O(|E|)\) and vertex weighting’s complexity is \(O(|V|)\). So the complexity of edge weighting and vertex weighting are too high to handle large data sets. As to tabu and CC, our experiments did not show significant improvements. Yet after incorporating random walk into the vertex-removing stage of the two-stage exchange framework, we found a highly significant progress. To our best knowledge, it is the first algorithm applying random walk to remove a vertex in the two-stage exchange framework. We call this new heuristic WalkBMS.

Specifically, WalkBMS combines a random walk with the BMS strategy as below:

- With probability \(p\), follow BMS;
- With probability \(1-p\), choose a random vertex.

Throughout this paper, the probability \(p\) is fixed in advance: we set \(p = 0.6\) and \(k = 50\) (the same value of \(k\) as FastVC in [2]) for all of the experiments. Like FastVC, the parameter \(p\) in this study is also instance-independent.

We formalize the WalkBMS in Algorithm 3 as below.

**Algorithm 3: WalkBMS**

```
input : a vertex set \(C\), a probability parameter \(p\), a positive integer \(k\)

output: a vertex \(v \in C\)

1 With probability \(p\): \(v \leftarrow \text{BMS}(C, k)\);
2 With probability \(1-p\): \(v \leftarrow \) a random vertex in \(C\);
3 return \(v\);
```

WalkBMS switches between the greedy mode (Line 1, BMS mode) and the diversification mode (Line 2) at a certain probability. In the greedy mode, WalkBMS exploits BMS directly to choose a vertex for removing from the current candidate solution \(C\); In the diversification mode, WalkBMS selects a vertex randomly from \(C\).

WalkBMS is utilized to develop a new algorithm for handling the MinVC problem in large real-world graphs directly: replace the BMS function in FastVC (Line 7, Algorithm 1) with our WalkBMS function. We call this new algorithm WalkVC.

### 3.1. Relationship with Other Methods

Random walk is an efficient and effective method to improve local search with a very low complexity. Also it has been successfully used in the satisfiability (SAT) problem which is an NP-complete problem. Random walk in SAT picks a variable from a random unsatisfied constraint (clause) and flip it, which provides a mechanism to escape from local minima effectively. WalkSAT [15], a SAT solver depending on random walk, is still a state-of-the-art solver on huge random 3-SAT instances. Note that the random walk proposed in this study is essentially different from those existing in the SAT or MinVC solver. Previous random walk focuses on choosing a variable (vertex) from a random unsatisfied constraint (unsatisfied clause or uncovered edge), while our random walk simply chooses a vertex from \(C\). This is also the first time random walk is applied in the vertex-removing stage of the two-stage exchange framework.

### 4. Experiment Evaluation

#### 4.1. Benchmarks

We downloaded all 139 instances, which were originally online, and then transformed to DIMACS graph format. In such a format, the size of an input file storing a graph \(G\), is proportional to the number of edges in \(G\). We excluded three extremely large ones, since they are out of memory for the two algorithms here. Therefore the remaining 136 instances are used for testing the solvers in our experiments. In many of these large real-world graphs there are millions of vertices and dozens of millions of edges. Recently, some of these graph data are utilized to evaluate parallel algorithms for Maximum Clique [14] and Coloring problems [13].

#### 4.2. Experiment Setup

In the experiments, we mainly compare WalkVC with FastVC. Since FastVC is the state-of-the-art local search based algorithm on finding vertex covers in large graphs, and the similar algorithm structure between our WalkVC and FastVC helps to show the effectiveness of random walk. Besides, we also make a comparison with B&R [1], the state-of-the-art branch-and-bound algorithm, which helps
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to evaluate the absolute quality of solutions returned by WalkVC. The experiments were conducted on a cluster equipped with a number of Intel(R) Xeon(R) CPUs X5650 @2.67GHz with 8GB RAM, running Red Hat Santiago OS.

4.2.1. WalkVC and FastVC. WalkVC$^5$ and FastVC$^6$ were implemented in C++, and they were compiled by g++ 4.6.3 with the `-O3` option.

As shown in Algorithms 3, there are two parameters in WalkVC algorithms. In our experiments, the parameter $p$ is set to 0.6, and $k$ is set to 50 (the same as the default setting in FastVC). For FastVC, we adopt the parameter setting reported in [2].

WalkVC and FastVC are performed 10 times on each instance with a time limit of 1,000 seconds. For each algorithm on each instance, we report the minimum size ("$C_{\text{min}}$") and averaged size ("$C_{\text{avg}}$") of vertex covers found by the algorithm. To make the comparisons clearer, we report the difference ("$\Delta$") between the minimum size of vertex cover found by WalkVC and FastVC. A positive $\Delta$ means WalkVC finds a smaller vertex cover, while a negative $\Delta$ means FastVC finds a smaller vertex cover.

4.2.2. B&R. The exact algorithm B&R$^7$ was compiled and run with Java 1.8.0_66. The time limit is set to 24 hours for each execution, and timeouts are denoted as `-` in related tables.

4.3. Results with FastVC

Table 1 contains all the graph instances where WalkVC and FastVC return different $C_{\text{min}}$ or $C_{\text{avg}}$ values.

4.3.1. Quality Improvements. Out of the 43 graphs in Table 1,

1) WalkVC finds better solutions for 24 graphs.
2) FastVC finds better solutions for 5 graphs.

4.3.2. Success Rate Improvements. As is shown in Table 1, for those 14 graphs where $\Delta = 0$, WalkVC obtains smaller $C_{\text{avg}}$ values for 11 graphs.

4.3.3. Robustness Improvements. Over all the 12 classes of instances, compared to FastVC,

1) WalkVC returns better quality solutions in 10 classes.
2) It finds the same $C_{\text{min}}$ and $C_{\text{avg}}$ values in 2 classes.

4.3.4. Speed Improvements. Over half of the 24 graphs where we found smaller covers, WalkVC makes a substantially large progress. Now we show how great the progress is. We enlarged the cutoff to be 100 times as large as before (i.e., 100,000s), and tested FastVC over such graphs. The results are shown in Table 2. Also we present the respective results of WalkVC within 1,000 seconds in this table.

As is shown in Table 2, even within such a large cutoff, FastVC does not get the same solution quality as WalkVC does with a cutoff of 1,000 seconds for any of these 12 graphs. That is, our solver is at least 100 times as efficient as FastVC on these graphs.

4.4. Results with B&R

As shown in Table 3, we do not report the instances where WalkVC and B&R return the same minimum size of vertex cover. We find that:

1) For all the 136 instances, WalkVC finds the same results as B&R on 99 instances. This means that WalkVC, as a local search based solver, returns optimal solutions on a considerable portion of the instances.
TABLE 3. EXPERIMENTAL RESULTS WITH B&R. WE HOLD THE SMALLER VALUE OF MINIMUM SIZE BETWEEN THE TWO ALGORITHMS. TIMES ARE DENOTED AS "-'.

<table>
<thead>
<tr>
<th>Graph</th>
<th>B&amp;R</th>
<th>WalkVC</th>
<th>Pro-\text{set}</th>
<th>Pro-\text{star}</th>
</tr>
</thead>
<tbody>
<tr>
<td>socfb-Berkley3</td>
<td>22590</td>
<td>52541</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>socfb-CMU</td>
<td>6921</td>
<td>24993</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>socfb-Duke4</td>
<td>9885</td>
<td>50647</td>
<td>7683</td>
<td>-</td>
</tr>
<tr>
<td>socfb-Indiana</td>
<td>29752</td>
<td>150377</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>socfb-MIT</td>
<td>6402</td>
<td>251230</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>socfb-Dr</td>
<td>61702</td>
<td>810898</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>socfb-Stanford4</td>
<td>11386</td>
<td>568389</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>socfb-GeorgeWashU</td>
<td>51364</td>
<td>2190064</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>socfb-UCLA</td>
<td>26485</td>
<td>74366</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>socfb-UConn</td>
<td>17206</td>
<td>640687</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>socfb-UCSB37</td>
<td>14917</td>
<td>462215</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>socfb-UF</td>
<td>51111</td>
<td>1450854</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>socfb-UIllinois</td>
<td>70975</td>
<td>1264421</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>socfb-Wisconsin07</td>
<td>27813</td>
<td>855966</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>socfb-Wisconsin15</td>
<td>19472</td>
<td>276051</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>socfb-Wisconsin25</td>
<td>607762</td>
<td>2541514</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>sm-4</td>
<td>1172072</td>
<td>2754962</td>
<td>35940</td>
<td></td>
</tr>
<tr>
<td>soc-annotator</td>
<td>244701</td>
<td>1711277</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>soc-planet-3</td>
<td>661391</td>
<td>1299951</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>soc-physics-3</td>
<td>140805</td>
<td>1070759</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>soc-polimi</td>
<td>170406</td>
<td>1200027</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>soc-polimi</td>
<td>170406</td>
<td>1200027</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>soc-redditor</td>
<td>120110</td>
<td>2793862</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>soc- Soldier</td>
<td>162059</td>
<td>22803964</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>soc-roadNet-CA</td>
<td>190614</td>
<td>607610</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>soc-roadNet-PA</td>
<td>186483</td>
<td>4507315</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
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