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Abstract

Cylindrospermopsin (CYN) is a toxic alkaloid produced by several freshwater cyanobacterial species, the most prevalent in Australian waters being Cylindrospermopsis raciborskii. The occurrence of CYN-producing cyanobacteria in drinking water sources worldwide poses a potential human health risk, with one well-documented case of human poisoning attributed to the toxin. While extensive characterisation of CYN-induced toxicity has been conducted in rodents both in vivo and in primary cell cultures, little is known about mechanisms of toxicity in human cell types. This thesis describes studies undertaken to further define the molecular mechanisms of CYN toxicity in human cells.

Concentration-response relationships were determined in various cultured human cell types using standard toxicity assays. As expected, CYN caused dose-dependent decreases in the growth of three cell lines, HepG2, Caco-2 and HeLa, and one primary cell type, human dermal fibroblasts, according to tetrazolium reduction assays. CYN treatment did not disrupt cellular membranes according to the lactate dehydrogenase release assay in HepG2 or Caco-2 cells after 24, 48 or 72 h exposure, but did cause membrane disruption in fibroblasts after 72 h exposure to relatively high concentrations of the toxin. Apoptosis occurred more readily in HeLa cells than HepG2 cells or fibroblasts, with 72 h exposure to 1 μg/mL required before statistically significant rates of apoptosis occurred in the latter cell types. CYN did not appear to directly affect the structure of actin filaments or microtubules under the conditions used in the present study.

The major portion of the work presented in this thesis comprises a large-scale interrogation of changes in gene expression induced by the toxin in cultured cells. To assess the effects of CYN on global gene expression, relative messenger RNA (mRNA) levels in human dermal fibroblasts and HepG2 cells after 6 h and 24 h exposure to 1 μg/mL CYN were determined using oligonucleotide microarrays representing approximately 19 000 genes. Overall, the number of transcripts significantly altered in abundance was greater in fibroblasts than in HepG2 cells. In both cell types, mRNA levels for genes related to amino acid biosynthesis, carbohydrate metabolism, and
protein folding and transport were reduced after CYN treatment, while transcripts representing genes for apoptosis, RNA biosynthesis and RNA processing increased in abundance. More detailed data analyses revealed the modulation of a number of stress response pathways—genes regulated by NF-κB were induced, DNA damage response pathways were up-regulated, and a large number of genes involved in endoplasmic reticulum stress were strongly down-regulated. Genes for the synthesis and processing of mRNA, tRNA and rRNA were strongly up-regulated, indicating that CYN treatment may increase the turnover of all forms of cellular RNA. A small group of genes were differentially expressed in HepG2 cells and fibroblasts, revealing cell-specific responses to the toxin. Selected changes in transcript level were validated using real-time quantitative reverse transcriptase PCR (qRT-PCR).

The modulation of stress response pathways by CYN, indicated by microarray analysis, was further investigated using other methods. The role of tumour suppressor protein p53 in CYN-mediated gene expression was confirmed by measuring the expression of known p53-regulated genes following CYN treatment of HepG2 cells and human dermal fibroblasts using qRT-PCR. Western blotting of protein extracts from CYN-treated cells showed that p53 protein accumulation occurred in HepG2 cells, providing additional evidence of the activation of the p53 pathway by CYN in this cell line. The immediate-early genes JUN and FOS were found to be induced by CYN in a concentration-dependent manner, and MYC was induced to a lesser extent. The mitogen-activated protein kinase c-Jun NH2-terminal kinase, implicated in the ribotoxic stress response initiated by damage to ribosomal RNA, appeared to become phosphorylated in HeLa cells after CYN exposure, suggesting that ribotoxic stress may occur in response to CYN in at least some cell types. The expression of a reporter gene under the control of a response element specific for NF-κB was induced at the mRNA level but inhibited at the protein level. This shows that while transcription factors such as p53 and NF-κB are apparently activated in response to the toxin, transactivation of target genes may not necessarily manifest a corresponding increase at the protein level.

The current work contributes significantly to the current understanding of cylindrospermopsin toxicity in human-derived cell types, and provides further insight into putative modes of action.
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</tr>
</tbody>
</table>
Chapter 1

General Introduction to Cylindrospermopsin Toxicology and Toxicogenomics

1.1 Cylindrospermopsin, a toxic cyanobacterial secondary metabolite

Cyanobacteria are prokaryotic micro-organisms that utilise chlorophyll $a$ and pigments to perform oxygenic photosynthesis (Castenholz and Waterbury, 1989). While best known for forming blooms in aquatic habitats, cyanobacteria are also ubiquitous in diverse environments exposed to sunlight, including rock, intertidal areas and soil. Considered as one of the most important primary producers in the early stages of life on Earth, they were also probably the first group of organisms to produce atmospheric oxygen (Mur et al., 1999). Cyanobacteria are abundant in marine and freshwater environments, and many species produce dense blooms in appropriate conditions of light, temperature and nutrient levels.

A common feature amongst bloom-forming cyanobacteria is the production of secondary metabolites, some of which are potent toxins. Three main structural groups of cyanobacterial toxins are currently known—cyclic peptides, lipopolysaccharides and alkaloids. Cyclic peptides such as microcystins and nodularin are well characterised hepatotoxins that exhibit protein phosphatase-inhibiting activity and disrupt the cytoskeleton in hepatocytes (Dawson, 1998; Gulledgea et al., 2002; Runnegar et al., 1995a). Cyanobacterial lipopolysaccharides have endotoxic and dermatotoxic properties
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but are not well studied (Stewart et al., 2006). Alkaloid cyanotoxins include the neurotoxic anatoxins and saxitoxins, as well as the topic of this report, cylindrospermopsin.

At least 40 different toxigenic cyanobacterial species are known to exist, of about 2000 total species in 150 genera (Haider et al., 2003). Cyanobacterial toxins represent a health risk for humans and animals, particularly during blooms in surface water reservoirs used for domestic supply or in rivers and dams used by livestock. In Queensland, Australia, the warm climate encourages the growth of a toxic filamentous species, *Cylindrospermopsis raciborskii*, which is well known amongst researchers as the probable cause of the most serious case of human cyanotoxin poisoning in Australian recorded history (Byth, 1980). The widespread occurrence of *C. raciborskii* at high cell counts in reservoirs throughout Queensland (McGregor and Fabbro, 2000) indicates that this organism requires close monitoring and will continue to be of concern to the water industry and farmers alike. Since its isolation from *C. raciborskii*, cylindrospermopsin has been the topic of intensive research. The potential risk to humans and the specific mode of action with respect to DNA damage and protein synthesis inhibition are some areas where knowledge is currently incomplete.

### 1.2 Toxicology of cylindrospermopsin

Research into CYN has generally followed one of two paths—the investigation of factors that lead to the presence of the toxin in drinking water (e.g. microbial production of CYN, microbiology and water treatment systems), and the determination of biological effects of the toxin itself (e.g. dose-response relationships in animals and cells, histopathology, modes of toxicity). This report is concerned primarily with the latter issue, consequently microbiology and water treatment will not be discussed in detail. An important point to consider is that while effective methods for the removal of many classes of cyanobacterial toxin have been developed, a single process suitable for all cyanotoxins has yet to be found (Hrudey, 1999). This is due to the diverse chemical properties exhibited by different classes of toxin. CYN is a stable compound under a range of environmental conditions (Chiswell et al., 1999) and there is some evidence of the formation of harmful disinfection by-products as a result of chlorination (Senogles-Derham et al., 2003). Despite the low probability of acutely dangerous quantities of
CYN entering the domestic water supply, a potential risk exists in the form of long-term exposure to low doses of CYN in drinking water. Accidental exposures during recreational activity may also occur.

1.2.1 Discovery and properties of cylindrospermopsin

*C.raciborskii* is assumed to be the causative agent of one of the most severe human poisoning incidents involving a cyanobacterium (Hawkins et al., 1985). The incident occurred on Palm Island in North Queensland, where a cyanobacterial bloom in the local water reservoir resulted in the hospitalisation of 148 people showing symptoms of severe hepatoenteritis (Bourke and Hawes, 1983; Byth, 1980). *C.raciborskii* was later identified as the only potentially toxigenic cyanobacterial species detectable in samples taken from the reservoir (Hawkins et al., 1985).

![Chemical structure of cylindrospermopsin.](image)

Ohtani and colleagues (1992) subsequently purified CYN from *C.raciborskii* and determined the chemical structure, which consists of a cyclic sulphated guanidinium group linked to hydroxymethyluracil (Figure 1.1). CYN is a highly water-soluble zwitterionic compound with a molecular weight of 415 Daltons (Ohtani et al., 1992). Under a range of adverse conditions such as high temperature (100°C), UV light and sunlight, pure CYN in solution is extremely stable (Chiswell et al., 1999).

In Australia, *C.raciborskii* is the most common CYN-producing organism, but the toxin is also synthesised by other cyanobacteria found worldwide, including *Aphanizomenon ovalisporum* in Australia and Israel (Banker et al., 1997; Shaw et al., 1999), *Umezakia natans* in Japan (Harada et al., 1994), and *Raphidiopsis curvata* in China (Li et al., 2001c). Originally thought to be confined to tropical regions, *C.raciborskii* is now
known to exist in temperate climates (Padisak, 1997), with a numerous phylogenetic groups that can be separated according to geographical origin (Neilan et al., 2003). Strains isolated from Brazil produce saxitoxins in addition to CYN (Lagos et al., 1999), while a number of non-toxic strains have been reported to occur in France, Mexico and Hungary (Bernard et al., 2003). CYN-producing strains are found in the USA (Burns et al., 2000), and Thailand (Li et al., 2001b), and a strain has been isolated in Portugal that produces a toxin yet to be characterised (Saker et al., 2003). In addition to the aforementioned human poisoning incident, *C. raciborskii* has been implicated in livestock deaths (Thomas et al., 1998) and is the likely cause of human poisonings in anecdotal reports from the Australian outback (Hayman, 1992).

1.2.2 CYN toxicity in animals

Cylindropspermopsin toxicity was first investigated using a mouse bioassay. This revealed that the major observable effect, severe liver damage, occurred at least 24 hours after relatively low doses of crude *C. raciborskii* extract delivered via intraperitoneal (IP) injection (Hawkins et al., 1985). Higher IP doses of crude extract produced liver damage after six to nine hours, while high doses delivered via the oral route produced lesions in the oesophageal mucosa, kidneys, heart and thymus, indicating a general cytotoxic effect (Seawright et al., 1999). Oral dosing of *C. raciborskii* extract resulted in a lowest lethal dose within the test group of 4.4 mg/kg CYN equivalent after 4 days, with a median lethal dose of between 4.4 and 6.9 mg/kg after 5-6 days (Seawright et al., 1999). Shaw et al., (2000) confirmed the oral LD₅₀ for cell-free extract as 6 mg/kg CYN equivalent. In the case of pure CYN, the 24 hour LD₅₀ in mice dosed via the intraperitoneal (I.P.) route was 2.1 mg/kg, with the LD₅₀ after 5 days approximately ten-fold lower, at 0.2 mg/kg (Terao et al., 1994). These observations suggest a somewhat delayed activity compared to many cyanobacterial toxins. For example, the most potent forms of microcystin can kill mice within 1-2 hours of exposure, and cyanobacterial neurotoxins in the saxitoxin family of compounds exhibit lethal activity within 15 minutes (Falconer, 1999).

In treated mice, CYN consistently induces lipid accumulation in the liver, an effect seen in animals dosed with purified CYN or a cell-free extract of *C. raciborskii* via both intraperitoneal and oral routes (Hawkins et al., 1985; Seawright et al., 1999; Shaw et al.,
Lipid vacuolation in the cytoplasm of hepatocytes was attributed to a possible disruption of protein synthesis, after ribosome detachment from the endoplasmic reticulum was observed in electron microscopic examinations of liver sections (Terao et al., 1994). Loss of protein synthesis and a subsequent reduction of lipoprotein formation was suggested by Terao and colleagues (1994) as a possible cause of the observed lipid accumulation. The authors confirmed this hypothesis using an *in vitro* translation assay. The inhibitory effects of CYN on protein synthesis have since been further characterised *in vitro*, and are discussed in more detail below (Section 1.2.3).

### 1.2.3 DNA damage

The presence of a uracil moiety in the structure of CYN led to speculation that an interaction with nucleic acids may occur, and that DNA damage may arise due to the potentially reactive guanidinium moiety (Humpage et al., 2000). Indeed, Shaw et al. (2000) showed that CYN could produce an adduct that was detectable in DNA purified from the liver of treated mice. The authors suggested that adduction may possibly be due to a CYN metabolite resulting from the action of liver-specific enzymes. The potential for genotoxicity has also been investigated using the cytokinesis-block micronucleus (CBMN) assay in a lymphoblastoid cell line (Humpage et al., 2000) and by assaying DNA fragmentation *in vivo* (Shen et al., 2002b).

CBMN assays revealed an increase in the number of micronuclei of 8-fold compared to control cultures after treatment with 10 µg/ml CYN for 24 hours. A unique feature observed in CYN-treated cultures was the occurrence of ‘multimicronucleated’ cells in which nuclei appeared to have degraded into multiple fragments (Humpage et al., 2000). This did not occur with the model clastogen, mitomycin-c. Staining for centromeres revealed the presence of whole chromosomes within micronuclei, suggesting that in addition to inducing double-stranded DNA breaks, CYN produced an aneugenic effect (loss of whole chromosomes; Humpage et al., 2000).

Shen et al., (2002) further investigated the potential for CYN genotoxicity by examining fragmentation of chromosomal DNA isolated from the livers of mice treated dosed intraperitoneally with 0.2 mg/kg CYN. The data revealed that DNA strand breakage occurred *in vivo*, confirming the aforementioned *in vitro* observations (Humpage et al.,
2000), although it is not clear whether the observed DNA fragmentation is directly attributable to CYN, a result of cell death by apoptosis, or simply due to degradation of free DNA following hepatocyte necrosis.

Although no conclusive studies have been undertaken, a preliminary investigation revealed limited evidence of tumour formation in mice dosed with *C.raciborskii* extracts (Falconer and Humpage 2001). While findings were not statistically significant, the authors stressed the requirement for further investigation. A subsequent study of the effects of untreated and chlorine-treated cell-free extracts of *C.raciborskii* in p53-deficient mice did not result in tumour growth (Senogles-Derham et al., 2003), but it must be considered that doses were relatively low (CYN daily intake of 0.03 µg/kg), and that the study was not designed as an assessment of the carcinogenic potential of purified CYN. The tumour-promoting potential of CYN was investigated by assaying for protein phosphatase inhibition by CYN (Chong et al., 2002). No inhibition was detected, indicating that CYN would probably not de-regulate cellular proliferation as has been predicted for the microcystins.

In cultured Chinese hamster ovary cells (CHO K1 cells) treated with CYN, DNA damage did not occur, as measured using the comet assay, but cell morphology was significantly altered (Fessard and Bernard, 2003). Rounding up of cells occurred after 24 hours at 0.5 µg/ml and 1 µg/ml CYN, and some blebbing was observed. The comet assay did not reveal significant DNA damage at these dosage levels, although in the aforementioned study by Humpage et al. (2000) this was the lowest concentration used, the highest being ten-fold greater. Fessard and Bernard (2003) also investigated the induction of apoptosis, which only occurred at very low levels above control cultures, and was not considered significant. This is in agreement with observations in human lymphoblastoid cells, where even high CYN concentrations did not appear to induce apoptosis (Humpage et al., 2000). Cell morphology was seen to be altered in the early stages of treatment in CHO K1 cells, prior to membrane disruption (Fessard and Bernard, 2003), suggesting that CYN causes cell death in CHO cells by a mechanism different to that occurring in primary hepatocytes. Like isolated primary hepatocytes, CYN-mediated DNA damage observed in liver extracts (Shen et al., 2002b), may be due to metabolic ‘activation’ via enzymatic processes. In other cell types, it may be possible that DNA damage only occurs at very high CYN concentrations as a downstream result
of protein synthesis inhibition—possibly via the depletion of DNA repair enzymes or DNA binding proteins such as histones.

1.2.4 Inhibition of protein synthesis

In primary mouse hepatocytes, CYN toxicity was shown be associated with a significant depletion of reduced glutathione (GSH) (Runnegar et al., 1994). Subsequent investigations revealed that CYN inhibited GSH synthesis (Runnegar et al., 1995b). Terao et al. (1994) had also shown that CYN inhibits protein synthesis in cell-free rabbit reticulocyte lysates, indicating that the apparent inhibition of GSH synthesis may be symptomatic of a more generalised effect on protein synthesis at the level of translation, resulting in the depletion of GSH-synthetase levels. In support of this were observations in liver sections from treated mice of a dissociation of ribosomes from the endoplasmic reticulum, an effect also seen following treatment with cycloheximide, a well-described protein synthesis inhibitor (Terao et al., 1994). Humpage et al. (2000) hinted at the involvement of protein synthesis inhibition in CYN-mediated aneugenesis, since a disruption of mitotic processes may arise from a deficiency in cytoskeletal proteins such as tubulin. Further investigations into the concentration-dependent effects on in vitro protein synthesis resulted in the development of a sensitive assay for the toxin (Froschio et al., 2001). A similar system has also been used to test the toxicity of various synthetic analogues (Runnegar et al., 2002), and a recent study shows that plant protein synthesis is also inhibited by CYN (Metcalf et al., 2004).

Despite some similarities, a detailed comparison of the in vivo effects of CYN with those of cycloheximide revealed differences that suggest a more complex mode of action than simply the inhibition of translation (Terao et al., 1994). Specifically, lipid droplet accumulation in the livers of treated animals was suggested as a possible indication of the involvement of free radicals in CYN toxicity. The fact that the main target organ is the liver indicates a possible involvement of the unique metabolic processes that occur in this organ. Shaw et al. (2000) found that liver damage in mice occurred mainly in the periacinar region, where CYP450 activity is localized. Inhibition of cytochrome-P450 (CYP450) enzymes improves the survival of primary hepatocytes treated with CYN (Runnegar et al., 1995b), and primary hepatocytes are considerably more susceptible to CYN toxicity than continuous cell lines (Chong et al., 2002; Shaw
et al., 2000). This has been attributed to CYP450 activity by a number of researchers (Runnegar et al., 1994; Shaw et al., 2000). The currently accepted hypothesis is that CYP450-mediated metabolism of CYN may result in the formation of a compound with enhanced cytotoxicity and a different mode of action. Froscio et al. (2003) have confirmed that CYN-mediated cytotoxicity and translational inhibition can be considered as distinct—in CYN-treated primary mouse hepatocytes, CYP450 inhibitors significantly reduced cytotoxicity but had little effect on protein synthesis inhibition. The authors suggest that while protein synthesis inhibition is probably responsible for the general effect in all cell types, it may not be the primary cause of acute toxicity in hepatocytes. The need for further investigation into the processes involved in bio-activation of CYN is clear.

1.2.5 Investigating the molecular basis of cylindrospermopsin toxicity

The specific molecular interactions that result in CYN-mediated toxicity are currently not known. Shaw et al. (2000) have suggested that the covalent binding of CYN or a metabolite to nucleic acids *in vivo* may be associated with protein synthesis inhibition due to disruption of enzymatic activity (e.g. transcription of DNA or base-pairing between tRNA and mRNA during translation). As previously mentioned, the concept of a non-covalent interaction (hydrogen bonding) between the uracil moiety of CYN and adenine residues in cellular nucleic acids has been postulated. The possibility of DNA intercalation has also been shown using molecular modelling (Falconer, 2005), suggesting another possible mode of interaction.

In primary mouse hepatocytes, DNA damage measured using the comet assay was shown to be reduced by CYP450 inhibitors (Humpage et al., 2005). Conversely, the induction of centromere-negative micronuclei in human lymphoblastoid cells occurs without apparent dependence on phase I metabolism, though at significantly higher CYN concentrations (Humpage et al., 2000). As mentioned above CYN was not genotoxic to CHO K1 as measured using the comet assay (Fessard and Bernard, 2003). These data indicate that there may be differing mechanisms of DNA damage, depending on the metabolic capabilities of the target cell.

The possibility of a role for oxidative stress in genotoxicity induced by CYN has also been investigated (Humpage et al., 2005). This avenue of research was stimulated by
findings that CYN causes depletion of glutathione (Runnegar et al., 1994; Runnegar et al., 1995b), and hence alters the redox state of the cell. While genotoxic effects were clearly apparent in primary mouse hepatocytes after CYN exposure, Humpage and colleagues (2005) did not find any evidence for the involvement of oxidative stress. These contradictory findings highlight our lack of understanding of the processes underlying DNA damage in CYN-exposed cells and tissues, a facet of CYN cytotoxicity with important implications for chronic exposure.

The inhibition of protein synthesis by CYN is likely to be the principal mode of action in cells not capable of expressing enzymes capable of the putative metabolic activation of CYN (Froscio et al., 2003). That CYN inhibits mRNA translation has been comprehensively established by two independent groups using in vitro translation assays based on rabbit reticulocyte lysates (Froscio et al., 2001; Froscio et al., 2003; Terao et al., 1994). Froscio and colleagues (2003) showed that in primary mouse hepatocytes CYP450 inhibitors do not affect on protein synthesis inhibition by CYN, but reduce cytotoxicity measured using cell membrane integrity assays. Translational inhibition was not affected by CYP450 inhibitors, and as such can probably be attributed to the native compound. The accumulated evidence suggests strongly that metabolism in rodent hepatocytes results in the generation of potent derivative with a different mode of action to that of native CYN, but the nature of the metabolite, and the specific enzymes responsible, are yet to be determined. Similar investigations in human primary hepatocytes and other cell types are clearly needed.

While CYN cytotoxicity is investigated in a number of human-derived cell types in Chapter 2 of this thesis, the focus of the project was to investigate mechanisms underlying CYN toxicity using an approach based around determining changes in gene expression elicited by the toxin at the whole-genome level.

**1.3 Gene expression profiling in toxicology**

Traditional toxicological approaches, such as dose-effect studies in animals, provide important information about potential effects in humans but do not generally offer insight into molecular mechanisms of toxicity. Mechanism-based risk assessment involves evaluating the potential toxicity of a compound by determining the mode of action, which can predict particularly dangerous effects such as genotoxicity and
carcinogenicity (Pennie et al., 2004), and is a concept of great appeal to toxicologists and pharmacologists alike. The varied effects of different classes of toxic compounds result in defined changes in the gene expression profiles of tissues or cells (Huang et al., 2004). These alterations in patterns of mRNA transcripts (i.e. changes in the transcriptome) can be detected using a powerful nucleic acid hybridisation technique known as microarray analysis.

In the last two decades, rapid advances in genomics have helped to identify large numbers of functional genes. The exploitation of this data for the production of DNA probes has facilitated the advent of a method for large-scale gene expression analysis known as DNA microarray technology (Shena, 1995). Microarrays (Figure 1.2) are arrangements of up to hundreds of thousands of probes, consisting of either oligonucleotides or complementary DNA (cDNA), immobilised on glass slides or nylon membranes. For transcriptional studies, each probe is derived from a known messenger mRNA transcript, such that a high-density array can represent a large proportion of the protein-coding transcripts in a cell. In a competitive microarray experiment, mRNA from different sample groups is labelled with different fluorophores during the enzymatic synthesis of complementary DNA or RNA. Hybridisation to spotted probes on the array, followed by scanning and determination of spot intensity ratios indicative of relative mRNA quantity. Data processing and statistical analysis reveals changes in relative transcript level between samples, inferring genes that are induced or repressed in response to a given stimulus. The end result is effectively a snapshot of the gene expression occurring at the time of sampling—performing multiple analyses at different time points or treatment regimes results in the generation of gene expression profiles.

Commonly referred to as ‘toxicogenomics’, the use of microarray-based gene expression analysis to define responses to a toxic compound at a molecular level is gaining popularity. There are a number of proposed applications in toxicology and pharmacology (Afshari et al., 1999):

- Determining safety limits for drug clinical trials
- Identification of toxic substances by comparison of gene expression patterns with those arising from known toxins
• Elucidation of toxic mechanisms by identification of gene expression networks
• Assessing exposure to a toxin by using toxicant-induced gene expression as a biomarker
• Extrapolating the effects of toxins between different species
• Assessing differences between acute and chronic exposure

Microarray formats utilised in toxicogenomics range from focused arrays of one to two thousand genes involved in xenobiotic metabolism and stress responses, to high-density arrays covering the majority of protein-coding genes for a given animal model or cell line. One of the most promising uses for the technology is the generation of expression profiles characteristic of a given class of chemical compounds. This data could be applied to problems such as predicting the toxicity of novel pharmaceuticals, or identifying classes to which newly identified toxins belong. This concept relies on the fact that in a given model, changes in gene expression in response to chemical exposure are specific to a compound or class of compounds. Numerous reports of class-specific expression profiles can be found in the literature.

**Figure 1.2 Overview of DNA microarray technology.** Brief flowchart of a typical microarray procedure, from spotting DNA onto solid supports such as a glass slides, to hybridisation, in this case a direct competitive hybridisation, followed by scanning and data analysis.
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Microarray-generated gene expression profiles obtained from rat livers following dosing with various hepatotoxicants correlated well with histopathological observations (Waring et al., 2001). Changes in gene expression were also consistent with the modes of action of the various toxins. Another group, also working with rat hepatotoxins, used microarrays to generate expression profiles specific to particular classes of compounds (Hamadeh et al., 2002b). The authors used a ~1,700-gene array and could distinguish changes in gene expression resulting from treatment with two classes of chemicals: peroxisome proliferators and enzyme inducers. Applying this technique in the analysis of liver RNA from rats treated with an unknown compound belonging to one of these classes, the same authors were able to successfully predict the class of compound to which the rats were exposed (Hamadeh et al., 2002a).

While class prediction and toxin identification represent attractive applications for large-scale expression profiling, the amount of data currently available is probably not sufficient to enable accurate identification of toxin classes based purely on gene expression profiling. The situation is further complicated by the sheer number of different array platforms available and the variability in responses displayed by different animal and cell models. Extrapolating animal data to estimate human risk assessment is also an issue of concern. Multifaceted approaches involving the use of human-derived cell cultures in addition to animal models may help to address these issues.

*Inference of toxic mechanism using microarray-based expression profiling.* Although there is considerable enthusiasm for the potential application of transcriptional profiling in determining mechanisms of toxicity, there are currently relatively few examples in the literature. Reilly et al., (2001) identified new possible modes of action of the well-characterised hepatotoxin acetaminophen (APAP) using microarray analysis of liver injury in mice. An *in vitro* analysis of ochratoxin A using a toxicology-specific array proved useful in determining early changes in cells exposed to the toxin (Gennari et al., 2004). The only human study so far was conducted in China, where global gene expression in liver biopsies from arsenic-exposed and non-exposed individuals were compared (Lu et al., 2001). The mechanisms implicated by transcription profiling correlated closely with the observed effects, which included tumour formation in the liver. Lead toxicity was also investigated *in vitro* using microarray technology, resulting in the identification of proteins involved in disruption of the blood-brain barrier (Bouton
et al., 2001; Hossain et al., 2000). Recently, possible mechanisms of a potential cancer chemotherapy agent were elucidated using microarray analysis (Zhang et al., 2004). As array technology improves, the number of successful investigations based on large-scale expression profiling will undoubtedly increase.

**Microarrays in biomarker discovery.** Another promising application of toxicogenomics is the development of biological markers of toxin exposure. Biomarkers are useful for assessing exposure of test animals to toxic compounds at low doses that would not normally result in gross histopathological abnormalities. Additionally, biomarkers comprising serum or urine components indicative of toxin exposure are vital for human epidemiological toxicology studies—the discovery of characteristic endpoints that can replace corresponding clinical endpoints of toxicity is possible through the identification of biomarkers (Ilyin et al., 2004).

Amin et al., (2004) have identified biomarkers of kidney damage induced by various nephrotoxins. Damage to specific areas of the kidney could be defined by the distinct expression profiles obtained, and there was a specific response to each toxin tested that allowed the elucidation of gene-based markers (Amin et al., 2004). Similarly, Harris et al., (2004) evaluated hepatic responses to various toxic challenges using microarrays and suggested that identification of biomarkers of exposure may be possible. Putative transcriptional markers of exposure to low-dose gamma radiation have also been identified using microarray analysis (Amundson et al., 2000). Determination of easily detectable markers of adverse responses is often required during the development of pharmaceutical drugs, where microarrays have also proven useful (Suter et al., 2004).

**Caveats and considerations.** Limitations of transcriptional profiling become apparent when factors associated with biological experiments are considered. For example, gene expression responses may differ considerably between species, and even in the case of housekeeping genes in different strains of the same species of model organism (Lee et al., 2002). The effects observed in cultured cells may differ greatly from that seen in whole organisms (or tissues or organs thereof). This point is well illustrated by a study comparing the transcriptome of primary liver cells to that of whole liver (Harris et al., 2004). After 24 hours, and as time in culture progressed, primary hepatocytes appeared to lose the expression of many genes normally strongly expressed in whole liver.
Common problems encountered during a microarray experiment include variability between printed arrays, and issues associated with RNA quality and labelling efficiency. Array quality is increasing as commercial companies fine-tune production techniques, and inter-array or inter-spot variability is usually only a problem with smaller print runs. Biological replicates should be utilised wherever possible, and technical replicates are often useful in determining non-biological variation in the resulting data. Considering the relative expense involved in purchasing arrays and the amount of time required for data analysis, cost can become a limiting factor when planning a microarray experiment.

Variation across different platforms and animal or cell models can be considerable, reducing the potential for inter-laboratory comparisons of microarray data. However, despite some degree of variation, a study using the same animal model in different laboratories with different microarray platforms resulted in the identification of gene expression changes associated with the same biological pathways (Ulrich et al., 2004). Further development in this area, particularly with respect to establishing uniform models and array technologies across institutions, may enable the development of a reliable system allowing the identification of novel toxins, and the prediction of toxicity of compounds such as new drugs.

Another point to consider is that gene expression (from gene to protein) is a complex process governed not only by transcription but also by many translational and post-translational events that cannot be measured using DNA arrays. In the context of molecular toxicology, this complexity has been acknowledged (Choudhuri, 2004) and must be taken into account when considering the biological significance of changing mRNA levels. It may be important to concurrently investigate protein quantity (or phosphorylation status) before definite conclusions can be drawn regarding the expression of particular genes.

### 1.4 Validation of microarray data

Ratification of microarray analysis is often achieved using alternative methods for mRNA quantification such as Northern blotting or quantitative reverse-transcription polymerase chain reaction. As a quantitative technique, qRT-PCR is considerably more sensitive than Northern blotting and has been employed in numerous studies as a
reliable means of validating microarray data (Ace and Okulicz, 2004; Rajeevan et al.,
2001).

Real-time monitoring of PCR reaction products can be achieved using a wide variety of
chemistries. One of the simplest is based on the detection of double-stranded DNA
dsDNA) using SYBR Green I (Schneeberger et al., 1995). SYBR Green I is an
intercalating dye that exhibits greatly increased fluorescence when bound to dsDNA,
and is therefore useful in detecting amplification products in a PCR reaction. The
drawback is that the resulting detection is not sequence-specific. This can be taken into
account by generating melt peaks derived from dissociation curves for each amplicon.
Because SYBR Green I exhibits little fluorescence when not bound to double-stranded
DNA, capturing fluorescence over time while increasing temperature will reveal the
melting temperature of the reaction products. Taking the negative first derivative of the
dissociation curves results in a graph showing melt peaks centred around the melting
temperature of the DNA duplex. A single peak will result if the PCR primers are
specific, while multiple peaks, each dependent on amplicon size and G+C content, will
result from non-specific amplification. This procedure allows the differentiation of
specific amplification products and co-amplified artifacts such as primer dimers (Ririe
et al., 1997). Provided primer specificity is high and the reaction is well optimised for
each targeted transcript, this is a powerful and economical technique for mRNA
quantification.

Further validation of microarray data can be achieved by investigating expression at the
level of protein, since post-transcriptional events play a large role in determining
whether a gene is truly expressed. Western blotting with specific antibodies can be used
to check both quantity and phosphorylation status of signalling proteins involved in
altered gene expression (Vrana et al., 2003).

1.5 Aim of the current study

The primary aim of the project was to determine the effects of cylindrospermopsin on
global gene expression in cultured human cell lines, in order to provide further insight
into the molecular processes underlying known mechanisms of CYN toxicity and to
discover new putative mechanisms.
1.6 Experimental approaches

Presented below is a flow diagram representing the experimental approaches used to address the aim of the project.

---

**Figure 1.3 Flowchart of experimental approaches.**
Chapter 2

Assessment of cylindrospermopsin toxicity in cultured human-derived cells

2.1 Introduction

At the commencement of this project, a comprehensive investigation of cylindrospermopsin (CYN) toxicity in human cell lines had not been reported, with existing literature focusing on toxicity in rodents and in primary rodent hepatocytes. It was therefore necessary to determine concentration-response relationships for endpoints relevant to cytotoxicity in a range of cultured human-derived cell types prior to investigating responses at the level of gene expression.

In cultured cells, cytotoxicity is variously defined using assays that measure membrane integrity, metabolic rate, proliferation, apoptosis, or cytoskeletal structure. Measuring different endpoints can result in wide variations in EC\textsubscript{50} values for a particular compound (Weyermann et al., 2005), suggesting that the best approach when investigating a toxin in a given model to utilise a variety of assays.

2.1.1 Tetrazolium reduction – MTT and MTS assays

This assay estimates cell number and viability relative to control cultures by measuring metabolic activity. The basis of the assay lies in the ability of cellular reductases to cleave the tetrazolium ring structure, resulting in the generation of formazan products and an associated change in the colour of the compound. The most commonly used tetrazolium compound is (3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyl tetrazolium
bromide (MTT). Reductase activity is related to cellular metabolic rate, such that the rate of reduction of tetrazolium to formazan products is proportional to metabolic activity in a cell population. Tetrazolium compounds can be reduced by complexes of the mitochondrial respiratory chain or cytosolic reductases—using succinate as an electron donor, MTT is reduced in mitochondria by a complex II enzyme, succinate dehydrogenase, and via an additional process involving cytochrome c (Slater et al., 1963), but if NADH and NADPH are used as electron donors, most MTT reduction occurs externally of mitochondria in soluble fractions of the cytoplasm (Berridge and Tan, 1993). Thus, MTT reduction can be seen as a general indicator of the amount of reduced electron carriers in the cell and hence provides a measure of metabolic activity in a cell population.

A simple colorimetric assay for MTT reduction facilitates the rapid measurement of cellular proliferation and cytotoxicity (Mosmann, 1983). In brief, the assay involves incubating cells in culture with MTT, which is converted in metabolically active cells from the native yellow compound to the insoluble, vivid blue MTT-formazan. An acidic reagent is added to solubilise the product, and the absorbance of light at the appropriate wavelength is then measured in a spectrophotometer. The assay is suitable for the simultaneous testing of many parameters and is easily performed in a 96-well culture plate. Alternative tetrazolium compounds that omit the need for a solubilisation reagent have been investigated in order to simplify the assay. One compound, 3-(4,5-dimethylthiazol-2-yl)-5-(3-carboxymethoxyphenyl)-2-(4-sulfophenyl)-2H-tetrazolium, inner salt (MTS), is converted to highly soluble formazan products and is more readily reduced than MTT in certain cell types (Cory et al., 1991). The use of MTS, combined with a suitable electron acceptor, simplifies the protocol by omitting the need for solubilisation procedures. A commercially available MTS reduction assay (Promega, 2003b) is employed in the present study as an indicator of the metabolic activity of cells in culture.

### 2.1.2 ATP assays

ATP assays provide an alternative method of assessing relative cell number or metabolic activity. In living cells, chemical energy is produced, stored and utilised in the form of phosphorylated nucleosides, primarily ATP. Disruption of metabolic
processes resulting in the depletion of ATP levels can result in catastrophic damage to cellular components and membranes, and subsequent cell death by necrosis.

In the present study, cellular ATP content is measured using the luciferase-luciferin bioluminescence assay (Higashi et al., 1985; Stanley, 1986). Firefly luciferase catalyses the ATP-dependent, chemiluminescent oxidation of luciferin (Kauzmann et al., 1949), with the amount of light emitted being linearly proportional to ATP concentration in a cell lysate.

### 2.1.3 Membrane integrity assays

Disruption of the plasma membrane is a common form of cellular damage resulting from exposure to cytotoxic agents, occurring primarily as a result of necrotic cell death, but also in the late stages of apoptosis. This is commonly measured by one of two methods. Dye exclusion analysis involves suspending cells in a dye-containing solution and counting cells under a microscope—cells that exclude the dye are considered viable, while non-viable cells with disrupted membranes appear with dye visible throughout the cytoplasm. An alternative method relies on the leakage of cytoplasmic enzymes that can be detected using specific assays.

When membrane integrity is compromised, cytoplasmic proteins are released into the surrounding medium. In this report, cylindropermopsin toxicity is assessed using a commercially available assay that measures lactate dehydrogenase (LDH) activity in culture media (Moravec, 1994). This assay is based on the methods of Decker and Lohmann-Matthes (Decker and Lohmann-Matthes, 1988), and Korzeniewski and Callewaert (Korzeniewski and Callewaert, 1983). In this assay, resazurin is reduced by NADH (in the presence of diaphorin) resulting from LDH-mediated oxidation of lactate to pyruvate, giving the fluorescent compound resorufin. After treatment with the compound of interest, fluorescence due to LDH activity is compared to that resulting from detergent-lysed control cultures.

### 2.1.4 Altered cytoskeletal morphology as an indicator of cytotoxicity

The cytoskeleton is composed primarily of two types of filamentous protein structures—actin microfilaments, also known as filamentous actin or F-actin, and
microtubules, which are made up of polymerised α- and β-tubulin heterodimers (Alberts et al., 2002). Some cell types also contain filamentous structural proteins known as intermediate filaments, an example of which is the keratin family. The dynamic assembly and disassembly of actin microfilaments and microtubules is essential for their correct function (Mitchison, 1995). Modulation of cytoskeletal dynamics, resulting in the alteration of cell shape, is a direct mechanism of action of many cytotoxic compounds, but also occurs as part of the widespread changes induced during cell death by apoptosis. Naturally-occurring toxins capable of directly interfering with actin cytoskeletal dynamics include phalloidin, which binds and stabilises filamentous actin, and cytochalasin, which prevents filament assembly (Cooper, 1987). Inhibitors of microtubule dynamics include the stabilising compound taxol (Schiff et al., 1979; Schiff and Horwitz, 1980), and various tubulin-binding compounds such as vinblastine and colchicine that prevent polymerisation (Owelen et al., 1972).

Apoptosis also induces cytoskeletal rearrangements. During apoptosis, proteolytic enzymes known as executioner caspases cleave a large number of substrates (reviewed by (Fischer et al., 2003), including cytoskeletal proteins such as β-actin, α-tubulin, filamin, various keratins, and β-spectrin. As a result, caspases directly induce the characteristic morphological changes associated with apoptosis. In culture, the early stages of apoptosis visible as ‘rounding up’, where adherent cells gradually adopt a rounded appearance, displaying reduced contact with the flask surface in the region of the cell periphery. As apoptosis progresses, cells become almost spherical and release membrane blebs prior to the complete fragmentation of the cell and detachment from the growth surface.

CYN has been shown to affect the morphology of CHO cells (Fessard and Bernard, 2003), and is a proposed modulator of microtubule assembly in human lymphoblastoid cells, increasing the frequency of aneuploidy (Humpage et al., 2000). It is not clear whether CYN directly affects the assembly or stability of filamentous actin or microtubules. In this chapter, cytoskeletal structure following CYN exposure was assessed to determine whether CYN is a direct inhibitor of cytoskeletal dynamics.
2.1.5 *Death by cylindrospermopsin: apoptosis or necrosis?*

Cell death occurs by one of two means—apoptosis, a highly regulated process often referred to as ‘programmed cell death’, or necrosis, an unregulated process resulting in disruption of the plasma membrane and leakage of cellular contents into the surrounding environment. In the body, apoptosis prevents inflammation by breaking cells down into small blebs that are rapidly engulfed by macrophages. Conversely, necrosis results in the release of all endogenous cellular material, including factors that induce extensive inflammation in surrounding tissue. Necrosis is widely regarded as a passive form of cell death resulting from the depletion of cellular adenosine triphosphate (ATP), and is often associated with toxic insult (Edinger and Thompson, 2004). Apoptosis, on the other hand, requires ATP and is tightly regulated, playing an important role in tissue remodelling during development, and cellular ‘suicide’ in response to exogenous signals such as tumour necrosis factor (TNF), or intracellular signals resulting from excessive damage to essential cellular components (e.g. DNA damage).

Early-stage apoptosis can be differentiated experimentally from necrosis and late-stage apoptosis by analysing membrane integrity—apoptotic cells retain membrane integrity until the late stages of the process, while membrane disruption is a hallmark of necrotic cell death. CYN induces LDH release in primary rodent hepatocytes within 24 h (Frosco et al., 2003; Humpage et al., 2005; Runnegar et al., 1994), suggesting necrotic cell death, while no increase in the number of necrotic cells was observed in human lymphoblastoid cells treated for 24 h with up to 10 µg/ml CYN (Humpage et al., 2000).

2.1.6 *Chapter aims and outcomes*

The primary objective of the project as a whole was to investigate altered gene expression in cultured human cells in response to cylindrospermopsin. To determine the most appropriate conditions for gene expression analyses, concentration-response relationships for various toxicological endpoints were established and are reported in the present chapter. CYN toxicity was determined in a range of human-derived cell types using well-established biochemical cytotoxicity tests, morphological indicators and apoptosis assays. Appropriate exposure conditions for subsequent investigations were defined.
2.2 Materials and Methods

2.2.1 Cell culture

Cells used in this investigation (Table 1) were obtained from the American Type Culture Collection (ATCC), except for primary human dermal fibroblasts, which were kindly provided by Emily Dunner of Dianne Watters’ laboratory (Griffith University). Late passage number Caco-2 and HepG2 cells were originally provided by Sarah Wilkins (Queensland Institute for Medical Research). HepG2 and Caco2 cells from ATCC were the gift of Ngari Tinkle (National Research Centre for Environmental Toxicology). All cell types were grown at 37°C under a 5% CO₂ humidified atmosphere in Dulbecco’s modified Eagle’s medium (DMEM, Gibco-Invitrogen), containing 4.5 g/L glucose, 42 µg/mL L-glutamine, 110 µg/mL sodium pyruvate, 4 µg/mL pyridoxine-HCl, and supplemented with 10% foetal bovine serum (Gibco-Invitrogen), 100 units/mL penicillin (Gibco-Invitrogen) and 100 µg/mL streptomycin (Gibco-Invitrogen). Antibiotics were omitted for toxin exposures.

<table>
<thead>
<tr>
<th>Designation</th>
<th>ATCC number</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>HDF</td>
<td>—</td>
<td>Human dermal fibroblasts (primary diploid fibroblasts from skin biopsy)</td>
</tr>
<tr>
<td>HepG2</td>
<td>HB-8065</td>
<td>Hepatocellular carcinoma</td>
</tr>
<tr>
<td>Caco-2</td>
<td>HTB-37</td>
<td>Colorectal adenocarcinoma</td>
</tr>
<tr>
<td>HeLa</td>
<td>CCL2</td>
<td>Cervical epithelial adenocarcinoma</td>
</tr>
</tbody>
</table>

Cells were routinely maintained as monolayers in 25 cm² tissue-culture flasks fitted with 0.22 µm filter caps. Sub-culturing was carried out every 2 to 4 days upon reaching 70-90% confluence. For cell sub-culturing, monolayers were rinsed twice with PBS and incubated at 37°C with 1 mL of pre-warmed trypsin/EDTA solution until cells had detached from the flask surface. Fresh medium (2 to 3 mL) was added and separation of cells was achieved by gentle pipetting up and down. The resulting suspension was
diluted in fresh medium at a ratio of 1:2 to 1:10 depending on the growth rate of the cell line.

### 2.2.2 MTS assays

For toxin treatments, cells were trypsinised, resuspended in antibiotics-free medium, counted using a haemocytometer and seeded into clear, tissue culture-specific 96-well plates. For HepG2, C3A, HeLa and Caco-2 cells, 5000 cells were seeded in triplicate in a total of 0.1 mL medium. For HDFs, cells were seeded at 2000 cells per well. To allow for background absorbance due to factors present in the growth medium, three wells per treatment group contained media only. After 24 h incubation, media were exchanged with fresh pre-warmed media containing cylindrospermopsin at the indicated concentrations, or with medium containing vehicle only (Milli-Q water [MQW]). All wells contained an equal volume of vehicle in order to allow for dilution of the media.

MTS reduction assays were conducted after 24, 48 or 72 h toxin exposure, essentially according to the manufacturer’s instructions (Promega, 2003b). Briefly, 10 µL of assay solution was added to each well and the plates incubated at 37°C, 5 % CO₂ for 1 to 3 h. Absorbance readings at 490 nm were measured using a standard plate reader (Molecular Devices). Mean background absorbance of the media-only wells was subtracted from absorbance readings for each well, and readings from toxin-treated wells were expressed as a percentage of those obtained from control wells.

### 2.2.3 LDH release assays

Cells were seeded into 96-well opaque black tissue culture-specific plates (Corning) and treated as described above (Section 2.2.2), except that an additional vehicle control was included to provide a ‘maximum LDH release’ control, where cells are artificially lysed with detergent solution. After 24, 48 or 72 h incubation with toxin dilutions, LDH activity in the media was determined using a fluorescent LDH release assay (Promega, 2003c) according to the manufacturer’s instructions. Briefly, plates were equilibrated to room temperature before adding 2 µL of lysis solution to one set of vehicle control wells. Following a short incubation (~1 min), 0.1 mL of assay reagent was added to each well and plate was incubated at room temperature (~22°C) for 10 mins on an orbital shaker at low speed. To stop the reaction, 50 µL of stop solution was added to
each well and mixed gently by shaking for 10 seconds by hand. Fluorescence was measured using 560 nm excitation and 590 nm emission filters in a Victor 2 plate reader (Wallac). LDH release was expressed as a percentage of fluorescence readings from detergent-lysed vehicle controls.

### 2.2.4 ATP assays

Cells were seeded into 96-well plates in a total of 0.1 mL medium as described in Section 2.2.2. Medium-only controls (no cells) and vehicle controls (cells treated with MQW) were included. Treatments were conducted as described in Section 2.2.3). After 24, 48 and 72 h, cellular ATP content was measured using a luminescent ATP assay (Promega, 2003a) essentially as described by the manufacturer, except that following cell lysis, the assay mixture was transferred to white, opaque, 96-well plates to facilitate the reading of luminescence. Plates were equilibrated to room temperature prior to adding a volume of freshly prepared assay reagent to each well equal to the volume of growth medium. After a short incubation (~2 mins) on an orbital shaker at low speed, the solution containing lysed cells and assay reagent was transferred to the wells of white, opaque 96-well plates. Luminescence was read for 1 second per well using a luminescence-capable plate reader (Wallac). ATP content was expressed as a percentage of vehicle controls.

### 2.2.5 Apoptosis assays

Cells were seeded at a density of 5x10^4 cells per well into the wells of standard 24-well plates containing 10 mm glass cover slips. After overnight growth, media were replaced with medium containing CYN or an equal volume of vehicle (MQW). Treatments were performed in duplicate, and at least three independent experiments were conducted for each condition. After incubation as indicated, media were removed and the cells fixed by incubating with cold methanol for 5 minutes at -20°C. Cover slips were then immersed in PBS for 10 mins, prior to staining with 1 nM 4',6-Diamidino-2-phenylindole (DAPI) for 5 mins. After two gentle washes with PBS, cover slips were mounted on standard glass slides.

Images were captured using a fluorescence microscope (Nikon) fitted with a CCD camera connected to a computer running V++ software (Digital Optics). At least ten
random fields were captured from each cover slip at 200X magnification, with representative images captured at 400X magnification. Nuclei showing chromatin condensation, pronounced shrinkage or fragmentation were scored as apoptotic, and rates of apoptosis were expressed as a percentage of total cells counted. At least 600 cells were counted for each experimental condition.

### 2.2.6 Determination of changes in cell morphology

Cells were seeded into the wells of standard 24-well plates (or 4-well miniature plates with equivalent volumes) containing glass cover slips (pre-sterilised by autoclaving), in a total of 0.5 mL growth medium. After 24 h growth, media were exchanged for fresh media containing toxin as indicated. Controls were treated with an equal volume of vehicle. After the indicated incubation times, cells were fixed and stained as follows.

**Filamentous actin staining using fluorescent phalloidin conjugates.** After treatment, cells on cover slips were rinsed three times with PBS and fixed with 4% paraformaldehyde in PBS for 30 mins. After three rinses with PBS, cover slips were incubated with 50 mM glycine in PBS for 10 mins, followed by 0.25 % Triton-X100 in PBS for 10 mins. After rinsing briefly three times with PBS, cover slips were incubated in the dark for 30 mins with 50 ng/mL FITC-conjugated phalloidin and 4 ng/mL DAPI in PBS. After washing twice with 0.1 % triton X-100 and three times in PBS, cover slips were mounted on standard glass slides. Visualisation and imaging were performed as described in section 2.2.6.

**Immunofluorescence staining of microtubules and actin filaments.** Cells were grown on glass cover slips and treated as described above in section 2.2.6. Following a brief rinse in PBS, cells were fixed and permeabilised in cold methanol at minus 20°C for 6 mins. Methanol was removed and the cover slips immersed in PBS for 10 mins at room temperature. Cover slips were then incubated for 1 h in blocking solution (5 % BSA and 1 % goat serum in PBS), followed incubated overnight at 4°C with polyclonal primary antibody (rabbit anti-tubulin [Sigma-Aldrich] or rabbit anti-actin [Sigma-Aldrich]) diluted 1:60 in blocking solution. Following three washes in PBS for 5 mins each wash, secondary antibody (anti-rabbit IgG conjugated to TRITC [Sigma-Aldrich]) diluted 1:100 in PBS containing 5 % BSA and 1 % goat serum was added and the cover slips incubated at room temperature for 1 h. Specificity was confirmed by omitting the
primary antibody in selected wells. Cover slips were rinsed three times in PBS and mounted on standard glass slides. Visualisation and imaging were performed as described above in section 2.2.6.

2.3 Results

2.3.1 CYN inhibits MTS reduction

As expected, cylindrospermopsin treatment inhibited MTS reduction in treated cell populations, indicating a relative decrease in cell number or general metabolic activity compared to controls. MTS reduction was inhibited in a dose-dependent manner in all cell lines tested after 24, 48 or 72 h exposure (Figure 2.1), with longer exposure times resulting in a greater inhibitory effect relative to controls.

In general, CYN concentrations above 1 µg/mL produced obvious inhibitory effects on MTS reduction after 24h, with an increased magnitude of inhibition apparent after longer exposures. The only primary cell type utilised in this study, human dermal fibroblasts (HDFs), showed a more pronounced separation of concentration-response curves for 24, 48 and 72 h than the transformed cell types, with the exception of HeLa cells which were also well-separated. HeLa cells appeared to be particularly susceptible to CYN after long exposure times. C3A cells responded in a similar fashion to HepG2, from which the C3A line is derived (data not shown).

The effect of CYN on MTS reduction in late passage number HepG2 and Caco-2 cells (greater than 50 passages) was compared with early passage number cells (between 3 and 15 passages) obtained from ATCC (Figure 2.1). HepG2 cells showed little difference between early and late passage number cells. Conversely, late passage number Caco-2 cells appeared to be less susceptible to CYN toxicity than early passage number cultures. This suggests that prolonged culturing may select for a subpopulation of Caco-2 cells that responds differently to early passage number cultures. This is consistent with reports of the apparent heterogeneity of the parent ATCC cell line that undergoes selection under various culture conditions (reviewed by Sambuy et al., 2005).
Figure 2.1 The effects of CYN on MTS reduction. Cells were treated for 24 h (−□−), 48 h (····), or 72 h (---○---), with 0, 0.1, 0.25, 0.5, 1 and 5 μg/mL cylindrospermopsin. Values are expressed as a percentage of MTS reduction in vehicle controls. Data points represent means ± SEM for three replicates, and are representative of at least two independent experiments. Non-linear regressions were performed using GraphPad Prism.

2.3.2 CYN treatment reduces ATP levels

Following exposure to CYN for 24, 48 or 72 h, ATP levels were determined for two cell lines, HepG2 and HeLa (Figure 2.2). Dose-response curves for ATP content were similar to those obtained for inhibition of MTS reduction, although relative ATP content after 24 h appeared slightly higher than corresponding measurements for MTS reduction. Similar to the MTS assay results, HeLa cells displayed steep dose-response curves after 48 and 72 h, which is likely to be associated with the induction of apoptosis.
in this cell line after these exposure times. Apoptosis is an ATP-dependent process that causes rapid depletion of intracellular ATP stores. In addition, the disruption of general metabolic activity by CYN, as suggested by the inhibitory effect on MTS reduction, is likely to cause a corresponding drop in ATP content. ATP levels were not investigated in the other cell lines used in this chapter.

Figure 2.2 Determination of ATP content in CYN-treated cells. Cells were treated for 24 h (—□—), 48 h (·····U····), or 72 h (---○---), with 0, 0.1, 0.25, 0.5, 1 and 5 µg/mL cylindrospermopsin, and ATP was measured using the luciferase-luciferin bioluminescence assay. Values are expressed as a percentage of control cultures. Data points represent means ± SEM for three replicates. Curves were fitted to the data using GraphPad Prism software (non-linear regression, sigmoidal dose-response curve).

2.3.3 CYN treatment does not induce rapid LDH release

CYN treatment did not induce LDH leakage from HepG2 and Caco-2 cells (late passage number), even after 72 h exposure to concentrations of up to 5 µg/mL (data not shown). In HDFs, some LDH leakage occurred after 72 h exposure to concentrations above 0.5 µg/ml CYN, with no activity detectable after 24 or 48 h (Figure 2.3). The rapid release of LDH reported in CYN-treated primary hepatocytes (Froscio et al., 2003; Humpage et al., 2005; Runnegar et al., 1994) may be indicative of cell death by necrosis, which does not appear to occur in the cell lines used in this study. LDH leakage from HDFs after 48 h or more may be attributable to membrane disruption during the final stages of apoptosis. Alternatively, HDFs in culture may undergo cell death by both necrosis and apoptosis in response to CYN.
2.3.4 **CYN induces apoptosis after prolonged exposure**

Apoptosis was assessed by examining DAPI-stained nuclei for chromatin condensation, fragmentation or pronounced shrinkage of the nucleus (Figure 2.4). It is important to note that this method detects only the late stages of apoptosis, and a more complete investigation could be achieved using a combination of more sensitive assays (caspase activity assays or TUNEL assays may be applicable). However, the method used in the present study did detect significant differences between rates of apoptosis in different cell lines used. It was apparent that HeLa cells underwent widespread apoptosis after 48-72 h exposure to 1 µg/mL CYN, with a significantly lesser proportion of apoptotic cells in HepG2 and HDF cultures under the same conditions (Figure 2.4B). There was no significant difference between rates of apoptosis in HDFs and HepG2 cells, which both required 72 h exposure for rates of apoptosis significantly different from controls.

2.3.5 **Changes in cellular morphology in response to CYN**

**HDFs.** Under high CYN concentrations (10 µg/mL), HDFs stained for actin filaments showed signs of rounding up after 24 h exposure which was more pronounced after 48 h (Figure 2.5C). After 72 h exposure to this concentration, only a few cells remained attached to the cover slips. Interestingly, the morphology of these remaining cells did not appear to be apoptotic, suggesting that apoptotic cells may have been washed from
Figure 2.4 Rates of apoptosis in CYN-treated cells. (A) Representative images of DAPI-stained nuclei following 72 h exposure to 1 µg/ml CYN. (B) Percentage of apoptotic nuclei following 48 or 72 h exposure to 1 µg/ml CYN. Error bars represent SEM for three independent experiments (n = 3). *p < 0.05, **p < 0.01, ***p < 0.001, n.s. – not significant, using Student’s t-test.
the surface of the cover slips during the staining procedure. Under more careful washing conditions and a lower CYN concentration (1 µg/mL), apoptotic morphology was apparent in approximately 25% of HDFs after 72 h (Figure 2.4).

Similarly, tubulin staining in CYN-treated HDFs did not reveal major changes to the number or appearance of microtubules compared to control cells (Figure 2.6). Cells that did not appear apoptotic after 72 h under 1 µg/mL CYN these conditions showed reduced attachment to the surface of the cover slips and rounding up. Microtubules appeared normal in these cells, indicating that CYN does not affect assembly or stability of actin filaments prior to the induction of apoptosis. This data indicates that CYN does not appear to be a direct inhibitor of microtubule stability or dynamics.

**Caco-2 cells.** Caco-2 cells (late passage number) treated with 5 µg/mL CYN also displayed signs of rounding up that increased with exposure time, although because of the tendency of this cell line to grow in tightly packed monolayers, this was less obvious than in HDFs. After 48 h there was an obvious reduction in cell number, with membrane blebbing apparent in some cells (Figure 2.5A). Cortical actin staining was reduced compared to controls, and intracellular junctions were less visible. After 72 h exposure to 5 µg/mL CYN, actin staining in cells remaining on the coverslips revealed rough, rounded edges and disorganised clumps of cells. Nevertheless, the apparent actin filament rearrangements seemed to associated with rounding up, implying that filamentous actin is not likely to be an early target of CYN toxicity in these cells. Tubulin staining was not conducted in Caco-2 cells.

**HepG2 cells.** HepG2 cells exposed to 5 µg/ml CYN and stained for actin using FITC-phalloidin did not appear to round up, even after 72 h exposure, with the exception of cells with apoptotic morphology (Figure 2.5B). Intense staining at cell cortices was retained in treated cells, but compared to controls the cells were irregularly shaped with rough edges. The nuclei of treated cells (5 µg/ml for 72 h) were either large and unusually shaped, or appeared apoptotic, with condensed chromatin or fragmented nuclei.

With the exception of apoptotic cells, tubulin staining was also similar to controls in cells exposed to 1 µg/ml CYN for 72 h (Figure 2.6), with microtubules radiating
throughout the cytoplasm and increased staining intensity around nuclei. The edges of cells were less defined than controls, indicating a degree of rounding up.

A feature of treated HepG2 cells that was not apparent in other cell types was the highly irregular size and shape of nuclei. After 72 h exposure to 1 µg/mL CYN, many nuclei appeared to be larger than control nuclei, and were misshapen.

**HeLa cells.** Anti-tubulin antibody staining of HeLa cells treated for 72 h with 1 µg/ml CYN showed that most cells were fully rounded up, with membrane blebbing and fragmentation consistent with typical apoptotic morphology (Figure 2.6). Cells that did not appear to be apoptotic retained relatively normal microtubule filaments but showed signs of rounding up. This response was similar to that observed in CYN-treated HDFs, Caco-2 and HepG2 cells, suggesting that microtubule filaments are not a primary target of CYN toxicity.
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Figure 2.5 Structure of the actin cytoskeleton in cells exposed to CYN. Representative images of Caco-2 cells (A), HepG2 cells (B) and HDFs (C) exposed to the indicated CYN concentrations for 24, 48 or 72 h. Actin was stained with FITC-conjugated phalloidin (shown in green), and DNA was stained with DAPI (blue). Controls were included to allow for any detrimental effects due to growth for 72 hours without changing media. Representative images are shown.

2.4 Discussion

The results presented in this chapter describe CYN toxicity in a variety of human-derived cell types. The use of multiple approaches reduced the possibility of under- or over-estimating cytotoxicity. For example, if LDH release was the only indicator used, CYN would not appear to be toxic at all in Caco-2 or HepG2 cells.

In terms of MTS reduction, all cell lines used in this study responded to CYN in a similar fashion, with concentrations between 0.5 and 5 µg/ml CYN resulting in strong inhibition of MTS reduction. Longer exposures produced steeper dose-response curves, consistent with reports of delayed cytotoxicity of CYN in animal studies (Hawkins et al., 1997; Metcalf et al., 2002). Due to the relatively low CYN concentration in stock solutions, it was not possible to achieve the high concentrations in media necessary for accurate calculation of EC50 values. Nevertheless, it appeared that CYN produced approximately similar concentration-response relationships in most of the cell types investigated, with the possible exception of HeLa cells. Interestingly, HeLa cells readily underwent apoptosis in response to CYN treatment, suggesting that the strong inhibitory effect of CYN on MTS reduction and ATP content after 48 hours or more may be an artefact of apoptotic cell death in this cell line.

In terms of proliferation, cell number was consistently reduced in CYN-treated cultures (data not shown), and it is likely that MTS reduction assays provided a good estimate of the anti-proliferative effects of CYN. However, tetrazolium reduction assays do not correlate well with other assays of cell proliferation under certain conditions (Marionnet et al., 1997). The use of alternative methods, such as measuring rates of DNA synthesis using radioactive nucleotides or bromodeoxyuracil incorporation, may provide more accurate estimates of the inhibition of cellular proliferation in CYN-treated cells.
Figure 2.6 **The effects of CYN on microtubule cytoskeletal structure.** Representative images of cells treated for 72 h with 1 µg/mL CYN. Microtubules were visualised using anti-tubulin primary antibody and TRITC-conjugated secondary antibody. DNA was stained with DAPI. CYN appears to affect microtubules only in cells undergoing apoptosis, with relatively normal appearance and distribution in non-apoptotic cells.
Cytoskeletal filaments do not appear to be early targets of CYN toxicity. An investigation of CYN toxicity in CHO-K1 cells reported that CYN treatment altered actin microfilament and microtubule cytoskeletal structure, but the authors acknowledged the possibility that the observed rounding up and blebbing may be associated with apoptosis (Fessard and Bernard, 2003). This is in agreement with the present study, where extended CYN exposures resulted in morphological changes consistent with apoptosis, but did not appear to directly affect the cytoskeleton. Although there were some structural differences between control and treated cells, actin filaments appeared to retain a relatively normal appearance. A common target of bacterial protein toxins is the Rho GTPase family of proteins that regulate the structure of the actin cytoskeleton (Aktories and Barbieri, 2005). For example, Clostridium difficile toxin B causes major reduction of cytoplasmic actin filaments after 1h of toxin treatment. An interaction with Rho is probably unlikely in the case of CYN, as actin cytoskeletal structure was relatively normal following long periods of exposure, except in cells displaying indicators of apoptosis. Rearrangement of the cytoskeleton (rounding up) was apparent after long exposures to 1 µg/mL CYN, or shorter exposures (24 h) under high CYN concentrations, but this was probably associated with the early stages of apoptosis.

Cells exposed to direct inhibitors of microtubule dynamics display markedly reduced cytoplasmic microtubule staining after only 2 h (Pisano et al., 2000). Clearly, CYN does not rapidly alter the number or distribution of microtubule filaments in the cell types used in the present study. Aneuploidy in cells exposed to CYN led researchers to suggest that kinetochore function may be inhibited in treated cells undergoing mitosis, and that this may be associated with protein synthesis inhibition by CYN (Humpage et al., 2000). The data presented here supports this hypothesis—any disruption of kinetochore fibres or other microtubule structures associated with the mitotic spindle is not likely to be directly attributable to CYN binding, since microtubule staining in treated cells appeared normal prior to the induction of apoptosis. Direct inhibitors of tubulin polymerisation are known to rapidly produce anomalous microtubule structure, detectable using immunofluorescent staining within 2 h (Pisano et al., 2000). In the case of CYN, downstream effects of protein synthesis inhibition may include reducing the tubulin pool, which may adversely affect the assembly of the mitotic spindle after long
exposures. Alternatively, cell division could be halted in response to CYN prior to mitosis, and indeed, prior to S phase—a recent report shows that depletion of centrosome proteins induces p53-dependent cell cycle arrest at G1 phase (Mikule et al., 2007). Although general protein synthesis inhibition is likely to reduce cell growth and thus affect numerous cell cycle control pathways, inhibition of centrosome protein synthesis may be contribute to growth arrest in response to CYN.

The primary reason for investigating toxicological endpoints in cultured cells was to determine appropriate conditions for the analysis of gene expression in response to CYN. Theoretically, optimal conditions would result in significant alteration of mRNA levels directly related to the mechanism of action of the toxin and would not produce non-specific effects related to processes such as with cell death by apoptosis. With this in mind, the general conditions chosen for subsequent studies consisted of a 24-hour exposure to 1 µg/mL CYN in culture media. This treatment regime does not appear to induce morphological changes associated with apoptosis in either HepG2 cells or HDFs, and does not compromise membrane integrity, but does have an observable effect on MTS reduction, particularly in HepG2 cells. After 48 or 72 hours, a CYN concentration of 1 µg/mL induces obvious apoptotic morphology, suggesting that events leading to apoptosis, such as CYN-mediated damage to macromolecules, may occur at earlier time points. If this is the case, it is reasonable to assume that damage sensing and signalling would result in measurable changes in the expression of genes involved in damage repair or other functions relevant to toxic mechanism. Higher CYN concentrations will be examined at earlier time points, e.g. 6 h exposure, in order to examine concentration-response relationships for various target genes.
Chapter 3

Gene expression profiling of cylindrospermopsin toxicity in vitro

3.1 Introduction

The modulation of inter- and intracellular cell signalling pathways in response to exogenous factors results in altered gene expression, often due to changes in the abundance or activation status of transcription factors. While protein levels are influenced by numerous parameters such as translational regulation and targeted proteolysis, measuring messenger RNA (mRNA) levels provides a widely accepted estimate of gene expression at the level of transcription, but also detects changes in transcript levels due to altered mRNA stability. In the current study, we aimed to gain insight into specific stress responses and damage repair pathways modulated following CYN exposure by determining relative mRNA levels using genome-wide microarray analysis.

While a number of putative mechanisms of CYN toxicity have been established, the underlying molecular interactions have yet to be determined. With respect to the chemical structure, the uracil component has suggested to researchers that an interaction with cellular nucleic acids or nucleic acid binding proteins may underlie CYN toxicity. Speculatively, binding or damage to ribosomal or messenger RNA may be the basis of CYN-mediated translational inhibition, while DNA damage in treated cells and tissues may also arise from an interaction involving the uracil component of CYN. Indeed the uracil moiety is essential for toxicity in vivo (Banker et al., 2001), suggesting an
important role in interactions with putative target molecules. Determining cellular responses to CYN at the level of gene expression may provide further insight into the nature of these interactions. Cells in culture have proven to be useful for gene expression studies in the field of toxicology, particularly for the investigation of mechanisms of toxicity.

The use of in vitro cell cultures in toxicology has increased steadily since its inception about 20 years ago (Zucco et al., 2004). Transformed cell lines offer a virtually unlimited supply of cells with a homogenous genetic background, giving consistent responses that can be useful for toxicological applications. Cell lines are routinely applied for such purposes as screening drug candidates for cytotoxicity, and investigating mechanisms of toxicity of known toxic compounds. It must be acknowledged that results of in vitro cell-based assays are often not representative of living tissue, particularly when transformed cell lines are used. On the other hand, cultured primary cells are highly differentiated and can mimic closely the metabolic state of their in vivo counterparts. Provided a given primary cell type is capable of proliferation in culture, it is inherently useful in toxicological investigations due to the fact that cell cycle control mechanisms are intact, as opposed to transformed cell lines which often lack one or more cell cycle checkpoints. Numerous studies of altered gene expression in toxin-exposed cells in culture have been published (Kim et al., 2006; Ricicki et al., 2006; Su et al., 2006; Zhou et al., 2005c). Cultured primary cells display altered expression compared to those occurring in the tissues of a living tissue, while gene expression patterns in transformed cell lines often bear little resemblance to the cell type from which they originate. Evaluating the in vitro toxicological properties of novel compounds therefore requires a comprehensive approach involving the use of multiple cell models and the thorough investigation of a range of toxicological endpoints.

Due to the enhanced toxicity of CYN in hepatocytes (Ohtani et al., 1992), we chose a liver carcinoma cell line, HepG2, as one of the model cell types for microarray experiments. HepG2 cells express a range of CYP450 family enzymes (Sassa et al., 1987), albeit at significantly lower levels than in primary hepatocytes (Rodriguez-Antona et al., 2002). A comparative study of basal gene expression in cultured human hepatocytes and HepG2 cells showed that 98% of the 867 genes expressed in primary
hepatocytes were also expressed in HepG2 cells, but that HepG2 expressed a further 920 genes that were not expressed in primary hepatocytes (Harris et al., 2004). Interestingly, this study also identified a number of genes that showed markedly reduced expression in primary hepatocytes compared to whole liver, but which were expressed at relatively high levels in HepG2 cells. These data suggest that neither primary hepatocytes nor HepG2 cells can accurately mimic gene expression in whole liver, but that many genes expressed in liver in vivo are also expressed by HepG2 cells. The expression of many non-hepatic genes in HepG2 cells could substantially alter responses to toxicants relative to primary hepatocytes, however, due to the wide use of this cell type in toxicology it was deemed suitable for use in the present study. Another concern was that transformed cells may not be capable of undergoing cell cycle arrest in response to CYN-mediated cellular damage. To compare expression profiles in HepG2 to an untransformed cell type, we chose primary human dermal fibroblasts due to their capacity for proliferative growth in culture conditions.

This chapter describes a high density microarray-based analysis of CYN-induced gene expression in cultured human-derived cells. This approach was undertaken with the view to identifying gene expression endpoints associated with specific stress response pathways modulated by CYN. The possible mechanisms underlying the induction or repression of these pathways are discussed.

_A note on gene and protein symbols used in this and subsequent chapters._ According to widely accepted guidelines published by the Human Gene Nomenclature Committee (Wain et al., 2002), human gene symbols should be represented by upper case italicised latin characters. This format is adhered to in the current thesis. Protein symbols are used according to convention, and in the case of capitalised symbols can be distinguished from the corresponding genes by the use of standard rather than italicised characters. For example, GADD45α protein is encoded by the GADD45α gene. Oncogenes are shown without the c- designation present in the corresponding protein, in adherence to published guidelines (Wain et al., 2002). For example, the JUN oncogene encodes the c-Jun protein. For messenger RNA transcripts, the term ‘mRNA’ is used in conjunction with either the gene or protein symbol. For example, ‘GADD45α mRNA’ or ‘mRNA for GADD45α’ are used interchangeably to describe mRNA transcribed from the GADD45α gene.
3.2 Materials and Methods

3.2.1 Experimental Design

For hybridisation of labelled cDNAs to microarrays, a ‘reference RNA’ design was used (Figure 3.1), in which all samples (treated and control) were labelled with Cy3 and co-hybridised with a common reference pool labelled with Cy5. Toxin treatments were conducted for 6 h and 24 h, and expression ratios were obtained by dividing the signal intensities at each time point by the corresponding intensities at ‘time 0’. Three separate treatments, RNA isolations, labelling reactions and array hybridisations were performed for each time point.

Because CYN toxicity in HepG2 and HDF cells appeared to require a considerable length of time (Section 2.3.1), more importance was placed on the 24 h time point compared with the 6 h time point. Apoptosis did not occur at significant rates until 72 h exposure to the same CYN concentration used here (1 μg/mL; see Section 2.3.4 and Figure 2.4B), so that gene expression changes after 24 h treatment are not likely to be erratic, as may be expected during apoptosis. With this in mind, the ‘time 0’ samples used here were actually vehicle controls (1 % MQW) for the 24 h time point. While this may detract from the validity of changes detected after 6 h, it also strengthens the robustness of data for the 24 h time point, since a conventional time course would not use a vehicle control. The analysis is presented as a time course because the effects of 1 % sterile MQW on gene expression are likely to be negligible compared to the effect of 1 μg/mL CYN. This approach was utilised to reduce the total number of arrays required for the experiment, while maintaining the ability to investigate changes in expression at a relatively early time point (6 h treatment). For real-time quantitative RT-PCR validation of relative mRNA levels (see section 3.3.6), vehicle controls for the 6 h treatments were utilised, ensuring that the changes observed at this time were real.
Figure 3.1 Experimental design for microarray hybridisations. Three separate treatments were performed for each exposure. Total RNA was isolated from each treatment and labelled with Cy3 during amplification. Amplified and labelled complementary RNA was co-hybridised to the microarrays with Cy5-labelled reference RNA. Expression ratios for samples from 6 h and 24 h exposures were calculated relative to ‘time 0’ samples.

3.2.2 Cylindrospermopsin

Purified cylindrospermopsin, quantified and qualitatively assessed using methods described previously (Norris et al., 2001), was the kind gift of Dr. Wasa Wickramasinghe (National Research Centre for Environmental Toxicology, Australia). CYN was dissolved in MQW and filtered through 0.22 μm filters (Pall Life Sciences) prior to use.
3.2.3 Cell culture and treatments

Human dermal fibroblasts (HDFs), originally sourced from a healthy donor in a clinical setting (Dr Nick Saunders, Centre for Immunology and Cancer Research, University of Queensland, Princess Alexandra Hospital), were the kind gift of Dr. Diane Watters (Griffith University, Australia). HepG2 liver carcinoma cells (ATCC HB-8065) were provided by Dr. Sarah Wilkins (Queensland Institute of Medical Research, Australia). Cells were maintained at 37°C under a 5% CO₂ humidified atmosphere in Dulbecco’s modification of Eagle’s medium (DMEM, Gibco-Invitrogen) supplemented with 42 µg/ml L-glutamine, 110 µg/ml sodium pyruvate, 4 µg/ml pyridoxine-HCl, 10% foetal bovine serum (Gibco-Invitrogen), 100 units/ml penicillin and 100 µg/ml streptomycin (Gibco-Invitrogen).

Cells were seeded into six-well plates and grown until ~50-60% confluence. Culture media were exchanged with fresh media 24 hours prior to treatment. For toxin exposures, CYN stock solution was added directly to the media to give a final concentration 1 µg/ml (~2.4 µM). Vehicle controls were exposed to a volume of MQW in growth media equal to the volume of CYN stock solution used for toxin treatments. Three separate treatments were performed for each condition.

3.2.4 RNA isolation

Following the indicated exposure times, the culture medium was aspirated and cell monolayers were rinsed twice with sterile PBS at room temperature. Cells were lysed in situ by scraping into 350 µl of lysis buffer supplied with the RNeasy kit (Qiagen) containing 1% β-mercaptoethanol (Sigma-Aldrich), and the lysates homogenised using Qiagen shredder columns. Total RNA was isolated using RNeasy mini columns (Qiagen) according to the manufacturer’s protocol. The optional on-column DNase treatment was included. RNA was eluted with 55 µl of RNase-free water (Qiagen). Eluates were passed through the columns a second time to enhance yield.

Quantitative and qualitative analyses of RNA were achieved by capillary electrophoresis using an Agilent 2100 Bioanalyzer with the RNA 6000 chip as described by the manufacturer (see Appendix 3 for a summary of Bioanalyzer results). Absorbance of UV light at 260 nm and 280 nm was used to estimate protein
contamination. RNA was considered to be of acceptable quality if the $A_{260}/A_{280}$ ratio was above 1.9, the 28S rRNA/18S rRNA ratio was 2.0 and the RNA Integrity Number (RIN; Agilent Bioanalyzer 2100 Expert software release B.02.02) was 9.9 or above.

### 3.2.5 RNA amplification and labelling

A reference pool of RNA was obtained by mixing equal proportions of all samples used in the array experiments (HepG2 and HDF total RNA from ‘0 h’, 6 h and 24 h). RNA amplifications were carried out using the Superscript Indirect RNA Amplification System (Invitrogen). Briefly, reference total RNA (1 µg), HepG2 total RNA (1 µg), and HDF total RNA (400 ng) were reverse transcribed using an oligo-dT$_{24}$-T7 primer and Superscript III (Invitrogen). Second-strand cDNA synthesis, followed by RNA amplification by *in vitro* transcription, was carried out in the presence of amino-allyl UTP according to the manufacturer’s protocol (Invitrogen).

Five micrograms of each cRNA was labelled with amino-allyl reactive Cy5 (reference RNA) or Cy3 (sample RNA) according to the manufacturer’s protocol (Amersham). Free amino-allyl groups were blocked with the addition of hydroxylamine as recommended by the manufacturer’s protocol (Amersham). Equal amounts of labelled sample RNA and reference RNA were mixed and purified using MEGAclear spin columns (Ambion). After concentrating the purified labelled RNA to < 8 µl in a centrifugal vacuum concentrator (Eppendorf), the volume was restored to 8 µl with MQW. RNA was fragmented prior to hybridisation by adding 2 µl of a buffer containing 0.5 M potassium acetate, 0.15 M magnesium acetate and 0.2 M tris-acetate pH 8.1, and heating to 95°C for 20 minutes. Fragmentation was stopped by cooling on ice and adding EDTA to a final concentration of 5 mM.

### 3.2.6 Microarray hybridisation

Compugen Human 19K oligonucleotide arrays (SRC Microarray Facility, University of Queensland) were blocked in a solution containing 2X SSC (Sigma-Aldrich), 0.1 % SDS (Sigma-Aldrich), and 0.1 % molecular biology grade BSA (Sigma-Aldrich). The blocking solution was filtered through a 0.22 µm pore-size syringe filter and heated to 55°C prior to immersing the slides and allowing the solution to cool to room temperature for 30 min. The slides were rinsed briefly in MQW and dried by
centrifugation. Labelled RNAs were heated to 95°C for 5 min in a solution containing 8X SSC (Sigma-Aldrich), 1 % SDS (Sigma-Aldrich), and 50 % deionised formamide (Sigma-Aldrich) in a total volume of 40 μl, and cooled to 42°C in a water bath prior to placing the mixture on the microarrays and positioning coverslips. Hybridisation was performed overnight in sealed, humidified chambers immersed in a water bath at 42°C. Slides were washed for 15 minutes in 0.2X SSC, 0.2% SDS, rinsed twice in 0.2X SSC and dried by centrifugation. Microarray images were acquired using the GenePix 4000B scanner (Axon), using prescanning to determine optimum photomultiplier settings. Spot detection, grid alignment and spot quality flagging was performed using GenePix Pro 6.0 (Axon).

3.2.7 Microarray data analysis

Data normalisations, statistical analyses and clustering were carried out in GeneSpring versions 7.1 and 7.2 (Agilent). GeneSpring Viewer 5.2 (Agilent) was utilised for Gene Ontology Browser analyses and for manual selection of gene lists for further study.

Normalisation strategy. Data normalisation consisted of a LOWESS adjustment followed by dividing intensity data for each feature in all samples by the corresponding data in the control samples (time zero). These procedures were performed using GeneSpring 7.1 (Agilent – Silicon Genetics). For the LOWESS adjustment, 20% of the data to calculate the fit at each point. Specific samples were then normalised to one another: HDF samples from all time points were normalised against the median of the control HDF samples from ‘time 0’. Similarly, HepG2 samples from all time points were normalised against the median of the HepG2 control samples from ‘time 0’. Each measurement for each gene in all specific samples was divided by the median of that gene's measurements in the corresponding control samples.

Statistical analyses. Principal components analysis (PCA) was carried out using GeneSpring 7.1 (Agilent) on the complete set of all samples from both cell lines and all genes represented on the arrays.

Prior to performing further statistical analyses, data sets were filtered to reduce the list of genes represented on the arrays to a list of genes with signal intensities above mean background levels on the arrays. The filtering strategy omitted genes flagged as absent
in more than six out of the nine samples for each cell type, and accepted genes with signal intensities above background levels in at least three of the nine samples. This procedure was carried out separately for each cell type.

Significant changes in transcript level over the time course were found by analysing filtered data using one-way Welch parametric ANOVA testing (variances not assumed equal) with a $p$-value cut-off of 0.05. Multiple testing corrections, utilising the Benjamini and Hochberg False Discovery Rate, were included in the analysis.

**Hierarchical clustering.** Hierarchical clustering was carried out in GeneSpring using the Pearson correlation coefficient. Data sets representing genes with significant changes in mRNA levels ($p < 0.05$) over time in both cell lines, HDFs only, or HepG2 cells only, were used to construct three separate dendrograms. Clusters displaying distinct gene expression profiles were selected by hand.

**Functional analysis of selected gene lists.** Lists of genes of interest were created by various methods such as filtering for significant or large changes, selecting by hand from scatterplots or gene trees, or selecting groups of genes classified through the application of clustering algorithms. These gene lists could then be analysed for overlap with lists of genes involved in biological pathways. The degree of overlap was measured using a variety of techniques. The Gene Ontology (GO) Browser, a component of GeneSpring GX (Agilent) software, was used to search for GO terms with functional associations assigned by the Gene Ontology Consortium (Ashburner et al., 2000) that were over-represented in gene lists. The DAVID 2006 package (Dennis et al., 2003) was used for detecting the occurrence of genes involved in biological pathways and cell signalling. Gene lists were also analysed manually for the presence of genes known to be involved in pathways with potential implications in CYN toxicology, such as DNA damage responses and stress-related signalling pathways.

### 3.2.8 Validation by qRT-PCR

Relative transcript levels were confirmed for selected genes using SYBR green I quantitative RT-PCR. Total RNA (0.5 µg to 2 µg) was used as a template for DNA synthesis using reverse transcriptase (Fermentas), primed with an anchored oligo-dT primer with the sequence dT$_{29}$-VN (Geneworks). For genes of interest, PCR primers
(Appendix 1) were designed using Primer3 software (Rozen and Skaletsky, 2000) and checked for specificity against the human genome using BLAST (Altschul et al., 1990). Amplicons were designed to be between 80 and 200 base pairs in length to ensure high amplification efficiency and were checked for secondary structure using Mfold (Zuker, 2003). Efficiencies of each primer pair were calculated by plotting cycle takeoff ($C_T$) values resulting from serial ten-fold dilutions of cDNA or specific products against the dilution factor (an automated feature present in the Bio-Rad iQ control software). PCR reactions (25 μl) contained 0.4 μM each primer (Geneworks), 0.5 U HotMaster Taq polymerase (Eppendorf), 1X HotMaster Taq buffer (Eppendorf), 0.25 mM each dNTP (Fermentas), 0.5 mg/ml BSA (Sigma-Aldrich), 5% glycerol (BDH), 10 nM fluorescein (Sigma-Aldrich), 1/40,000 SYBR Green I (Invitrogen - Molecular Probes), 2.5% molecular biology grade DMSO (Sigma-Aldrich) and 5 μl of a 1/50 dilution of cDNA. Reactions were performed in a Bio-Rad iCycler fitted with the iQ real-time detection unit. A two-step thermal cycling protocol was used, with a combined annealing and extension step of 60 seconds at 60°C and denaturation for 15 seconds at 95°C, for 40 to 50 cycles. Fluorescence intensity data were captured at the end of the annealing/extension step. Dissociation curves confirmed the presence of specific PCR products for each primer pair.

Transcript levels in treated samples were calculated relative to vehicle controls for the same exposure times and normalised to relative GAPDH mRNA levels. Data processing and statistical analyses were performed with the aid of the Relative Expression Software Tool (REST) (Pfaffl et al., 2002). This software employs a modified version of the ΔΔ$C_T$ method (Livak and Schmittgen, 2001), taking into account differences in PCR efficiency between primer pairs.

3.3 Results

3.3.1 Microarray analysis reveals expression patterns relevant to CYN toxicity

3.3.1.1 Principal components analysis clearly separates samples

Principal components analysis clearly separates samples. Principal components analysis (PCA) of all data, performed on all data prior to any processing or filtering, resulted in
the clear separation of each set of triplicate samples (each sample representing the data from single microarray). Visualising the results on a three-dimensional graph, where the axes represent the three principal eigenvectors (Figure 3.2), it appears that the main contributions to variance in the data are associated with time of exposure (component 1, 33.86 % of the variance) and cell type (component 2, 15.99 % variance).

![Figure 3.2](image)

**Figure 3.2** Principal components analysis of variance in the data sets. Each coloured dot represents data from a single microarray (Yellow dots = HDF; Red dots = HepG2).

### 3.3.1.2 CYN induces a greater degree of variation in HDFs compared to HepG2 cells

Initial data processing consisted of filtering a list of all genes represented on the arrays according to the presence of signal intensities higher than the background in at least three of the nine arrays performed for each cell type. This gives an estimate of the number of transcripts present in samples from each cell type over the time course, which, if factors such as mRNA stability are ignored, equates to the number of genes
expressed in each cell type under the experimental conditions used in this study. Of the 18,692 genes represented on the arrays, HDF cells expressed 4,911 genes and HepG2 cells expressed 5,126 genes. To facilitate comparison between the two cell types, these lists were combined to give a list of 5,909 genes that were expressed in either cell line over the course of the experiment. Analysis of significant changes in expression over time in either cell line by one-way ANOVA \((p < 0.05\); with the Benjamini and Hochberg multiple testing correction) resulted in a list of 1,856 genes. Using the same procedure for each cell type separately, relative transcript levels for 1,454 genes changed significantly over time in HDFs, compared with 458 in HepG2 cells.

The number of transcripts changing in relative abundance by an arbitrary value of 2-fold or more differed markedly between the two cell types over time (Table 3.1). After 6 hours the apparent variation in HepG2 cells was greater than in HDFs, while after 24 hours a greater number of transcripts changed by more than 2-fold in the HDFs compared to HepG2 cells. This represents only large changes and disregards significant changes below 2-fold, but the general trend of the data suggests a more pronounced overall response by the HDFs over time compared to HepG2 cells.

Table 3.1 Overview of large changes in relative mRNA transcript levels in response to CYN.

<table>
<thead>
<tr>
<th></th>
<th>6 hours</th>
<th></th>
<th>24 hours</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Up 2-fold</td>
<td>Down 2-fold</td>
<td>Up 2-fold</td>
</tr>
<tr>
<td>HDF</td>
<td>6</td>
<td>13</td>
<td>353</td>
</tr>
<tr>
<td>HepG2</td>
<td>12</td>
<td>59</td>
<td>105</td>
</tr>
</tbody>
</table>

3.3.1.3. Functional analysis of clusters identifies gene expression associated with well-described biological pathways

Hierarchical clustering is a convenient method of classifying differentially expressed genes according to their expression profiles. The method consists of two steps: calculation of a similarity matrix using a defined correlation coefficient, followed by the generation of a dendrogram using a clustering algorithm (Eisen et al., 1998). The length of each branch in the dendrogram represents the similarity between genes or clusters.
Hierarchical clustering of expression profiles in both cell types over time, using the Pearson correlation, results in a clear overall separation into two main groups according to a general trend of up- or down-regulation over 24 hours (Figure 3.3A). Lists of genes present in each of these two major groups were generated, and Gene Ontology (GO) functional categories over-represented in each list were determined using the GO Browser tool (in GeneSpring Viewer). This tool enables the statistical comparison of a given gene list with lists of genes present in one of the three GO categories—biological process, cellular component (i.e. location of the product), or molecular function (Ashburner et al., 2000). Genes listed in the tables in figure 3.3A are limited to those present in the biological process category with a \( p \)-value less than 0.001. Genes present in cluster I (figure 3.3A; negatively regulated over the time course in both cell types) have markedly different functional associations than those found in cluster II (the group of positively regulated genes). Disregarding the broad level categories of ‘physiological process’, ‘cellular physiological process’, ‘metabolism’, ‘cellular metabolism’ and ‘macromolecule metabolism’, it appears that cluster I and cluster II are associated with distinct categories of genes. Genes associated with nucleic acid metabolism, RNA processing, and cell death via apoptosis are over-represented in cluster II (generally up-regulated), while cluster I (the down-regulated group) contains numerous categories involving protein transport and amino acid metabolism, as well as a list of 24 genes classified as having a function in protein folding.

Hierarchical clustering of data from each cell type separately provides a more detailed analysis of co-ordinately regulated gene expression following CYN exposure, and reveals some important differences between the two cell types. As with the combined analysis of both cell types described above, clusters of genes changing in HDFs (Figure 3.3B) were analysed for the presence of functional categories using the GO Browser, using a \( p \)-value limit of 0.001. Cluster I contained no significantly over-represented categories according to this limit. Genes in cluster II, unchanged or slightly downregulated after 6 h, and up-regulated after 24 h, were associated with the positive regulation of cell proliferation and the induction of apoptosis. Cluster III, up-regulated over time, contained genes involved in RNA metabolism and processing, in particular mRNA processing and splicing. Cluster IV, up-regulated after 6 h but generally unchanged after 24 h, did not contain significant associations according to the \( p \)-value
Cluster V, generally up-regulated over time, contained genes associated with RNA metabolism and processing, particularly ribosomal RNA processing. Genes in cluster VI, down-regulated over time, were associated with amino acid metabolism and biosynthesis, as well as transfer RNA aminoacylation. Cluster VII, up-regulated after 6 h and down-regulated after 24 h, contained genes involved with lipid biosynthesis. Genes in cluster VIII, unchanged or slightly down-regulated after 6 h and down-regulated after 24 h, were associated with carbohydrate metabolism. Cluster IX, up-regulated after 6 h and down-regulated after 24 h, were associated with microtubule polymerisation and microtubule-based transport.

In the case of HepG2 cells, the same analysis resulted in few significant functional associations (Figure 3.3C). This was probably due to the fact that relatively few transcripts changed significantly in abundance over time (458 genes, compared to 1,454 in HDFs), such that each cluster chosen for analysis contained fewer genes for the statistical analyses employed in the GO Browser software. To increase the number of functional associations displayed, the \( p \)-value cutoff for HepG2 cells was raised to 0.005. Genes present in cluster I, up-regulated slightly after 6 h and down-regulated after 24 h, were associated with nitrogen compound metabolism and amine metabolism. Cluster II, down-regulated slightly or unchanged after 6 h, and down-regulated after 24 h, contained genes associated with a diverse range of activities, including alcohol metabolism, lipid biosynthesis, sterol biosynthesis, DNA replication, cholesterol biosynthesis and Golgi vesicle transport. Cluster III, down-regulated over time, did not display any significant associations. Cluster IV, down-regulated after 6 h and up-regulated after 24 h, was associated with metal ion homeostasis. Clusters V and VI did not display significant associations according to the \( p \)-value limit. Cluster VII, up-regulated over time, was associated with RNA processing and metabolism, and protein biosynthesis.

These findings reveal a number of important differences between the responses of the two cell types used in this study. CYN did not appear to induce apoptosis-related gene expression in HepG2 cells, while in HDFs a number of genes involved in apoptosis were significantly up-regulated after 24 h. HepG2 cells showed a down-regulation after 6 h, and an induction after 24 h, of genes involved with metal ion homeostasis, while HDF cells did not. In HDFs, genes associated with microtubule polymerisation and
movement were induced after 6 h and down-regulated after 24 h, while in HepG2 cells this did not appear to occur. HDFs also showed a reduction in the expression of genes for carbohydrate metabolism which was not apparent in HepG2 cells.

Conversely, a number of responses were similar in both cell types. In particular, the increased expression of genes involved with RNA metabolism occurred over time in both cell types. After 24 h, genes associated with lipid metabolism were down-regulated similarly, as well as some genes involved with amine metabolism. The down-regulation of genes associated with amino acid metabolism in HepG2 cells was not apparent in this analysis, but it is likely that genes for this function are included in the ‘amine metabolism’ category.
<table>
<thead>
<tr>
<th>Category</th>
<th>Genes in List in Category</th>
<th>% of Genes in List in Category</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO:7582: physiological process</td>
<td>521</td>
<td>75.62</td>
<td>0.000235</td>
</tr>
<tr>
<td>GO:50875: cellular physiological process</td>
<td>470</td>
<td>68.21</td>
<td>0.000484</td>
</tr>
<tr>
<td>GO:8152: metabolism</td>
<td>369</td>
<td>53.56</td>
<td>4.34E-05</td>
</tr>
<tr>
<td>GO:44237: cellular metabolism</td>
<td>346</td>
<td>50.22</td>
<td>0.000129</td>
</tr>
<tr>
<td>GO:44238: primary metabolism</td>
<td>327</td>
<td>47.46</td>
<td>0.000962</td>
</tr>
<tr>
<td>GO:43170: macromolecule metabolism</td>
<td>227</td>
<td>32.95</td>
<td>6.20E-06</td>
</tr>
<tr>
<td>GO:9058: biosynthesis</td>
<td>79</td>
<td>11.47</td>
<td>0.00024</td>
</tr>
<tr>
<td>GO:6082: organic acid metabolism</td>
<td>44</td>
<td>6.386</td>
<td>2.47E-05</td>
</tr>
<tr>
<td>GO:19752: carboxylic acid metabolism</td>
<td>43</td>
<td>6.241</td>
<td>4.65E-05</td>
</tr>
<tr>
<td>GO:8104: protein localization</td>
<td>41</td>
<td>5.951</td>
<td>6.00E-08</td>
</tr>
<tr>
<td>GO:45184: establishment of protein localization</td>
<td>41</td>
<td>5.951</td>
<td>0.000483</td>
</tr>
<tr>
<td>GO:15031: protein transport</td>
<td>40</td>
<td>5.806</td>
<td>0.000441</td>
</tr>
<tr>
<td>GO:6807: nitrogen compound metabolism</td>
<td>39</td>
<td>5.66</td>
<td>5.45E-06</td>
</tr>
<tr>
<td>GO:9308: amine metabolism</td>
<td>38</td>
<td>5.515</td>
<td>2.96E-06</td>
</tr>
<tr>
<td>GO:6519: amino acid and derivative metabolism</td>
<td>32</td>
<td>4.644</td>
<td>1.74E-05</td>
</tr>
<tr>
<td>GO:44262: cellular carbohydrate metabolism</td>
<td>30</td>
<td>4.354</td>
<td>5.13E-05</td>
</tr>
<tr>
<td>GO:6520: amino acid metabolism</td>
<td>29</td>
<td>4.209</td>
<td>1.25E-05</td>
</tr>
<tr>
<td>GO:6066: alcohol metabolism</td>
<td>26</td>
<td>3.774</td>
<td>9.38E-05</td>
</tr>
<tr>
<td>GO:6457: protein folding</td>
<td>24</td>
<td>3.483</td>
<td>3.33E-05</td>
</tr>
<tr>
<td>GO:6036: glucose metabolism</td>
<td>13</td>
<td>3.157</td>
<td>1.93E-05</td>
</tr>
<tr>
<td>GO:9309: amine biosynthesis</td>
<td>12</td>
<td>2.742</td>
<td>0.000219</td>
</tr>
<tr>
<td>GO:44271: nitrogen compound biosynthesis</td>
<td>12</td>
<td>2.742</td>
<td>0.000219</td>
</tr>
<tr>
<td>GO:8652: amino acid biosynthesis</td>
<td>11</td>
<td>2.591</td>
<td>2.71E-05</td>
</tr>
<tr>
<td>GO:9069: serine family amino acid metabolism</td>
<td>7</td>
<td>1.016</td>
<td>0.000791</td>
</tr>
<tr>
<td>GO:50875: cellular physiological process</td>
<td>484</td>
<td>71.7</td>
<td>7.36E-08</td>
</tr>
<tr>
<td>GO:8152: metabolism</td>
<td>389</td>
<td>57.63</td>
<td>6.37E-10</td>
</tr>
<tr>
<td>GO:44237: cellular metabolism</td>
<td>380</td>
<td>56.3</td>
<td>3.03E-12</td>
</tr>
<tr>
<td>GO:44238: primary metabolism</td>
<td>365</td>
<td>54.07</td>
<td>1.75E-11</td>
</tr>
<tr>
<td>GO:43170: macromolecule metabolism</td>
<td>256</td>
<td>37.93</td>
<td>2.99E-13</td>
</tr>
<tr>
<td>GO:43283: biopolymer metabolism</td>
<td>186</td>
<td>27.56</td>
<td>6.18E-10</td>
</tr>
<tr>
<td>GO:19538: protein metabolism</td>
<td>167</td>
<td>24.74</td>
<td>1.26E-06</td>
</tr>
<tr>
<td>GO:44260: cellular macromolecule metabolism</td>
<td>165</td>
<td>24.44</td>
<td>3.96E-06</td>
</tr>
<tr>
<td>GO:44267: cellular protein metabolism</td>
<td>164</td>
<td>24.3</td>
<td>2.07E-06</td>
</tr>
<tr>
<td>GO:6139: nucleobase, nucleoside, nucleotide and nucleic acid metabolism</td>
<td>201</td>
<td>29.78</td>
<td>9.59E-11</td>
</tr>
<tr>
<td>GO:9058: biosynthesis</td>
<td>81</td>
<td>12</td>
<td>4.26E-05</td>
</tr>
<tr>
<td>GO:44249: cellular biosynthesis</td>
<td>76</td>
<td>11.26</td>
<td>8.81E-06</td>
</tr>
<tr>
<td>GO:9059: macromolecule biosynthesis</td>
<td>57</td>
<td>8.444</td>
<td>2.81E-07</td>
</tr>
<tr>
<td>GO:6412: protein biosynthesis</td>
<td>55</td>
<td>8.148</td>
<td>1.71E-08</td>
</tr>
<tr>
<td>GO:16070: RNA metabolism</td>
<td>67</td>
<td>9.926</td>
<td>1.44E-16</td>
</tr>
<tr>
<td>GO:16265: death</td>
<td>45</td>
<td>6.667</td>
<td>0.000268</td>
</tr>
<tr>
<td>GO:8219: cell death</td>
<td>45</td>
<td>6.667</td>
<td>0.000218</td>
</tr>
<tr>
<td>GO:19755: apoptosis</td>
<td>45</td>
<td>6.667</td>
<td>6.02E-05</td>
</tr>
<tr>
<td>GO:43037: translation</td>
<td>23</td>
<td>3.407</td>
<td>1.23E-05</td>
</tr>
<tr>
<td>GO:6396: RNA processing</td>
<td>58</td>
<td>8.593</td>
<td>1.42E-15</td>
</tr>
<tr>
<td>GO:6397: mRNA processing</td>
<td>23</td>
<td>3.407</td>
<td>0.000946</td>
</tr>
<tr>
<td>GO:6399: rRNA metabolism</td>
<td>16</td>
<td>2.37</td>
<td>1.40E-06</td>
</tr>
<tr>
<td>GO:8380: RNA splicing</td>
<td>25</td>
<td>3.704</td>
<td>1.58E-05</td>
</tr>
<tr>
<td>GO:6413: translational initiation</td>
<td>11</td>
<td>1.63</td>
<td>0.000132</td>
</tr>
<tr>
<td>GO:398: nuclear mRNA splicing, via spliceosome</td>
<td>20</td>
<td>2.963</td>
<td>0.000218</td>
</tr>
<tr>
<td>GO:7028: cytoplasm organization and biogenesis</td>
<td>16</td>
<td>2.37</td>
<td>5.10E-06</td>
</tr>
<tr>
<td>GO:42254: ribosome biogenesis and assembly</td>
<td>16</td>
<td>2.37</td>
<td>3.51E-09</td>
</tr>
<tr>
<td>GO:6364: rRNA processing</td>
<td>13</td>
<td>1.926</td>
<td>1.01E-08</td>
</tr>
<tr>
<td>GO:16072: rRNA metabolism</td>
<td>14</td>
<td>2.074</td>
<td>1.37E-09</td>
</tr>
<tr>
<td>GO:8033: IRNA processing</td>
<td>10</td>
<td>1.481</td>
<td>3.06E-06</td>
</tr>
<tr>
<td>GO:6432: phenylalanyl-IRNA aminocaylation</td>
<td>3</td>
<td>0.444</td>
<td>0.000223</td>
</tr>
</tbody>
</table>
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#### Genes in List in Category | % of Genes in List in Category | p-Value
--- | --- | ---
GO:50875: cellular physiological process | 104 | 77.04 | 0.000173
GO:44238: primary metabolism | 75 | 55.56 | 0.00077
GO:43170: macromolecule metabolism | 52 | 38.52 | 0.000647
GO:50794: regulation of cellular process | 50 | 37.04 | 3.69E-07
GO:50789: regulation of biological process | 50 | 37.04 | 3.67E-06
GO:50791: regulation of physiological process | 47 | 34.81 | 3.28E-06
GO:51244: regulation of cellular physiological process | 47 | 34.81 | 1.06E-06
GO:43233: biopolymer metabolism | 40 | 29.63 | 0.000042
GO:48522: positive regulation of cellular process | 20 | 14.81 | 1.08E-08
GO:48518: positive regulation of biological process | 20 | 14.81 | 8.78E-08
GO:43119: positive regulation of physiological process | 19 | 14.07 | 4.44E-09
GO:51242: positive regulation of cellular physiological process | 19 | 14.07 | 2.28E-09
GO:8283: cell proliferation | 19 | 14.07 | 7.05E-05
GO:16265: death | 18 | 13.33 | 4.70E-06
GO:8219: cell death | 18 | 13.33 | 4.13E-06
GO:12501: programmed cell death | 17 | 12.59 | 8.31E-06
GO:6915: apoptosis | 17 | 12.59 | 8.05E-06
GO:42127: regulation of cell proliferation | 15 | 11.97 | 1.06E-06
GO:3284: positive regulation of cell proliferation | 11 | 8.148 | 3.51E-08
GO:42981: regulation of apoptosis | 10 | 7.407 | 0.000613
GO:43067: regulation of programmed cell death | 10 | 7.407 | 0.000634
GO:6917: induction of apoptosis | 7 | 5.185 | 0.000733
GO:12502: induction of programmed cell death | 7 | 5.185 | 0.000733
GO:16070: RNA metabolism | 22 | 9.205 | 1.29E-05
GO:8396: RNA processing | 19 | 7.95 | 2.51E-05
GO:16071: mRNA metabolism | 14 | 5.858 | 0.000122
GO:6397: mrRNA processing | 13 | 5.439 | 0.000197
GO:398: nuclear mrRNA splicing, via spliceosome reactions with bulged adenosine as nucleophile | 11 | 4.603 | 0.000175
GO:377: RNA splicing, via transesterification reactions with bulged adenosine as nucleophile | 11 | 4.603 | 0.000175
GO:43170: macromolecule metabolism | 55 | 38.73 | 0.000391
GO:16070: RNA metabolism | 17 | 11.97 | 4.05E-05
GO:6396: RNA processing | 16 | 11.27 | 1.34E-05
GO:6364: RNA processing | 4 | 2.817 | 0.000613
GO:16072: RNA metabolism | 4 | 2.817 | 0.000694
GO:6807: nitrogen compound metabolism | 21 | 12.43 | 3.69E-09
GO:6082: organic acid metabolism | 21 | 12.43 | 2.06E-07
GO:19752: carboxylic acid metabolism | 21 | 12.43 | 1.88E-07
GO:9308: amine metabolism | 19 | 11.24 | 3.92E-08
GO:6519: amino acid and derivative metabolism | 18 | 10.65 | 1.47E-08
GO:6520: amino acid metabolism | 16 | 9.467 | 5.18E-08
GO:19852: amino acid biosynthesis | 6 | 3.55 | 3.26E-05
GO:43038: amino acid activation | 6 | 3.55 | 3.28E-05
GO:43039: tRNA aminoacylation | 6 | 3.55 | 3.28E-05
GO:6418: IRNA aminoacylation for protein translation | 6 | 3.55 | 2.82E-05
GO:6396: RNA metabolism | 6 | 3.55 | 0.000481
GO:6553: L-serine metabolism | 4 | 2.367 | 1.56E-05
GO:6554: L-serine biosynthesis | 4 | 2.367 | 0.000115
GO:6810: lipid biosynthesis | 4 | 14.81 | 0.00075
GO:5975: carbohydrate metabolism | 19 | 6.786 | 0.000978
GO:46785: microtubule polymerization | 5 | 12.2 | 1.03E-09
GO:30705: cytoskeleton-dependent intracellular transport | 5 | 12.2 | 4.65E-06
GO:7018: microtubule-based movement | 5 | 12.2 | 4.65E-06
GO:226: microtubule cytoskeleton and biogenesis | 5 | 12.2 | 7.24E-07
GO:31109: microtubule polymerization or depolymerization | 5 | 12.2 | 7.87E-09

- **B**: HDF Gene tree position
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- **II**: Protein...nucleotide
- **III**: RNA...nucleotide
- **IV**: Protein...nucleotide
- **V**: RNA...nucleotide
- **VI**: RNA...nucleotide
- **VII**: RNA...nucleotide
- **VIII**: RNA...nucleotide
- **IX**: RNA...nucleotide

**Time (h)**: 0, 6, 24
<table>
<thead>
<tr>
<th>Category</th>
<th>Genes in List in Category</th>
<th>% of Genes in List in Category</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO:50875: cellular physiological process</td>
<td>42</td>
<td>82.35</td>
<td>0.00159</td>
</tr>
<tr>
<td>GO:6807: nitrogen compound metabolism</td>
<td>6</td>
<td>11.76</td>
<td>0.00219</td>
</tr>
<tr>
<td>GO:9308: amine metabolism</td>
<td>6</td>
<td>11.76</td>
<td>0.00159</td>
</tr>
<tr>
<td>GO:6066: alcohol metabolism</td>
<td>7</td>
<td>7.692</td>
<td>0.000863</td>
</tr>
<tr>
<td>GO:8610: lipid biosynthesis</td>
<td>6</td>
<td>6.593</td>
<td>0.00291</td>
</tr>
<tr>
<td>GO:6694: steroid biosynthesis</td>
<td>6</td>
<td>6.593</td>
<td>0.00194</td>
</tr>
<tr>
<td>GO:16125: sterol metabolism</td>
<td>6</td>
<td>6.593</td>
<td>0.00194</td>
</tr>
<tr>
<td>GO:8202: steroid metabolism</td>
<td>6</td>
<td>6.593</td>
<td>0.00194</td>
</tr>
<tr>
<td>GO:6260: DNA replication</td>
<td>5</td>
<td>5.495</td>
<td>0.00268</td>
</tr>
<tr>
<td>GO:6261: DNA-dependent DNA replication</td>
<td>4</td>
<td>4.396</td>
<td>0.00119</td>
</tr>
<tr>
<td>GO:48193: Golgi vesicle transport</td>
<td>4</td>
<td>4.396</td>
<td>0.00194</td>
</tr>
<tr>
<td>GO:6695: cholesterol biosynthesis</td>
<td>3</td>
<td>3.297</td>
<td>0.000729</td>
</tr>
<tr>
<td>GO:51052: regulation of DNA metabolism</td>
<td>3</td>
<td>3.297</td>
<td>0.000834</td>
</tr>
<tr>
<td>GO:51053: negative regulation of DNA metabolism</td>
<td>2</td>
<td>2.198</td>
<td>0.000198</td>
</tr>
<tr>
<td>GO:6156: negative regulation of DNA replication</td>
<td>2</td>
<td>2.198</td>
<td>0.000198</td>
</tr>
<tr>
<td>GO:6275: regulation of DNA replication</td>
<td>2</td>
<td>2.198</td>
<td>0.00023</td>
</tr>
<tr>
<td>GO:19725: cell homeostasis</td>
<td>2</td>
<td>11.11</td>
<td>0.0047</td>
</tr>
<tr>
<td>GO:6873: cell ion homeostasis</td>
<td>2</td>
<td>11.11</td>
<td>0.00337</td>
</tr>
<tr>
<td>GO:30003: cation homeostasis</td>
<td>2</td>
<td>11.11</td>
<td>0.00267</td>
</tr>
<tr>
<td>GO:6875: metal ion homeostasis</td>
<td>2</td>
<td>11.11</td>
<td>0.00215</td>
</tr>
<tr>
<td>GO:46916: transition metal ion homeostasis</td>
<td>2</td>
<td>11.11</td>
<td>0.000293</td>
</tr>
<tr>
<td>GO:30005: divalent inorganic cation homeostasis</td>
<td>2</td>
<td>11.11</td>
<td>0.00177</td>
</tr>
<tr>
<td>GO:50801: ion homeostasis</td>
<td>2</td>
<td>11.11</td>
<td>0.00456</td>
</tr>
<tr>
<td>GO:50875: cellular physiological process</td>
<td>75</td>
<td>76.53</td>
<td>0.00188</td>
</tr>
<tr>
<td>GO:44238: primary metabolism</td>
<td>54</td>
<td>55.1</td>
<td>0.00499</td>
</tr>
<tr>
<td>GO:43170: macromolecule metabolism</td>
<td>45</td>
<td>45.92</td>
<td>1.07E-05</td>
</tr>
<tr>
<td>GO:43283: biopolymer metabolism</td>
<td>32</td>
<td>32.05</td>
<td>0.000432</td>
</tr>
<tr>
<td>GO:16070: RNA metabolism</td>
<td>12</td>
<td>12.24</td>
<td>8.54E-05</td>
</tr>
<tr>
<td>GO:6412: protein biosynthesis</td>
<td>10</td>
<td>10.2</td>
<td>0.00317</td>
</tr>
<tr>
<td>GO:6396: RNA processing</td>
<td>11</td>
<td>11.22</td>
<td>6.36E-05</td>
</tr>
<tr>
<td>GO:6399: rRNA metabolism</td>
<td>6</td>
<td>6.122</td>
<td>2.38E-05</td>
</tr>
<tr>
<td>GO:6364: rRNA processing</td>
<td>3</td>
<td>3.061</td>
<td>0.00249</td>
</tr>
<tr>
<td>GO:8033: tRNA processing</td>
<td>5</td>
<td>5.102</td>
<td>4.01E-06</td>
</tr>
<tr>
<td>GO:16072: rRNA metabolism</td>
<td>3</td>
<td>3.061</td>
<td>0.00273</td>
</tr>
<tr>
<td>GO:9611: response to wounding</td>
<td>4</td>
<td>21.05</td>
<td>0.00155</td>
</tr>
<tr>
<td>GO:9966: regulation of signal transduction</td>
<td>3</td>
<td>15.79</td>
<td>0.00167</td>
</tr>
</tbody>
</table>
Figure 3.3. Hierarchical clustering of gene expression profiles. (A) Both HDF and HepG2 cells; (B) HDF cells; (C) HepG2 cells. Gene Ontology categories over-represented in the indicated clusters were derived by limiting lists displayed in the Gene Ontology Browser in GeneSpring GX to a \( p \)-value cutoff of 0.001 (the cutoff was raised to 0.005 for HepG2 cells). Lists displayed in the tables were further limited to those containing 2 or more genes from any given category. Unlabelled clusters displayed no significant associations according to the \( p \)-value cutoffs applied.

3.3.1.4 DAVID functional analysis reveals the induction of diverse stress signalling pathways

The Database for Annotation, Visualisation and Integrated Discovery (Dennis et al., 2003) is a comprehensive list of genes from various species linked to information on the biological function of the gene product. The associated Functional Annotation tool performs statistical comparisons of gene lists entered by a user with gene lists in the DAVID database. The software provides a number of visualisation tools to display over-represented genes in tables and biological pathway diagrams derived from projects such as Biocarta (http://www.biocarta.com) and KEGG (Ogata et al., 1999). Biocarta pathways summarise signal transduction associated with various disease states and is compiled from contributions by members of the scientific community. The KEGG pathway database also includes a large number of signalling pathways, but in addition contains an exhaustive list of biosynthetic and metabolic pathways. Using a combination of these two resources provides good coverage of known biological pathways.

The Functional Analysis tool on the DAVID website was used to find biological pathways over-represented in the list of genes occurring in cluster I from figure 3.3A (Table 3.2). This cluster comprises genes that are generally down-regulated after 24 h in both cell types. Only two Biocarta pathways were significantly associated with this list \( (p < 0.05) \), both of which are probably not relevant in the context of cell cultures, applying only to whole organisms (‘Stathmin and breast cancer resistance to antmicrobule agents’ and ‘How progesterone initiates oocyte maturation’). However, a number of KEGG pathways were associated with this cluster at a high level of significance \( (p < 0.01) \). These include the cell cycle as well as two pathways associated
with energy metabolism (‘glycolysis/gluconeogenesis’ and ‘pyruvate metabolism’), and two involving amino acid metabolism (‘glycine, serine and threonine metabolism’, and ‘tryptophan metabolism’). Three further KEGG pathways were also significantly associated ($p < 0.05$) with the down-regulated cluster ($p < 0.05$): ‘propanoate metabolism’, ‘amino acid-tRNA synthetases’, and ‘glutamate metabolism’. These findings corroborate the results of Gene Ontology category analysis shown in figure 3.3A, where a large number of genes with functions in amino acid metabolism and glucose metabolism were associated with the group of down-regulated genes represented in cluster I.

**Table 3.2** Biological pathways associated with cluster I from figure 3.3A (generally down-regulated in both cell types after 24 h). Pathways displayed were limited to those with a $p$-value of less than 0.1.

<table>
<thead>
<tr>
<th>Pathway</th>
<th>Count</th>
<th>Percentage</th>
<th>$p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Biocarta pathways</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stathmin and breast cancer resistance</td>
<td>5</td>
<td>0.60%</td>
<td>0.013</td>
</tr>
<tr>
<td>to antimicrotubule agents</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How progesterone initiates the</td>
<td>5</td>
<td>0.60%</td>
<td>0.035</td>
</tr>
<tr>
<td>oocyte maturation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rab GTPases mark targets in the</td>
<td>4</td>
<td>0.50%</td>
<td>0.067</td>
</tr>
<tr>
<td>endocytotic machinery</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>KEGG pathways</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glycolysis / gluconeogenesis</td>
<td>14</td>
<td>1.60%</td>
<td>0.000097</td>
</tr>
<tr>
<td>Pyruvate metabolism</td>
<td>11</td>
<td>1.30%</td>
<td>0.00027</td>
</tr>
<tr>
<td>Glycine, serine and threonine</td>
<td>11</td>
<td>1.30%</td>
<td>0.00033</td>
</tr>
<tr>
<td>metabolism</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cell cycle</td>
<td>16</td>
<td>1.80%</td>
<td>0.0039</td>
</tr>
<tr>
<td>Tryptophan metabolism</td>
<td>13</td>
<td>1.50%</td>
<td>0.0083</td>
</tr>
<tr>
<td>Propanoate metabolism</td>
<td>8</td>
<td>0.90%</td>
<td>0.011</td>
</tr>
<tr>
<td>Aminoacyl-tRNA synthetases</td>
<td>7</td>
<td>0.80%</td>
<td>0.013</td>
</tr>
<tr>
<td>Glutamate metabolism</td>
<td>6</td>
<td>0.70%</td>
<td>0.035</td>
</tr>
<tr>
<td>Glycerolipid metabolism</td>
<td>8</td>
<td>0.90%</td>
<td>0.052</td>
</tr>
<tr>
<td>Butanoate metabolism</td>
<td>8</td>
<td>0.90%</td>
<td>0.052</td>
</tr>
<tr>
<td>Arginine and proline metabolism</td>
<td>8</td>
<td>0.90%</td>
<td>0.061</td>
</tr>
<tr>
<td>Selenoamino acid metabolism</td>
<td>6</td>
<td>0.70%</td>
<td>0.063</td>
</tr>
<tr>
<td>Caprolactam degradation</td>
<td>4</td>
<td>0.50%</td>
<td>0.085</td>
</tr>
<tr>
<td>Lysine degradation</td>
<td>8</td>
<td>0.90%</td>
<td>0.094</td>
</tr>
<tr>
<td>Parkinson's disease</td>
<td>4</td>
<td>0.50%</td>
<td>0.097</td>
</tr>
</tbody>
</table>

Using the same procedure, cluster II from figure 3.3A (generally up-regulated after 24 h in both cell types) was analysed for the presence of genes involved with biological pathways (Table 3.3). Biocarta pathways significantly associated with this cluster ($p < 0.01$) include two tumour necrosis factor (TNF) receptor signalling pathways and two pathways involving NF-κB signalling, interleukin-1 receptor signalling, and
mitochondrial apoptotic signalling. Additional Biocarta pathways associated with this cluster with moderate significance ($p < 0.05$) were associated with receptor-mediated apoptosis, toll-like receptor signalling and double-stranded RNA-induced gene expression. KEGG pathways associated with cluster II with high significance ($p < 0.01$) include ‘pyrimidine metabolism’, ‘nitrobenzene degradation’ and ‘folate biosynthesis’. Interestingly, a number of KEGG pathways involved in amino acid metabolism were also significantly ($p < 0.05$) associated with this cluster: ‘tryptophan metabolism’, ‘histidine metabolism’, ‘tyrosine metabolism’, and ‘amino-acyl tRNA synthetases’. These functions did not appear in the Gene Ontology analysis shown in figure 3.3A. Other significant ($p < 0.05$) associations with KEGG pathways include the mitogen-activated protein kinase (MAPK) pathway, ‘RNA polymerases’, and ‘adipocytokine signalling’. The MAPK pathway can be activated by a wide range of cellular stresses, and the possible role of this pathway in CYN toxicity is further discussed in Chapter 5.

This analysis was performed on all clusters shown in figures 3.3B and C, but few clusters showed significant associations with pathways in either the Biocarta or KEGG databases. One exception was cluster III from the HDF gene tree (figure 3.3B), which displayed significant associations with pathways involving TNF-receptor signalling and NF-κB-related signalling. Many of these pathways were similar to those found to be associated with cluster II of figure 3.3A. The TNF receptor 2 pathway was particularly well represented in this cluster (Figure 3.4).
Table 3.3 Biological pathways associated with cluster II from figure 3.3A (generally up-regulated in both cell types after 24 h), identified using DAVID. Pathways displayed were limited to those with \( p \)-values < 0.1.

<table>
<thead>
<tr>
<th>Pathway</th>
<th>Count</th>
<th>Percentage</th>
<th>( p )-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Biocarta pathways</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TNFR2 signaling pathway</td>
<td>7</td>
<td>0.80%</td>
<td>0.00016</td>
</tr>
<tr>
<td>NF-( \kappa )B activation by nontypeable <em>Hemophilus influenzae</em></td>
<td>7</td>
<td>0.80%</td>
<td>0.0014</td>
</tr>
<tr>
<td>TNF/stress related signaling</td>
<td>7</td>
<td>0.80%</td>
<td>0.0014</td>
</tr>
<tr>
<td>Signal transduction through IL1R</td>
<td>7</td>
<td>0.80%</td>
<td>0.0044</td>
</tr>
<tr>
<td>Role of mitochondria in apoptotic signaling</td>
<td>6</td>
<td>0.70%</td>
<td>0.0048</td>
</tr>
<tr>
<td>CD40L signaling pathway</td>
<td>5</td>
<td>0.60%</td>
<td>0.0054</td>
</tr>
<tr>
<td>NF-( \kappa )B signaling pathway</td>
<td>6</td>
<td>0.70%</td>
<td>0.0059</td>
</tr>
<tr>
<td>Double stranded RNA induced gene expression</td>
<td>4</td>
<td>0.40%</td>
<td>0.012</td>
</tr>
<tr>
<td>HIV-1 NEF</td>
<td>9</td>
<td>1.00%</td>
<td>0.012</td>
</tr>
<tr>
<td>Induction of apoptosis through DR3 and DR4/5 death receptors</td>
<td>6</td>
<td>0.70%</td>
<td>0.018</td>
</tr>
<tr>
<td>Keratinocyte differentiation</td>
<td>7</td>
<td>0.80%</td>
<td>0.019</td>
</tr>
<tr>
<td>Toll-like receptor pathway</td>
<td>6</td>
<td>0.70%</td>
<td>0.04</td>
</tr>
<tr>
<td>Chaperones modulate interferon signaling pathway</td>
<td>4</td>
<td>0.40%</td>
<td>0.068</td>
</tr>
<tr>
<td>ATM signaling pathway</td>
<td>4</td>
<td>0.40%</td>
<td>0.077</td>
</tr>
<tr>
<td>MAP kinase signaling pathway</td>
<td>9</td>
<td>1.00%</td>
<td>0.08</td>
</tr>
<tr>
<td>Ceramide signaling pathway</td>
<td>4</td>
<td>0.40%</td>
<td>0.096</td>
</tr>
<tr>
<td>FAS signaling pathway (CD95)</td>
<td>5</td>
<td>0.60%</td>
<td>0.097</td>
</tr>
<tr>
<td><strong>KEGG pathways</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pyrimidine metabolism</td>
<td>14</td>
<td>1.60%</td>
<td>0.00017</td>
</tr>
<tr>
<td>Nitrobenzene degradation</td>
<td>5</td>
<td>0.60%</td>
<td>0.0036</td>
</tr>
<tr>
<td>Folate biosynthesis</td>
<td>7</td>
<td>0.80%</td>
<td>0.0039</td>
</tr>
<tr>
<td>Aminophosphonate metabolism</td>
<td>5</td>
<td>0.60%</td>
<td>0.01</td>
</tr>
<tr>
<td>Tryptophan metabolism</td>
<td>10</td>
<td>1.10%</td>
<td>0.011</td>
</tr>
<tr>
<td>Pantothenate and CoA biosynthesis</td>
<td>5</td>
<td>0.60%</td>
<td>0.016</td>
</tr>
<tr>
<td>Histidine metabolism</td>
<td>7</td>
<td>0.80%</td>
<td>0.02</td>
</tr>
<tr>
<td>MAPK signaling pathway</td>
<td>20</td>
<td>2.20%</td>
<td>0.021</td>
</tr>
<tr>
<td>RNA polymerase</td>
<td>5</td>
<td>0.60%</td>
<td>0.028</td>
</tr>
<tr>
<td>Adipocytokine signaling pathway</td>
<td>8</td>
<td>0.90%</td>
<td>0.028</td>
</tr>
<tr>
<td>Tyrosine metabolism</td>
<td>7</td>
<td>0.80%</td>
<td>0.038</td>
</tr>
<tr>
<td>Aminoacyl-tRNA synthetases</td>
<td>5</td>
<td>0.60%</td>
<td>0.043</td>
</tr>
<tr>
<td>Tetrachloroethene degradation</td>
<td>3</td>
<td>0.30%</td>
<td>0.052</td>
</tr>
<tr>
<td>Selenoamino acid metabolism</td>
<td>5</td>
<td>0.60%</td>
<td>0.057</td>
</tr>
<tr>
<td>Oxidative phosphorylation</td>
<td>11</td>
<td>1.20%</td>
<td>0.069</td>
</tr>
<tr>
<td>Androgen and estrogen metabolism</td>
<td>6</td>
<td>0.70%</td>
<td>0.074</td>
</tr>
<tr>
<td>Phenylalanine, tyrosine and tryptophan biosynthesis</td>
<td>3</td>
<td>0.30%</td>
<td>0.075</td>
</tr>
<tr>
<td>Apoptosis</td>
<td>8</td>
<td>0.90%</td>
<td>0.093</td>
</tr>
<tr>
<td>Cell cycle</td>
<td>9</td>
<td>1.00%</td>
<td>0.099</td>
</tr>
</tbody>
</table>
**TNF receptor 2 signalling pathway (Biocarta)**

Despite significant associations between lists of genes in selected clusters and lists of pathway genes, only a small proportion of genes in the clusters are associated with pathways. For example, cluster III from the HDF gene tree contains 323 genes, of which 311 have unique DAVID identifications. Of this list of 311 genes, only 38 can be assigned to Biocarta pathways and 59 to KEGG pathways, using the limits applied in the above analyses ($p < 0.1$). That leaves 298 genes from the original list, after comparison to the Biocarta pathways, which are not assigned any biological function using this method (for KEGG pathways, 284 genes remain unassigned to a pathway).

For the large gene lists comprising clusters I and II of the combined gene tree in figure 3.3A, only 2-4% of genes were assigned to pathways. Hence, despite providing an
effective means of detecting highly over-represented functions in selected gene lists, this procedure, like the Gene Ontology browser method, does not provide a comprehensive analysis of possible functions associated with lists of changing genes. These methods do not identify single genes that may be pivotal to a particular pathway or functions, rather they rely on the presence (in the query list) of multiple genes from a given pathway or functional category. Hence, genes with important functions in CYN toxicity may be overlooked by these methods. To address this, genes with large changes in relative gene expression were considered to be worthy of further discussion, as well as groups of co-ordinately regulated genes involved in known stress responses.

3.3.2 Large changes in expression after 24 h reveal responses common to both cell types

The most obvious candidates for a central role in cellular responses to CYN are genes showing large changes in relative transcript level. Genes comprising a list of the ten largest changes in relative transcript level after 24 h treatment (Table 3.4) are chosen for discussion below. Most genes with large changes after 6 h also showed large changes in the same direction after 24 h, and therefore the earlier time point will not be considered in detail.

\( GADD45\alpha \) was the most highly induced gene in HDFs and the second-most highly induced gene in HepG2 cells in response to CYN. This gene is inducible by DNA damage and other stresses, and encodes a member of the growth arrest and DNA damage-associated, 45 kDa (GADD45), group of proteins (Fornace et al., 1989). This group consists of three distinct proteins with multiple roles in the DNA damage response. The GADD45\( \alpha \) protein plays a role in the mediation of cell cycle checkpoints (Wang et al., 1999), coordination of DNA repair (Smith et al., 2000), and apoptosis (Hildesheim et al., 2002). Transcription of the \( GADD45\alpha \) gene can be controlled by either p53 (Goldwasser et al., 1996) or via BRCA1 (Fan et al., 2002), both of which are associated with DNA damage responses. The role of this gene in a putative DNA damage response induced by CYN is further discussed below (Section 3.3.3.1). CYN also strongly induces expression of the \( GADD45\beta \) (8.2-fold in HDFs and 2.6-fold in HepG2 cells), which encodes another member of this group of proteins, GADD45\( \beta \). GADD45\( \beta \), originally known as MyD118 due to its discovery in processes associated
with the myeloid differentiation primary response (Abdollahi et al., 1991), bears sequence similarity to GADD45α and has related but distinct functions. In addition to contributing to growth arrest in response to genotoxic stress (Vairapandi et al., 2002), GADD45β can inhibit the activation of c-Jun N-terminal kinase (JNK) an important member of the MAPK signalling pathway (Papa et al., 2004).

The gene for thioredoxin-interacting protein, TXNIP, was highly induced in HDFs, and induced in HepG2 cells by more than two-fold, after 24 h exposure to 1 µg/mL CYN. The TXNIP protein is an endogenous inhibitor of thioredoxin, an evolutionarily conserved antioxidant protein (Nishiyama et al., 1999). TXNIP expression is induced by stresses such as hypoxia (Le Jan et al., 2006) and hyperglycaemia (Schulze et al., 2004). TXNIP can induce apoptosis in macrophage-like cells, possibly by modulating the redox state (Wang et al., 2006), and is associated with elevated levels of oxidative stress in vascular cells in a mouse diabetes model (Schulze et al., 2004). The possible role of TXNIP in CYN toxicity may be associated with oxidative stress in the cell models used in this study, despite indications that oxidative stress does not play a role in acute hepatocellular toxicity in vitro (Humpage et al., 2005).

Interleukin-8 (IL8) mRNA levels were 12-fold higher in treated HDFs and nearly 4-fold higher in treated HepG2 cells after 24 h, relative to the respective controls. IL8 is known to be expressed in cultured dermal fibroblasts (Kristensen et al., 1991; Zhang et al., 1992) and HepG2 cells (Gomez-Quiroz et al., 2003; Holden et al., 2000) in response to a range of stimuli including exposure to interleukin 1 or various cytotoxins. The role of IL8 in vivo is associated with inflammation, where it acts as a chemokine, attracting leukocytes to sites of infection or wounding. The promoter of the IL8 gene contains binding sites for NF-κB, AP-1, C/EBPδ, Oct-1, NFAT-1 and an antioxidant response element (ARE), indicating that numerous signals can culminate in IL8 gene expression (Roebuck, 1999). Of particular interest in the context of CYN toxicity are the response elements for AP-1 (activator protein 1, activated by the MAPK/SAPK stress response pathway) and C/EBPδ (CCAAT element binding protein, delta, the expression of which also strongly induced in response to CYN). Relative mRNA levels for a range of cytokines appear to be elevated following CYN exposure (discussed further below—‘NF-κB-mediated gene expression’), which indicates a possible role for inflammatory processes in CYN toxicity.
CYN strongly induced the expression of a gene encoding H4 histone 1, member H (\textit{HIST1H4H}) in both cell types after 24 h exposure (approximately 10-fold in HDFs and 2.5-fold in HepG2). The gene for H4 Histone family 2 (\textit{HIST2H4}) was also strongly induced by CYN (approximately 7.5-fold in HDFs and 3.8-fold in HepG2). Periodic regulation of histone gene expression occurs during the cell cycle and is closely associated with DNA synthesis during S phase (Nelson et al., 2002). The transcription of histone genes is increased three- to five-fold during S phase and depends partially on the activation of cyclin E/cdk2 by phosphorylation (Ma et al., 2000). Interestingly, the down-regulation of genes encoding core histones of the H2, H3 and H4 families can occur after toxin-induced stress in renal tubular epithelial cells (Jeong et al., 1997). In the data presented here, genes for H4 histones are clearly up-regulated strongly and significantly, but the reasons for this are not clear.

Transcript levels for the \textit{TNFRSF12A} gene were elevated in both cell types, and in HepG2 this was the most highly induced gene after 24 h CYN exposure (7.8-fold increase in HDFs and 7.5-fold in HepG2 cells). This gene encodes the receptor for a member of the tumour necrosis factor (TNF) family of cytokines known as TWEAK due to its function as a weak inducer of apoptosis (Chicheportiche et al., 1997). The receptor, known as FN14 (fibroblast growth factor (FGF) -inducible 14 kDa protein) or TWEAKR, is a type 1a transmembrane protein belonging to the TNF receptor superfamily, encoded by the \textit{TNFRSF12A} gene which can be induced by FGF (Meighan-Mantha et al., 1999). TWEAKR and its ligand play a role in the induction of apoptosis. Although, unlike most TNF-family receptors, the TWEAK receptor does not have a death domain, it can induce apoptosis by stimulating the activation of endogenous membrane bound TNF, which results in apoptosis via a TNF receptor 1 (Schneider et al., 1999). TWEAK also induces apoptosis in some types of cancer cells by activating caspases independently of TNF (Nakayama et al., 2002). Interestingly, TWEAKR can also induce anti-apoptotic pathways mediated by NF-κB, through the binding of the TNF-receptor associated factors TRAF1, 2, 3 and 5 (Han et al., 2003). Clearly, the involvement of TWEAK in apoptosis in various cell types is complex, however the strong expression of the gene for TWEAKR after CYN exposure in both cell types used in this report suggests that this TNF-related pathway may be important in cell death processes induced by CYN.
The *TNFAIP3* gene, encoding tumour necrosis factor alpha-inducible protein A20, is strongly induced in HDFs (7.7-fold) and moderately induced in HepG2 cells (2.7-fold) following CYN treatment for 24 h. In response to TNF, A20 reduces TNF-mediated NF-κB-dependent gene expression via multiple mechanisms and is a potent inhibitor of apoptosis (Beyaert et al., 2000; Heyninck and Beyaert, 2005). The modulation of pro- and anti-apoptotic pathways involving NF-κB seems to be a recurrent theme amongst the genes highly expressed in response to CYN.

*NOL5A* encodes nucleolar protein 5A, a protein involved in the assembly of the 60S ribosomal subunit (Hayano et al., 2003). Relative mRNA levels for *NOL5A* were highly elevated in HepG2 cells (3.7-fold) and moderately elevated in HDFs (1.9-fold) after 24 h CYN exposure.

*GDF15* expression was also highly induced in HepG2 cells (3.7-fold) following 24 h CYN exposure, and was significantly induced in HDFs (1.8-fold). This gene encodes growth- and differentiation-factor 15, a member of the transforming growth factor-beta (TGF-β) family of growth and differentiation factors (Hsiao et al., 2000; Paralkar et al., 1998). GDF15 is induced in response to injury in various organs, including the liver (Hsiao et al., 2000; Zimmers et al., 2005). The *GDF15* promoter contains two p53 binding sites and can is activated after p53 overexpression or DNA damage in a p53-null cell line, indicating regulation by both p53-dependent and -independent mechanisms (Li et al., 2000). *GDF15* is often described as a p53-regulated gene and is induced after various stresses including DNA damage (Kim et al., 2007; Kis et al., 2006; Secchiero et al., 2006; Yang et al., 2006). CYN induces the expression of numerous additional p53-regulated genes (see Section 3.3.3.1, also Chapter 4).

*AREG*, induced 4-fold in HepG2 cells and 1.7-fold in HDFs, encodes amphiregulin, a mitogen related to the transforming growth factor alpha (TGF-α) and epidermal growth factor (EGF) families. Amphiregulin expression is induced following exposure to DNA damaging agents in cultured bladder cancer cells (Sorensen et al., 2004), under conditions of oxidative stress in cultured rat gastric epithelial cells (Miyazaki et al., 1996), and after stress induced by fine particulate matter in bronchial epithelial cells (Blanchet et al., 2004).
In HepG2 cells, another highly induced gene was NT5C (3.1-fold after 24 h; 1.6-fold in HDFs). This gene encodes a cytosolic pyrimidine 5'->3' nucleotidase that catalyses the removal of phosphate groups from uridine monophosphate (UMP) or deoxycytidine monophosphate (dCMP) (Hoglund and Reichard, 1990; Rampazzo et al., 2000). Nucleotidases such as the one encoded by NT5C are responsible for regulation of the cellular nucleotide pool (Bianchi and Spychala, 2003).

The gene for the p62/sequestosome 1 protein, SQSTM1, was one of the ten most induced genes in HepG2 cells (3.3-fold after 24 h) and was also significantly induced in HDFs (1.6-fold, \( p < 0.05 \)). Sequestosome 1 recognises and is involved in the transport and sequestration of proteins with polyubiquitin chains, thereby modulating targeted degradation by the 26S proteasome (Seibenhener et al., 2004). This protein also plays a role in regulating NF-\( \kappa \)B activity due to its ability to bind TRAF6 and enhance its ubiquitylation (Wooten et al., 2005).

Amongst the most strongly down-regulated genes in HepG2 cells after 24 h exposure was TARG1 (0.37-fold; 0.66-fold in HDF cells). The product of this gene is a protein with putative functions in differentiation (Piquemal et al., 1999; van Belzen et al., 1997), and endoplasmic reticulum stress responses (Agarwala et al., 2000; Kokame et al., 1996). The promoter of the mouse homologue of human TARG1, Ngr1, is repressed by Myc proteins including c-myc (Shimono et al., 1999). Interestingly, c-Myc is induced after CYN exposure (see Chapter 5), which is consistent with the strong down-regulation of TARG1. Three other genes encoding endoplasmic reticulum stress-associated proteins are strongly down-regulated in response to CYN – FKBP14 (0.51-fold in HDFs; 0.37-fold in HepG2 cells), GRP78 (0.42-fold in HDFs; 0.28-fold in HepG2 cells) and HERPUD1 (0.39-fold in HDFs; 0.26-fold in HepG2 cells). These genes are discussed further below (Section 3.3.3.3). RRBPI, a gene encoding an ER protein that effectively functions as a receptor for the ribosome (Savitz and Meyer, 1990) was also strongly down-regulated in HepG2 cells (0.34-fold) and HDFs (0.35-fold) after 24 h CYN exposure.

The LIPA gene, encoding lipase A, was strongly down-regulated in both cell types after 24 h (0.18-fold in HDFs; 0.45-fold in HepG2 cells). Lipase A is a lysosomal enzyme essential for the hydrolysis of cholesterol esters (Ameis et al., 1994). This enzyme is
important for the removal of cholesterol from the body via the synthesis of bile acids (Zhao et al., 2005).

The gene for a member of the ribonuclease A family, \textit{RNASE4}, was down-regulated strongly and significantly in HepG2 cells after 24 h (0.37-fold, \( p = 0.0035 \)) but not significantly down-regulated in HDFs (0.55-fold, \( p = 0.245 \)). RNase 4 cleaves on the 3' side of uridine residues of single-stranded RNA (Rosenberg and Dyer, 1995; Zhou and Strydom, 1993). RNases play an important role in mRNA turnover and the regulation of gene expression.

A number of genes encoding enzymes involved in amino acid metabolism were strongly down-regulated in both cell types. \textit{PHGDH} (0.35-fold in HDFs; 0.39-fold in HepG2) encodes phosphoglycerate dehydrogenase, an enzyme functioning early in the serine biosynthetic pathway (Cho et al., 2000). A gene encoding phosphoserine aminotransferase, a key enzyme of the phosphorlated pathway of serine bioynthesis (Baek et al., 2003) was also strongly down-regulated (0.2-fold in HDFs; 0.51-fold in HepG2 cells). The product of \textit{BCAT1} (0.3-fold in HDFs; 0.33-fold in HepG2) is a branched-chain aminotransferase that catalyses the interconversion of L-amino acids and \( \alpha \)-keto acids (Davoodi et al., 1998). Transcription of the \textit{BCAT1} gene is positively regulated by the c-Myc oncoprotein through a conserved promoter element (Ben-Yosef et al., 1996). Despite the strong induction of the \textit{MYC} oncogene following CYN exposure (see Chapter 5 of thesis), \textit{BCAT1} expression is significantly reduced in HepG2 cells and HDFs.

The gene for a glutamine transport enzyme, \textit{SLC38A1}, was strongly down-regulated in both cell types after 24 h exposure (0.25-fold HDFs; 0.45-fold in HepG2). Transcript levels for a related gene, \textit{SLC38A2}, were also reduced (0.2-fold in HDFs; 0.5-fold in HepG2). The products of these genes are members of the sodium-coupled neutral amino acid transporter (SNAT) family of transmembrane solute carriers, which are induced under conditions of amino acid starvation to allow for the rapid restoration of the intracellular amino acid pool once extracellular levels are restored (Mackenzie and Erickson, 2004). SNAT1 (\textit{SLC38A1}) and SNAT2 (\textit{SLC38A2}) both display a preference for glutamine, alanine, asparagine, cysteine, histidine and serine (Mackenzie and Erickson, 2004). SNAT2 expression is more widespread than SNAT1, which is
expressed primarily in the nervous system, retina, placenta and heart (Mackenzie and Erickson, 2004). SNAT2 expression in response to amino acid starvation is controlled partially at the transcriptional level through an amino acid response element present in intron 1 (Palii et al., 2004).

After amino acid deprivation, a stress response conserved from yeast to mammals is induced, involving a marked reduction in global protein synthesis via phosphorylation of eukaryotic initiation factor 2α (eIF2α). Stresses contributing to eIF2α phosphorylation include viral infection, ribotoxic stress, endoplasmic reticulum stress and amino acid starvation. EIF2α phosphorylation results in a reduction in the formation of initiation complexes and prevent cap-dependent translation of most mRNA in the cell (Harding et al., 2000). This enables the selective translation of mRNA for stress-related proteins through alternative initiation processes such as the utilisation of internal ribosome entry sites or alternative initiation codons (Holcik and Sonenberg, 2005; Jackson, 2005). Although this is obviously not detectable by microarray hybridisation, the increased abundance of transcription factors that are under this type of control can induce the transcription of target genes, enhancing their expression during the stress response. Continued translation of SNAT2 is enabled during the amino acid starvation response via an internal ribosome entry site (Gaccioli et al., 2006).

Asparagine synthetase (AS, encoded by the gene ASNS) expression is partially controlled through a similar mechanism to SNAT2 expression, although in an indirect fashion: eIF2α phosphorylation results in an increase in the translation of mRNA for the transcription factor known as activating transcription factor 4 (ATF4), which subsequently induces transcription from the ASNS gene promoter (Siu et al., 2002; Sun et al., 2004). Interestingly, ASNS expression was strongly down-regulated in response to CYN after 24 h exposure (0.17-fold in HDFs; 0.48-fold in HepG2 cells). This adds to the list of genes involved in endoplasmic reticulum stress and general amino acid metabolism that are down-regulated in response to CYN.

HSPA1B, encoding a member of the 70 kDa heat shock protein (HSP70) family of chaperonins, is down-regulated in both cell types used in this study after 24 h CYN exposure (0.28-fold in HDFs; 0.28-fold in HepG2). HSP70 proteins assist newly synthesised proteins to adopt the correct conformation, prevent the aggregation of
unfolded or misfolded proteins, translocation of membrane-associated or secreted proteins to their target membranes, and participate in the regulation of various proteins (reviewed by Mayer and Bukau, 2005). HSP70 proteins also negatively regulate apoptotic cell death through a variety of mechanisms (Gabai et al., 2002; Garrido et al., 2001; Ravagnan et al., 2001; Vayssier and Polla, 1998). \textit{HSPA1B} encodes the major inducible HSP70 family member (Wu et al., 1985), referred to as HSP70-2, heat shock 70 kDa protein 1B, or HSP72. The strong reduction in mRNA for this protein and other chaperonins may be attributable to a reduction in protein synthesis by CYN—a diminished requirement for folding chaperones concievably results in a decrease in the expression of the genes encoding them, although a mechanism for this kind of regulation is not currently known.
Table 3.4  Genes with large changes in relative transcript level after exposure to 1 μg/ml cylindrospermopsin for 24 h. Expression ratios for up-regulated genes are shown in red type, down-regulated in blue. The genes listed consist of the ten most highly induced or repressed genes in each cell line after 24 hours (there is some overlap for this category in both cell types; genes appearing in the top ten both for both cell types appear once). Summaries of gene function are derived from the NCBI Entrez Gene database (Maglott et al., 2005).

<table>
<thead>
<tr>
<th>Relative mRNA level HDF (t-test ( p ) value); HepG2 (t-test ( p ) value)</th>
<th>Common name</th>
<th>Product</th>
<th>Summary function</th>
</tr>
</thead>
<tbody>
<tr>
<td>21.11 (0.000647); 6.1 (0.000618)</td>
<td>GADD45A</td>
<td>Growth arrest and DNA damage inducible, alpha</td>
<td>This gene is a member of a group of genes whose transcript levels are increased following stressful growth arrest conditions and treatment with DNA-damaging agents. The protein encoded by this gene responds to environmental stresses by mediating activation of the p38/JNK pathway via MTK1/MEKK4 kinase. The DNA damage-induced transcription of this gene is mediated by both p53-dependent and -independent mechanisms.</td>
</tr>
<tr>
<td>12.34 (0.000457); 2.37 (0.0011)</td>
<td>TXNIP</td>
<td>Thioredoxin interacting protein</td>
<td>No summary function available. Thioredoxin interacting protein is an endogenous inhibitor of thioredoxin, an important antioxidant and signalling protein.</td>
</tr>
<tr>
<td>12.0 (0.00198); 3.87 (0.000596)</td>
<td>IL8</td>
<td>Interleukin 8 precursor</td>
<td>The protein encoded by this gene is a member of the CXC chemokine family. This chemokine is one of the major mediators of the inflammatory response. This chemokine is secreted by several cell types. It functions as a chemoattractant, and is also a potent angiogenic factor. This gene is believed to play a role in the pathogenesis of bronchiolitis, a common respiratory tract disease caused by viral infection. This gene and other ten members of the CXC chemokine gene family form a chemokine gene cluster in a region mapped to chromosome 4q.</td>
</tr>
<tr>
<td>9.97 (0.000462); 2.55 (0.00187)</td>
<td>HIST1H4H</td>
<td>H4 histone family, member H</td>
<td>Histones are basic nuclear proteins that are responsible for the nucleosome structure of the chromosomal fiber in eukaryotes. Two molecules of each of the four core histones (H2A, H2B, H3, and H4) form an octamer, around which approximately 146 bp of DNA is wrapped in repeating units, called nucleosomes. The linker histone, H1, interacts with linker DNA between nucleosomes and functions in the compaction of chromatin into higher order structures. This gene is intronless and encodes a member of the histone H4 family. This gene is found in the large histone gene cluster on chromosome 6.</td>
</tr>
<tr>
<td>8.79 (0.000773); 2.68 (0.00192)</td>
<td>CHIC2</td>
<td>Cysteine-rich hydrophobic domain 2</td>
<td>This gene encodes a member of the CHIC family of proteins. The encoded protein contains a cysteine-rich hydrophobic (CHIC) motif, and is localized to vesicular structures and the plasma membrane. This gene is associated with some cases of acute myeloid leukemia.</td>
</tr>
</tbody>
</table>
### Chapter 3 Toxicogenomics

<table>
<thead>
<tr>
<th>Gene Name</th>
<th>Gene Description</th>
<th>Summary</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FLJ11088</strong></td>
<td>Hypothetical protein FLJ11088</td>
<td>No summary function available. Synonyms: p56, HSD8; Homo sapiens GGA binding partner (FLJ11088), mRNA. Gene ontology (Compugen): cytoskeleton organization and biogenesis [0007010]</td>
<td></td>
</tr>
<tr>
<td><strong>GADD45B</strong></td>
<td>Growth arrest and DNA damage inducible, beta</td>
<td>This gene is a member of a group of genes whose transcript levels are increased following stressful growth arrest conditions and treatment with DNA-damaging agents. The genes in this group respond to environmental stresses by mediating activation of the p38/JNK pathway. This activation is mediated via their proteins binding and activating MTK1/MEKK4 kinase, which is an upstream activator of both p38 and JNK MAPKs. The function of these genes or their protein products is involved in the regulation of growth and apoptosis. These genes are regulated by different mechanisms, but they are often coordinately expressed and can function cooperatively in inhibiting cell growth.</td>
<td></td>
</tr>
<tr>
<td><strong>TNFRSF12A</strong></td>
<td>TNF receptor superfamily member Fn14 precursor (Fibroblast growth factor-inducible immediate-early response protein 14) (FGF-inducible 14) (Tweak-receptor) (TweakR)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>TNFAIP3</strong></td>
<td>Tumor necrosis factor inhibitory protein A20</td>
<td>This gene was identified as a gene whose expression is rapidly induced by the tumor necrosis factor (TNF). The protein encoded by this gene is a zinc finger protein, and has been shown to inhibit NF-kappa B activation as well as TNF-mediated apoptosis. Knockout studies of a similar gene in mice suggested that this gene is critical for limiting inflammation by terminating TNF-induced NF-kappa B responses.</td>
<td></td>
</tr>
<tr>
<td><strong>HIST2H4</strong></td>
<td>Histone 2, H4</td>
<td>Histones are basic nuclear proteins that are responsible for the nucleosome structure of the chromosomal fiber in eukaryotes. This structure consists of approximately 146 bp of DNA wrapped around a nucleosome, an octamer composed of pairs of each of the four core histones (H2A, H2B, H3, and H4). The chromatin fiber is further compacted through the interaction of a linker histone, H1, with the DNA between the nucleosomes to form higher order chromatin structures. This gene is intronless and encodes a member of the histone H4 family. This gene is found on chromosome 1.</td>
<td></td>
</tr>
<tr>
<td><strong>LOC90639</strong></td>
<td>Hypothetical protein LOC90639</td>
<td>No summary function available. Gene ontology (Compugen): biological_process unknown [0000004]</td>
<td></td>
</tr>
<tr>
<td><strong>NOL5A</strong></td>
<td>Nucleolar protein 5A</td>
<td>Nop56p is a yeast nucleolar protein that is part of a complex with the nucleolar proteins Nop58p and fibrillarin. Nop56p is required for assembly of the 60S ribosomal subunit and is involved in pre-rRNA processing. The protein encoded by this gene is similar in sequence to Nop56p and is also found in the nucleolus. Multiple transcript variants encoding several different isoforms have been found for this gene, but the full-length nature of most of them have not been determined.</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Gene Symbol</th>
<th>Description</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GDF15</strong></td>
<td>Growth differentiation factor 15</td>
<td>Bone morphogenetic proteins (e.g., BMP5; MIM 112265) are members of the transforming growth factor-beta (see TGFBI; MIM 190180) superfamily and regulate tissue differentiation and maintenance. They are synthesized as precursor molecules that are processed at a dibasic cleavage site to release C-terminal domains containing a characteristic motif of 7 conserved cysteines in the mature protein. [supplied by OMIM]</td>
</tr>
<tr>
<td><strong>AREG</strong></td>
<td>Amphiregulin preproprotein</td>
<td>The protein encoded by this gene is a member of the epidermal growth factor family. It is an autocrine growth factor as well as a mitogen for astrocytes, Schwann cells, and fibroblasts. It is related to epidermal growth factor (EGF) and transforming growth factor alpha (TGF-alpha). This protein interacts with the EGF/TGF-alpha receptor to promote the growth of normal epithelial cells and inhibits the growth of certain aggressive carcinoma cell lines. This encoded protein is associated with a psoriasis-like skin phenotype.</td>
</tr>
<tr>
<td><strong>NT5C</strong></td>
<td>5',3'-nucleotidase, cytosolic</td>
<td>Pyrimidine 5'-nucleotidase (P5N; EC 3.1.3.5), also called uridine 5'-monophosphate hydrolase (UMP), catalyzes the dephosphorylation of the pyrimidine 5'-monophosphates UMP and CMP to the corresponding nucleosides. There are 2 isozymes of pyrimidine 5'-nucleotidase in red blood cells, referred to as type I (UMP1; MIM 606224) and type II (UMP2). [supplied by OMIM]</td>
</tr>
<tr>
<td><strong>SQSTM1</strong></td>
<td>Sequestosome 1</td>
<td>No summary function available. GO biological process: endosome transport; intracellular signaling cascade; positive regulation of transcription from Pol II promoter; protein localization; regulation of 1-kappaB kinase/NF-kappaB cascade; response to stress</td>
</tr>
<tr>
<td><strong>TARG1</strong></td>
<td>N-myc downstream regulated gene 1; Trichosanthin-induced apoptosis-related.</td>
<td>This gene is a member of the N-myc downregulated gene family which belongs to the alpha/beta hydrolase superfamily. The protein encoded by this gene is a cytoplasmic protein involved in stress responses, hormone responses, cell growth, and differentiation. Mutation in this gene has been reported to be causative for hereditary motor and sensory neuropathy-Lom.</td>
</tr>
<tr>
<td><strong>RNASE4</strong></td>
<td>Ribonuclease, RNase A family, 4 precursor</td>
<td>The protein encoded by this gene belongs to the pancreatic ribonuclease family. It plays an important role in mRNA cleavage and has marked specificity towards the 3' side of uridine nucleotides. Alternative splicing occurs at this locus and three transcript variants encoding the same protein have been identified. This gene and ANG share two exons in their 5' UTRs. The downstream exons are unique and contain the coding regions.</td>
</tr>
<tr>
<td><strong>FKBP14</strong></td>
<td>FK506 binding protein 14, 22 kDa</td>
<td>No summary function available. GO biological process: protein folding. GO cellular component: endoplasmic reticulum. GO molecular function: calcium ion binding; isomerase activity; peptidyl-prolyl cis-trans isomerase activity</td>
</tr>
</tbody>
</table>
When Chinese hamster K12 cells are starved of glucose, the synthesis of several proteins, called glucose-regulated proteins (GRPs), is markedly increased. Hendershot et al. (1994) pointed out that one of these, GRP78 (HSPA5), also referred to as ‘immunoglobulin heavy chain-binding protein’ (BiP), is a member of the heat-shock protein-70 (HSP70) family and is involved in the folding and assembly of proteins in the endoplasmic reticulum (ER). Because so many ER proteins interact transiently with GRP78, it may play a key role in monitoring protein transport through the cell. 

<table>
<thead>
<tr>
<th>Gene</th>
<th>Description</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>HSPA5: BIP; MIF2; GRP78</td>
<td>Endoplasmic reticulum luminal Ca2+ binding protein grp78</td>
<td>The accumulation of unfolded proteins in the endoplasmic reticulum (ER) triggers the ER stress response. This response includes the inhibition of translation to prevent further accumulation of unfolded proteins, the increased expression of proteins involved in polypeptide folding, known as the unfolded protein response (UPR), and the destruction of misfolded proteins by the ER-associated protein degradation (ERAD) system. This gene may play a role in both UPR and ERAD. Its expression is induced by UPR and it has an ER stress response element in its promoter region while the encoded protein has an N-terminal ubiquitin-like domain which may interact with the ERAD system. This protein has been shown to interact with presenilin proteins and to increase the level of amyloid-beta protein following its overexpression. Alternative splicing of this gene produces multiple transcript variants, some encoding different isoforms. The full-length nature of all transcript variants has not been determined.</td>
</tr>
<tr>
<td>HERPUD1</td>
<td>Homocysteine-inducible, endoplasmic reticulum stress-inducible, ubiquitin-like domain member 1 isoform 1</td>
<td>Analysis of cDNA clones indicates that ribosome binding protein 1 may exist in different forms due to removal of tandem repeats, or partial intronic splicing of RRP1. The form presented here is lacking the canine p180 ribosome-binding domain, NQGKKAAGAQ, which is tandemly repeated close to the N-terminus in other forms that haven't been fully characterized. RRP1 has been excluded as a candidate gene in the cause of Alagille syndrome. SP function: acts as a ribosome receptor and mediates interaction between the ribosome and the endoplasmic reticulum membrane (by similarity).</td>
</tr>
<tr>
<td>RRP1</td>
<td>Ribosome binding protein 1</td>
<td>3-Phosphoglycerate dehydrogenase (PHGDH; EC 1.1.1.95) catalyzes the transition of 3-phosphoglycerate into 3-phosphohydroxypyruvate, which is the first and rate-limiting step in the phosphorylated pathway of serine biosynthesis, using NAD+/NADH as a cofactor. [supplied by OMIM]</td>
</tr>
<tr>
<td>BCAT1; BCT1; ECA39; MECA39</td>
<td>Branched chain aminotransferase 1, cytosolic</td>
<td>This gene encodes the cytosolic form of the enzyme branched-chain amino acid transaminase. This enzyme catalyzes the reversible transamination of branched-chain alpha-keto acids to branched-chain L-amino acids essential for cell growth. Two different clinical disorders have been attributed to a defect of branched-chain amino acid transamination: hypervalinemia and hyperleucine-isoleucinemia. As there is also a gene encoding a mitochondrial form of this enzyme, mutations in either gene may contribute to these disorders.</td>
</tr>
<tr>
<td>Gene ID</td>
<td>Gene Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>---------------</td>
<td>-------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>0.280 (0.00717); 0.279 (0.000921)</td>
<td>HSPA1B</td>
<td>Heat shock 70kDa protein 1B</td>
</tr>
<tr>
<td>0.248 (0.000203); 0.447 (0.00368)</td>
<td>SLC38A1; ATA1</td>
<td>Amino acid transporter system A1</td>
</tr>
<tr>
<td>0.246 (0.00242); 0.696 (0.00685)</td>
<td>RPN2</td>
<td>Ribophorin II precursor</td>
</tr>
<tr>
<td>0.225 (0.00182); 0.490 (0.0159)</td>
<td>MKNK2</td>
<td>MAP kinase-interacting serine/threonine kinase 2</td>
</tr>
<tr>
<td>0.219 (0.00109); 0.622 (0.0000313)</td>
<td>GGH</td>
<td>Gamma-glutamyl hydrolase precursor</td>
</tr>
<tr>
<td>0.201 (0.000562); 0.505 (0.00487)</td>
<td>SLC38A2</td>
<td>predicted protein of HQ1068; Homo sapiens PRO1068 mRNA, complete cds.</td>
</tr>
<tr>
<td>0.198 (0.0191); 0.509 (0.00713)</td>
<td>PSA</td>
<td>Phosphoserine aminotransferase</td>
</tr>
</tbody>
</table>
Retention of resident soluble proteins in the lumen of the endoplasmic reticulum (ER) is achieved in both yeast and animal cells by their continual retrieval from the cis-Golgi, or a pre-Golgi compartment. Sorting of these proteins is dependent on a C-terminal tetrapeptide signal, usually lys-asp-glu-leu (KDEL) in animal cells, and his-asp-glu-leu (HDEL) in S. cerevisiae. This process is mediated by a receptor that recognizes, and binds the tetrapeptide-containing protein, and returns it to the ER. In yeast, the sorting receptor encoded by a single gene, ERD2, is a seven-transmembrane protein. Unlike yeast, several human homologs of the ERD2 gene, constituting the KDEL receptor gene family, have been described. KDELR3 was the third member of the family to be identified, and it encodes a protein highly homologous to KDELR1 and KDELR2 proteins. Two transcript variants of KDELR3 that arise by alternative splicing, and encode different isoforms of KDELR3 receptor, have been described.

This gene encodes lipase A, the lysosomal acid lipase (also known as cholesterol ester hydrolase). This enzyme functions in the lysosome to catalyze the hydrolysis of cholesteryl esters and triglycerides. Mutations in this gene can result in Wolman disease and cholesteryl ester storage disease. SP function: crucial for the intracellular hydrolysis of cholesteryl esters and triglycerides that have been internalized via receptor-mediated endocytosis of lipoprotein particles. Important in mediating the effect of LDL (low density lipoprotein) uptake on suppression of hydroxymethylglutaryl-CoA reductase and activation of endogenous cellular cholesteryl ester formation.

The protein encoded by this gene is involved in the synthesis of asparagine. This gene complements a mutation in the temperature-sensitive hamster mutant ts11, which blocks progression through the G1 phase of the cell cycle at nonpermissive temperature. There are three alternatively spliced transcript variants encoding the same protein described for this gene.
3.3.3 CYN induces changes in gene expression associated with specific stress responses

3.3.3.1 DNA damage responses

As discussed briefly above, one of the most highly induced genes following CYN exposures was \( \text{GADD45}^\alpha \) (Fornace et al., 1989), encoding a protein involved in the initiation of stress signalling, growth arrest and repair processes in response to DNA damage (Zhan, 2005). Using qRT-PCR we had previously identified \( \text{GADD45}^\alpha \) amongst a group of p53-regulated genes induced by CYN, a finding which is substantiated by the microarray data presented here. P53 is transcription factor that functions as a central coordinator of gene expression in response to DNA damage (Kastan, 1993; Lakin and Jackson, 1999; Levine, 1989; Smith and Seo, 2002). Targets of p53 have various roles in cell cycle control, DNA repair, and the induction of apoptosis.

P53-regulated genes induced in response to CYN, according to microarray analysis described in this chapter, include the \( \text{CDKN1A} \) gene encoding p21\(^{\text{WAF1/CIP1}} \), a regulator of cyclin-dependent kinases (el-Deiry et al., 1993), the \( \text{XPC} \) gene encoding a nucleotide excision repair protein essential for global genomic DNA repair (Masutani et al., 1994), \( \text{P53R2} \), encoding a ribonucleotide reductase (Tanaka et al., 2000), \( \text{BTG2} \), encoding a protein involved in cell cycle control (Rouault et al., 1996), \( \text{TP53I3} \), a p53-inducible gene encoding a protein thought to be involved in apoptosis (up-regulated in HepG2 cells only), and the \( \text{DDB2} \) gene encoding a damage-specific DNA binding protein (Dualan et al., 1995; Tan and Chu, 2002). Expression ratios for \( \text{GADD45}^\alpha \), \( \text{CDKN1A} \), \( \text{XPC} \) and \( \text{DDB2} \) were confirmed using qRT-PCR (Table 3.8).

CYN also induced DNA repair-associated genes not reported as being under the transcriptional control of p53—\( \text{POLH} \), encoding DNA polymerase \( \eta \), which has a role in translesion DNA synthesis (Masutani et al., 1999), and \( \text{ALKBH} \), a homologue of the \( E.\text{coli} \) alkylation repair gene \( \text{alkB} \) (Wei et al., 1996). The induction of \( \text{ALKBH} \) expression was verified using qRT-PCR (Table 3.8). The increased expression of genes encoding specific repair proteins (\( \text{XPC}, \text{POLH} \) and \( \text{ALKBH} \)) may be suggestive of the nature of DNA lesions or adducts induced by CYN treatment. For example, XPC and DDB2 proteins are both involved in the recognition and repair of bulky lesions via nucleotide excision repair...
(Amundson et al., 2002; Fitch et al., 2003), while AlkB homologues have a role in the direct repair of methylated bases (Aas et al., 2003).

There are three human homologues of *E.coli* AlkB, designated ABH1, ABH2 and ABH3 (Aas et al., 2003; Wei et al., 1996). ABH2 and ABH3 have activities similar to the bacterial AlkB enzyme, namely oxidative demethylation of bases in DNA and RNA, while ABH1 (encoded by *ALKBH*) has not been fully characterised. A recombinant version of ABH1 that was not able to repair damaged DNA or RNA has been described (Aas et al., 2003), the authors suggesting that the bacterial expression system utilised may not have been capable of performing the post-translational modifications required for activity. The high degree of homology of this gene with other members of the family suggests that it may have repair activity *in vivo*, but this is yet to be determined. The fact that *ALKBH1* appears to be inducible also suggests that it may encode an active enzyme.

Addressing the question of whether CYN directly induces DNA damage was a goal of this analysis. The induction of p53-responsive genes, and others involved in DNA repair, indicates that a direct genotoxic effect may be induced by CYN. This is in general agreement with recent findings that low CYN concentrations result in positive comet assays using primary mouse hepatocytes (Humpage et al., 2005).
Table 3.5 Genes associated with stress responses showing altered transcript levels after CYN exposure (UPR – unfolded protein response; NP – not present, i.e. signal intensities were not above background levels). Asterisks represent significant difference from an expression ratio of 1, according to a one-sample Student’s t-test; * $p < 0.05$, ** $p < 0.01$, *** $p < 0.001$.

<table>
<thead>
<tr>
<th>Gene Product</th>
<th>HDF 6 h</th>
<th>HDF 24 h</th>
<th>HepG2 6 h</th>
<th>HepG2 24 h</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GADD45a</strong></td>
<td>1.01</td>
<td>21.1***</td>
<td>1.48</td>
<td>6.10***</td>
</tr>
<tr>
<td><strong>CDKN1A</strong></td>
<td>1.11**</td>
<td>3.42*</td>
<td>1.73*</td>
<td>1.55*</td>
</tr>
<tr>
<td><strong>XPC</strong></td>
<td>1.53***</td>
<td>3.19**</td>
<td>2.17*</td>
<td>2.20***</td>
</tr>
<tr>
<td><strong>BTG2</strong></td>
<td>1.29</td>
<td>2.41**</td>
<td>1.39</td>
<td>1.40*</td>
</tr>
<tr>
<td><strong>TP53I3</strong></td>
<td>0.96</td>
<td>0.72*</td>
<td>1.24*</td>
<td>1.71**</td>
</tr>
<tr>
<td><strong>DDB2</strong></td>
<td>1.07</td>
<td>2.09***</td>
<td>1.37*</td>
<td>1.23</td>
</tr>
<tr>
<td><strong>POLH</strong></td>
<td>1.16</td>
<td>2.18*</td>
<td>1.41</td>
<td>0.92</td>
</tr>
<tr>
<td><strong>ALKBH</strong></td>
<td>1.65*</td>
<td>3.06**</td>
<td>1.74*</td>
<td>2.28**</td>
</tr>
<tr>
<td><strong>NFkB1</strong></td>
<td>1.41*</td>
<td>4.02***</td>
<td>1.45*</td>
<td>1.35*</td>
</tr>
<tr>
<td><strong>IL1a</strong></td>
<td>1.33</td>
<td>5.50***</td>
<td>1.44*</td>
<td>0.98</td>
</tr>
<tr>
<td><strong>IL6</strong></td>
<td>0.97</td>
<td>2.88*</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>IL8</strong></td>
<td>1.61**</td>
<td>12.0**</td>
<td>1.57*</td>
<td>3.87***</td>
</tr>
<tr>
<td><strong>COX-2</strong></td>
<td>1.28</td>
<td>1.83**</td>
<td>NP</td>
<td>NP</td>
</tr>
<tr>
<td><strong>BIRC3</strong></td>
<td>1.37</td>
<td>2.57**</td>
<td>1.52</td>
<td>1.53**</td>
</tr>
<tr>
<td><strong>SQSTM1</strong></td>
<td>0.87</td>
<td>1.58*</td>
<td>1.40*</td>
<td>3.32***</td>
</tr>
<tr>
<td><strong>MAP3K14</strong></td>
<td>1.37**</td>
<td>2.74**</td>
<td>1.09</td>
<td>2.16**</td>
</tr>
<tr>
<td><strong>IL18</strong></td>
<td>1.61**</td>
<td>12.0**</td>
<td>1.57*</td>
<td>3.87***</td>
</tr>
<tr>
<td><strong>NFkBIA</strong></td>
<td>1.43**</td>
<td>2.35*</td>
<td>1.02</td>
<td>1.31*</td>
</tr>
<tr>
<td><strong>NFkBIE</strong></td>
<td>1.25</td>
<td>3.04**</td>
<td>0.97</td>
<td>2.65***</td>
</tr>
<tr>
<td><strong>TRIB3</strong></td>
<td>0.35**</td>
<td>0.28**</td>
<td>0.70*</td>
<td>0.63**</td>
</tr>
<tr>
<td><strong>RNF25</strong></td>
<td>1.58**</td>
<td>2.92***</td>
<td>1.74</td>
<td>2.71***</td>
</tr>
<tr>
<td><strong>TWEAKR</strong></td>
<td>2.53*</td>
<td>7.78***</td>
<td>1.87*</td>
<td>7.48***</td>
</tr>
<tr>
<td><strong>GRP78</strong></td>
<td>0.73</td>
<td>0.42**</td>
<td>0.52*</td>
<td>0.29**</td>
</tr>
<tr>
<td><strong>GRP94</strong></td>
<td>0.74*</td>
<td>0.57*</td>
<td>1.04</td>
<td>0.72*</td>
</tr>
<tr>
<td><strong>HERPUD1</strong></td>
<td>0.68</td>
<td>0.66*</td>
<td>0.69**</td>
<td>0.37**</td>
</tr>
<tr>
<td><strong>TARG1</strong></td>
<td>0.47*</td>
<td>0.39*</td>
<td>0.44*</td>
<td>0.27**</td>
</tr>
<tr>
<td><strong>HYOU1</strong></td>
<td>1.04</td>
<td>0.95</td>
<td>0.72*</td>
<td>0.58**</td>
</tr>
<tr>
<td><strong>XBP1</strong></td>
<td>0.63*</td>
<td>0.18**</td>
<td>1.45**</td>
<td>0.77*</td>
</tr>
<tr>
<td><strong>KDELR3</strong></td>
<td>0.90*</td>
<td>0.19**</td>
<td>1.05</td>
<td>0.38**</td>
</tr>
<tr>
<td><strong>P4HB; PDI</strong></td>
<td>0.93</td>
<td>0.69**</td>
<td>0.50*</td>
<td>0.50*</td>
</tr>
<tr>
<td><strong>PDIR</strong></td>
<td>0.92*</td>
<td>0.41*</td>
<td>0.88</td>
<td>0.54*</td>
</tr>
<tr>
<td><strong>TXNDC5</strong></td>
<td>0.92</td>
<td>0.43**</td>
<td>0.84***</td>
<td>0.55*</td>
</tr>
<tr>
<td><strong>ERP29</strong></td>
<td>0.80</td>
<td>0.56*</td>
<td>0.92</td>
<td>0.87*</td>
</tr>
<tr>
<td><strong>AHS1A</strong></td>
<td>0.94</td>
<td>0.43**</td>
<td>1.18</td>
<td>0.69*</td>
</tr>
<tr>
<td><strong>GADD153</strong></td>
<td>0.45*</td>
<td>0.69*</td>
<td>1.05</td>
<td>1.91**</td>
</tr>
</tbody>
</table>

**DNA damage responses:**

**NF-kB regulated / NF-kB activation**

**ER stress / UPR**

**Endoplasmic reticulum / UPR**
3.3.3.2 NF-κB-mediated gene expression

Nuclear factor kappa B (NF-κB) is a heterodimeric transcription factor that mediates gene expression associated with immune responses (Ghosh et al., 1998), cellular stresses (Mercurio and Manning, 1999) and the regulation of apoptosis and survival (Kucharczak et al., 2003). According to a 1999 review, NF-κB is activated by over 150 different stimuli and participates in the regulation of over 150 target genes (Pahl, 1999). Due to the immense interest in NF-κB as a potential target for therapeutics, the current number of known activators and targets undoubtedly exceeds this estimate. Described in this section is a summary of genes regulated by NF-κB, and genes encoding NF-κB regulatory proteins, that displayed altered transcript levels in response to CYN in this study. The possible involvement of this important transcription factor in CYN toxicity is explored in more detail in chapter 5 of this thesis.

Numerous interleukins known to be regulated by NF-κB were up-regulated following CYN exposure (Table 3.5). The \textit{IL1} gene for interleukin 1α (IL-1α), known to be regulated by NF-κB (Mori and Prager, 1996), was induced significantly in HDFs after 24 h CYN treatment, but not in HepG2 cells. IL-1α and IL-1β are important regulators of early responses to infection and injury, participating in priming the innate immune system for increased activity (Fitzgerald and O'Neill, 2000; Martin and Wesche, 2002). IL-6 mRNA levels after 24 h were also increased only in HDFs. IL-6 is an inflammatory cytokine with wide-ranging effects on cellular physiology associated with proliferation, differentiation, survival and apoptosis (Kamimura et al., 2003). Transcription of the \textit{IL6} gene is under the partial control of NF-κB (Libermann and Baltimore, 1990). \textit{IL8} expression, known to be regulated primarily by NF-κB (Kunsch and Rosen, 1993; Roebuck, 1999), was induced by CYN strongly in both HDFs and HepG2 cells over time. IL-8 is the prototypical chemotactic cytokine (chemokine), a family of small, basic proteins that attract specific leukocytes to sites of inflammation (Strieter et al., 1996). IL-8 expression can be induced in HepG2 cells by treatment with lipopolysaccharides, acetaldehyde, or hydrogen peroxide (Gomez-Quiroz et al., 2003). Validation of the expression ratios for \textit{IL1}, \textit{IL6}, and \textit{IL8} was achieved using qRT-PCR (Table 3.8), which resulted in the detection of considerably larger fold-changes, as is often reported for validations of array data using this method.
CYN treatment also induced the expression of genes encoding the inhibitors of NF-κB, IκBα and IκBɛ (NFKBIA and NFKBIE, respectively; Table 3.5). NF-κB is regulated by IκB (inhibitor of κB) protein, which binds to NF-κB dimers and prevents their translocation to the nucleus by masking nuclear localisation signals (Baeverle and Baltimore, 1988; Malek et al., 1998; Whiteside et al., 1997). NF-κB activation occurs through receptor-mediated or stress-induced pathways that result in ubiquitylation and subsequent proteasomal degradation of IκB (discussed in more detail in Chapter 5). In the classical pathway of NF-κB activation, phosphorylation of IκBβ by the IκB kinase complex (IKK) marks it for ubiquitylation and degradation (Hay et al., 1999). The NFKBIA and NFKBIE genes are transcriptionally up-regulated by NF-κB, thereby participating in negative feedback of the pathway following an activation event (Kearns et al., 2006; Nelson et al., 2004). The induction of these genes by CYN is further indication of NF-κB activation in response to the toxin.

BIRC3, encoding cellular inhibitor of apoptosis protein 2 (cIAP2), is up-regulated significantly in both cell lines after 24 h (substantially in HDFs; Table 3.5). This gene is induced by TNFα and IL1 through two NF-κB response elements (Hong et al., 2000), and by phorbol-12-myristate-13-acetate (PMA) via a protein kinase C- (PKC) and NF-κB-dependent pathway (Wang et al., 2003). NF-κB contributes to increased cIAP2 levels during mitotic cell cycle arrest at the G2-M transition, enhancing cell survival (Jin and Lee, 2006). The increased expression of BIRC3 may contribute to the relatively long CYN exposure times required to induce apoptosis in HDFs and HepG2 cells (Chapter 2).

The gene encoding the ubiquitin binding protein p62/Sequestosome 1, SQSTM1, was one of the ten most strongly up-regulated genes in HepG2 (table 3.4), and was significantly up-regulated in HDFs after 24 h (table 3.5). NF-κB participates in the regulation of this gene by binding to an element in the 5’ flanking region (Vadlamudi and Shin, 1998).

Relative mRNA levels for genes associated with NF-κB regulation were also seen to be changing after CYN exposure. The gene for IL-18, a member of the interleukin-1 family of cytokines, was induced after 24 h in HepG2 cells but not in HDFs. IL-18 is secreted by sentinel cells of the immune system, regulating immune responses by signalling to cells expressing the IL-18 receptor, including macrophages, natural killer cells, lymphocytes and neutrophils (Reddy, 2004). The binding of IL-18 to its receptor results in the activation
of NF-κB and increased NF-κB-dependent gene expression (Matsumoto et al., 1997; Tsuji-Takayama et al., 1999; Weinstock et al., 2003).

As discussed above, the receptor for TWEAK (TWEAKR) can also induce NF-κB activation via interactions with TRAF1, 2, 3, and 5 (Han et al., 2003). The strong induction of TWEAKR in both cell types suggests a possible role for this receptor in the activation of NF-κB in response to CYN.

MAP3K14 mRNA levels were significantly higher than controls in both cell lines after 24 h CYN exposure. MAP3K14 encodes NF-κB-inducing kinase (NIK; also known as MAPK kinase kinase 14), a serine/threonine kinase involved in the activation of NF-κB via the alternative pathway (see section 5.4) through the phosphorylation and activation of IκB kinase alpha (Malinin et al., 1997). The increased expression of MAP3K14 following CYN treatment indicates an up-regulation of the early regulatory processes of the NF-κB pathway by increasing the pool of NIK available for activation. It is important in this case to acknowledge the limitations of determining mRNA levels in the assessment of signalling pathway activation—increased transcript levels for a given kinase mean that an associated pathway will be activated.

TRIB3, encoding a homologue of Drosophila tribbles 3, was down-regulated following CYN treatment in both cell types. The TRIB3 protein (also called SINK) is a negative regulator of NF-κB activation and transcription (Wu et al., 2003), suggesting that the observed reduction in TRIB3 expression may be associated with a corresponding increase in NF-κB activity.

NF-κB is activated in response to many and varied stress-inducing stimuli, including DNA damage, viral infection, UV light, pro-inflammatory cytokines, bacterial lipopolysaccharides and oxidative stress (Mercurio and Manning, 1999). The increased expression of numerous genes known to be regulated by the active NF-κB dimer following exposure to CYN indicates that this toxin also induces NF-κB activation. To confirm this, the activation status of IκBα could be investigated by immunoblotting with antibodies specific for the phosphorylated form. Little is known about the activation mechanism for IκB kinases in response to stress, but it has been suggested that reactive oxygen species (ROS) are involved (Li and Engelhardt, 2006; Li et al., 2001a; Mercurio and Manning, 1999), although this possibility is not wholly supported (Hayakawa et al., 2003). Despite
the apparent lack of involvement of ROS in CYN toxicity in primary mouse hepatocytes (Humpage et al., 2005), it would be interesting to determine whether CYN induces oxidative stress in the cell types used in this study.

3.3.3.3 CYN reduces the expression of endoplasmic reticulum stress genes

Proteins destined for the cell surface, either for secretion or to be embedded in the membrane, are synthesised in the endoplasmic reticulum (ER). Conditions that adversely affect protein folding in the ER can induce the endoplasmic reticulum stress response, involving the expression of chaperonins that assist newly synthesised proteins to adopt the correct conformation. Interestingly, CYN treatment resulted in a marked reduction in the expression of ER stress-responsive genes. Amongst the ten most down-regulated genes listed in Table 3.4 are the well characterised ER stress genes GRP78, TARG1, HERPUD1, and FKBP14. The expression ratios for these and other ER stress genes significantly down-regulated following CYN exposure are listed in Table 3.5.

Most ER stress-responsive genes encode products with functions associated with protein folding. GRP78 is the major ER HSP70 chaperonin, aiding newly synthesised proteins to fold correctly (Munro and Pelham, 1986; Nigam et al., 1994). The GRP78 gene is strongly transactivated under conditions detrimental to protein folding in the ER (Li et al., 1993). The highly significant reduction in GRP78 expression following CYN treatment indicated a reduced need for protein folding chaperones in the ER, consistent with the fact that CYN is a potent inhibitor of protein synthesis.

The TRA1-GRP94 gene, encoding another ER chaperone known as ‘tumour rejection antigen 1’ (TRA1; also known as glucose-regulated protein, 94 kDa [GRP94]) was significantly down-regulated in both cell types after 24 h (0.57-fold in HDFs; 0.72-fold in HepG2 cells; \( p < 0.05 \) for both cell types). GRP94 and GRP78 encode well-characterised folding chaperones and are coordinately regulated, with both genes containing similar promoter elements (Liu and Lee, 1991).

FKBP14 encodes a member of the FKBP family of proteins that bind the immunosuppressive drug FK506 (Patterson et al., 2002). FKBPs have peptidyl-prolyl cis/trans isomerase (PPIase) activity, which is a function important for proline-directed protein folding (Fischer and Bang, 1985). FKBP14 is not well studied, however the similar
FKBP13 protein is known to be induced under conditions that promote protein denaturation in the ER (Bush et al., 1994).

Protein folding in the ER is also aided by protein disulphide isomerases (PDIs), a family of thioredoxin-like proteins which direct the formation and isomerisation of disulphide linkages in newly synthesised polypeptide chains. These enzymes can carry out oxidative refolding of proteins, which involves the breaking and rejoicing of disulphide bonds (Tu and Weissman, 2004). In humans, PDI is the main protein disulphide isomerase in the ER, encoded by the \( P4HB \) gene (for prolyl 4-hydroxylase, beta subunit; the PDI protein is multifunctional and is also a subunit of this enzyme which is involved in collagen synthesis (Koivu et al., 1987; Pihlajaniemi et al., 1987)). In addition to PDI, there are numerous homologues with disulphide isomerase activity. One such homologue is known as protein disulphide isomerase-related protein, PDIR (Hayano and Kikuchi, 1995), which has similar activity but differing substrate specificity to that of PDI (Horibe et al., 2004). In CYN-treated HDFs and HepG2s, genes for both PDI and PDIR were significantly down-regulated after 24 h. The 5' proximal promoter region of the \( PDI \) gene contains six CCAAT boxes (Tasanen et al., 1992), implying the involvement of C/EBP-family transcription factors in the regulation of transcription.

\( TARG1 \) expression was also strongly reduced after CYN treatment (discussed briefly above in ‘Large changes in relative transcript level after 24 h CYN exposure’; Table 3.4; Table 3.5). The product of this gene, known variously as Drg1, Cap43, rit42, TDD5, Ndr1 and RTP (reducing agent- and tunicamycin-responsive protein) has a role in ER stress, with \( TARG1 \) expression induced concurrently with \( GRP78 \) expression (Agarwala et al., 2000; Kokame et al., 1996; Zhou et al., 1998). RTP is phosphorylated by protein kinase A, suggesting a possible role in intracellular signalling in response to ER stress (Agarwala et al., 2000).

\( HERPUD1 \) (homocysteine-inducible, endoplasmic reticulum stress-inducible protein, ubiquitin-like domain member 1), encodes a ubiquitin-like ER stress-inducible protein that localises to the ER membrane (Kokame et al., 2000). The strong expression of \( HERPUD1 \) during the unfolded protein response directed by ATF6 through the binding of two ER stress response elements in the promoter region, designated ERSE and ERSE-II (Kokame et al., 2001).
X-box binding protein (XPB-1; encoded by the gene \textit{XBP1}) is a transcription factor involved in the regulation of the unfolded protein response during endoplasmic reticulum stress (Kanemoto et al., 2005; Yoshida et al., 2001). In HDFs, mRNA for XBP was strongly down-regulated by CYN treatment, while in HepG2 cells there was a slight but statistically significant increase in XBP mRNA after 6 h and a significant reduction after 24 h (Table 3.5). Transcriptional activation of \textit{XBP1} is regulated by ATF6 in a similar fashion to \textit{GRP78} expression (Yoshida et al., 2000). Reduced levels of this transcription factor may reinforce the putative role of ATF6 in the observed reduction in ER stress-responsive transcripts.

The expression of a gene encoding a receptor for protein retention in the ER, \textit{KDELr3}, was strongly reduced in both cell types (Tables 3.4 and 3.5). \textit{KDELr2} expression was also significantly reduced after 24 h in both cell types (Table 3.5). The KDEL (lysine, aspartic acid, glutamic acid, leucine) motif is a signal for ER localisation present in the C-termini of proteins involved in essential ER functions, such as the ER stress proteins GRP78 and GRP94 (Kaufman, 1999). Proteins bearing the KDEL motif are able to leave the ER and proceed to the Golgi apparatus, or a pre-Golgi compartment, but are transported rapidly back to the ER by KDEL receptor proteins (Munro and Pelham, 1987; Pelham, 1988). KDEL receptors reside intermittently in the Golgi – when the receptor encounters and binds a protein with the KDEL motif, the receptor-ligand complex is transported to the ER (Lewis and Pelham, 1990; Lewis and Pelham, 1992; Townsley et al., 1993). In this way, the continual retrograde transport of ER-resident proteins maintains the appropriate localisation, despite a degree of cycling between compartments. A strong reduction in the expression of \textit{KDELr3}, and a moderate reduction in \textit{KDELr2} expression (a probe for \textit{KDELr1} was not present on the arrays), may be a result of reduced protein synthesis following CYN treatment, although the mechanism is not clear.

\textit{GADD153}, another gene involved in ER stress responses (Wang et al., 1996), was up-regulated in HepG2 cells after 24 hours but down-regulated in HDFs at both time points, highlighting a cell-type specific response to CYN. \textit{GADD153}, also known as C/EBP homologous protein (CHOP), is a member of the CCAAT enhancer binding (C/EBP) family of transcription factors. \textit{GADD153} was originally described as one of a set of genes inducible by genotoxic agents (Fornace et al., 1988) but is now known to be most strongly
induced under conditions that exacerbate ER stress (Kaufman, 1999; Wang et al., 1996; Zinszner et al., 1998).

The reduced expression, following CYN exposure, of ER chaperonins and other proteins involved in the unfolded protein response is consistent with a diminished requirement for protein chaperonins as a result of CYN-mediated translational inhibition. This is a clear example of the efficacy of the microarray approach—gene expression patterns consistent with known mechanisms of CYN toxicity are detected by the method, indicating that further mechanisms may be elucidated using this technique.

### 3.3.4 CYN induces genes for RNA metabolism and processing

In data from both cell types, numerous GO categories involved with RNA processing and metabolism featured in clusters of up-regulated genes (Figure 3.3). These clusters were examined for the presence of genes with specific functions relating to these categories (Table 3.6). Additional genes not present in clusters in Figure 3.3, but also relating to RNA metabolism, are included in the table below. CYN treatment increased the expression of genes encoding proteins with three main roles in RNA metabolism—transfer RNA (tRNA) synthesis and processing, pre-mRNA processing and ribosomal RNA (rRNA) processing.

<table>
<thead>
<tr>
<th>Gene Product</th>
<th>HDF 6 h</th>
<th>HDF 24 h</th>
<th>HepG2 6 h</th>
<th>HepG2 24 h</th>
</tr>
</thead>
<tbody>
<tr>
<td>POL3RD</td>
<td>RNA polymerase III subunit D</td>
<td>1.53</td>
<td>2.85**</td>
<td>1.37*</td>
</tr>
<tr>
<td>PUS1</td>
<td>Pseudouridine synthase 1</td>
<td>1.80*</td>
<td>2.91**</td>
<td>1.47*</td>
</tr>
<tr>
<td>RPP40</td>
<td>Ribonuclease P 40kDa subunit</td>
<td>1.30</td>
<td>0.95</td>
<td>1.24</td>
</tr>
<tr>
<td>RPP21</td>
<td>Ribonuclease P 21kDa subunit</td>
<td>1.33*</td>
<td>1.12</td>
<td>1.61*</td>
</tr>
<tr>
<td>NUFIP1</td>
<td>nuclear FMRP interacting protein 1</td>
<td>1.47*</td>
<td>2.03**</td>
<td>1.63*</td>
</tr>
<tr>
<td>SART3</td>
<td>SCC antigen recognized by T cells 3</td>
<td>1.52*</td>
<td>2.67**</td>
<td>1.51</td>
</tr>
<tr>
<td>CSTF1</td>
<td>Cleavage stimulation factor, subunit 1</td>
<td>1.48*</td>
<td>1.73*</td>
<td>1.57*</td>
</tr>
<tr>
<td>CSTF3</td>
<td>Cleavage stimulation factor, subunit 3</td>
<td>1.60**</td>
<td>1.38**</td>
<td>1.28*</td>
</tr>
<tr>
<td>KIAA0017</td>
<td>Splicing factor 3b, subunit 3</td>
<td>1.67*</td>
<td>2.83***</td>
<td>1.11</td>
</tr>
<tr>
<td>HSA9761</td>
<td>Putative dimethyladenosine transferase</td>
<td>1.23</td>
<td>3.82***</td>
<td>1.17</td>
</tr>
<tr>
<td>NOL5A</td>
<td>Nucleolar protein 5A</td>
<td>1.31*</td>
<td>1.89**</td>
<td>1.60*</td>
</tr>
<tr>
<td>DDX47</td>
<td>DEAD box polypeptide 47 isoform 1</td>
<td>1.60**</td>
<td>2.12***</td>
<td>1.0</td>
</tr>
<tr>
<td>EXOSC4</td>
<td>Exosome component 4</td>
<td>1.42**</td>
<td>2.21**</td>
<td>1.27*</td>
</tr>
<tr>
<td>EXOSC9</td>
<td>Exosome component 9</td>
<td>1.44*</td>
<td>1.57**</td>
<td>1.16</td>
</tr>
</tbody>
</table>

Table 3.6 RNA metabolism genes induced following CYN treatment. Asterisks represent significant difference from an expression ratio of 1, according to a one-sample Student's t-test; * $p < 0.05$, ** $p < 0.01$, *** $p < 0.001$. 
Chapter 3  Toxicogenomics

**POL3RD**, encoding subunit D of RNA polymerase III, was induced significantly in both cell types after 24 h. RNA polymerase III transcribes genes for all tRNAs as well as 5S rRNA. Pseudouridine is a modified base present in tRNA and rRNA. **PUS1**, encoding a pseudouridine synthase specific for tRNA (Chen and Patton, 1999; Patton et al., 2005), was significantly up-regulated in both cell types over time. **RPP40**, encoding a 40 kDa subunit of ribonuclease P (Jarrous et al., 1998), was induced significantly over time in HepG2 cells but not in HDFs. The **RPP21** gene, encoding a 21 kDa subunit of RNase P (Jarrous et al., 2001; Jiang et al., 2001), was also induced significantly in HepG2 cells following CYN treatment. Ribonuclease P is required for the maturation of tRNA, cleaving the 5’ leader from precursor molecules (Hopper and Phizicky, 2003).

**SART3**, also up-regulated in both HDFs and HepG2 cells, encodes a protein involved in mRNA splicing (Harada et al., 2001). More specifically, SART3 (also known as p110) associates with snRNPs during the recycling of spliceosome components following an mRNA splicing event (Bell et al., 2002; Nottrott et al., 2002). **CSTF1** encodes subunit 1 of a heterotrimeric complex, cleavage stimulation factor (CSTF), involved in the cleavage of 3’ ends of mRNA necessary for efficient polyadenylation (Ruegsegger et al., 1996; Takagaki et al., 1992; Takagaki and Manley, 2000). In both HDFs and HepG2 cells, **CSTF1** expression was induced significantly after 6 h and 24 h exposure. Interestingly, **CSTF3** mRNA levels increased in HDFs over time but in HepG2 cells this gene was up-regulated only slightly after 6 h, and down-regulated after 24 h CYN exposure. Signal intensities for array features representing **CSTF2** and **CSTF4** were not greater than background levels.

**NOL5A** was one of the ten most highly induced genes in HepG2 cells (see above), and encodes a protein required for pre-rRNA processing during ribosome biogenesis (Gautier et al., 1997; Hayano et al., 2003). CYN exposure also resulted in the increased expression of **DDX47**, encoding an RNA helicase belonging to the DEAD-box superfamily—a family of highly conserved, ATP-dependent, double-stranded RNA unwinding enzymes containing the motif D-E-A-D (Asp-Glu-Ala-Asp) (Linder, 2006). DEAD-box RNA helicases are required for transcription, pre-mRNA splicing, mRNA export, RNA degradation and ribosome biogenesis (Linder, 2006). The DDX47 protein resides in the nucleolus associated with rRNA precursors, and is therefore thought to be involved in rRNA processing (Sekiguchi et al., 2006). This is supported by the fact that the yeast
homologue of DDX47, Rrp3, is required for proper 18S rRNA processing (O'Day et al., 1996). Also involved in the processing of pre-rRNA is the exosome, a complex of 5'–3' exonucleases important for a variety of RNA degradation processes, including the processing of the 3' ends of 5.8S rRNA precursors (Houseley et al., 2006). CYN treatment resulted in the induction of two genes encoding components of the exosome, \textit{EXOSC4} and \textit{EXOSC9}. Another gene involved in rRNA processing up-regulated in response to CYN was \textit{HSA9761}, encoding a protein homologous to a yeast rRNA dimethyladenosine transferase (Stanchi et al., 2001).

Clearly, genes for numerous components of the rRNA processing machinery appear to up-regulated following CYN treatment. This may indicate that rRNA synthesis is increased in response to CYN, which would contradict the negative effects of CYN on cellular proliferation (see Chapter 2), since rRNA synthesis is inextricably linked to cell growth and proliferation. This may suggest a response to rRNA damage, and a subsequent increase in the expression of genes involved in the synthesis and processing of new rRNA.

Increases in relative mRNA levels for transfer RNA (tRNA) processing genes may also be linked to RNA damage. If the inhibition of protein synthesis is due to damage to mRNA or rRNA, then it follows that tRNA is likely to also be damaged by CYN. This could result in the upregulation of genes for tRNA synthesis and processing as can be seen in the present study (Table 3.6). Further work is required to establish whether RNA damage is indeed a mechanism of CYN toxicity.

### 3.3.5 CYN-mediated expression differs between HDFs and HepG2 cells

The initial motivation for using a liver-derived cell line was that it may express CYP450-family enzymes that have been proposed to potentiate CYN toxicity in rodent hepatocytes. Despite a degree of CYP450-family metabolic capability in HepG2 cells (Rodriguez-Atona et al., 2002; Sassa et al., 1987), activation of CYN to a more potent compound does not appear to occur in these cells. Nevertheless, differing responses at the level of gene expression may be the basis of the observed differences in cytotoxicity after CYN exposure. For example, LDH release occurs in HDFs, but not HepG2 cells, after long CYN exposures (Section 2.3.3). The basis for this may relate to the repertoire of genes differentially expressed in the two cell types in response to CYN, some of which are listed in Table 3.7.
Thioredoxin reductases catalyse the NADPH-dependent reduction of thioredoxins, a family of small proteins important in maintaining the cellular redox state. Thioredoxins are associated with numerous physiological functions in the cell—signalling, DNA replication, regulation of apoptosis, regulation of transcription factors, and oxidant detoxification (Arner and Holmgren, 2000). The two major forms of thioredoxin in higher eukaryotic cells are the cytosolic thioredoxin 1, and the mitochondrial form known as thioredoxin 2. Cytosolic thioredoxin, in its reduced dithiol state, has a protective role against xenobiotic compounds such as oxidants and electrophiles (Watson et al., 2004). Thioredoxin reductase 1 is a cytosolic thioredoxin reductase responsible for reducing the active site of thioredoxin 1 (Nakamura, 2005). The gene encoding this reductase, TXNRD1, was strongly up-regulated in HepG2 cells following CYN exposure, but down-regulated in HDFs (Table 3.7). The relative expression ratios were confirmed using qRT-PCR (Table 3.8).

Transcriptional regulation of TXNRD1 is complex, and although constitutive expression of this gene is under the control of a core promoter typical of housekeeping genes (Rundlof et al., 2001), there is some evidence for the existence of alternative promoter regions that may be inducible (Rundlof et al., 2004). Indeed, TXNRD1 transcription is induced following cadmium exposure via an antioxidant response element (Sakurai et al., 2005).

Cadmium is a well-known inducer of cellular oxidative stress (Snow, 1992; Waisberg et al., 2003). In contrast to TXNRD1, the expression of the endogenous thioredoxin inhibitor, TXNIP, was induced strongly in both cell types in response to CYN (Table 3.4). Transcript levels for thioredoxin itself were unchanged after 6 h but down-regulated after 24 h in HDFs (0.5-fold, \( p = 0.011 \)), and slightly down-regulated in HepG2 cells after 6 h (0.74-fold, \( p = 0.016 \)), but not significantly altered after 24 h. These data suggest a role for oxidative stress in CYN toxicity. The altered expression of TXNRD1 in the present study
suggests that CYN exposure may modify the cellular redox state, relative to basal conditions during normal cell culture, in a cell-type specific manner.

**DKK1** expression in HDFs and HepG2 cells following CYN exposure also differed. Dickkopf-like kinase 1, encoded by the **DKK1** gene, is an antagonist of the Wnt signalling pathway (Fedi et al., 1999). Wnt genes are involved in the development of the body in multicellular organisms—mutations in these genes result in morphological alterations and developmental abnormalities, or carcinogenesis (Cadigan and Liu, 2006; Cadigan and Nusse, 1997). The canonical Wnt pathway involves the binding of Wnt proteins to a family of receptors known as ‘Frizzled’, initiating a signalling cascade that results in the stabilisation and nuclear localisation of β-catenin, which subsequently interacts with the T-cell factor/lymphoid enhancer binding (TCF/LEF) group of transcription factors, culminating in the induction of target gene promoters. Wnt signalling can inhibit apoptosis by preventing mitochondrial cytochrome c release (Chen et al., 2001). Dickkopf kinases interact with receptors associated with Wnt signalling, and are either agonists or antagonists of the pathway. The human **DKK1** gene (the product of which is an antagonist) is induced in response to DNA damage by various factors, resulting in a sensitisation to ceramide-induced apoptosis (Shou et al., 2002). In HDFs, **DKK1** mRNA levels were strongly reduced after 24 h CYN exposure, while in HepG2 cells, **DKK1** expression was slightly but significantly up-regulated in response to CYN at both 6h and 24 h. The **DKK1** gene is itself a target of β-catenin/TCF transactivation, indicating a negative feedback loop for the Wnt signalling pathway (Niida et al., 2004).

Another target of β-catenin/TCF-mediated transcriptional activation is **ENC1**, a gene originally described as a neural development determinant (‘ectodermal neural cortex 1’(Hernandez et al., 1998)). **ENC1** expression in response to CYN is almost the inverse of **DKK1** expression—after 24 h, **ENC1** is strongly induced in HDFs, and in HepG2 cells is slightly but significantly downregulated (Table 3.7). This pattern of expression is consistent with the fact that DKK1 inhibits Wnt signalling. Interestingly, HepG2 cells express a truncated mutant of β-catenin that renders TCF-dependent transcription constitutively active (de La Coste et al., 1998). This mutation inherently prevents the occurrence of transcriptional changes resulting from the modulation of Wnt signalling by DKK1 in HepG2 cells, which could explain the low magnitude of change in **ENC1**
expression relative to control cultures. In HDFs, the strong decrease in relative \textit{DKK1} expression after 24 h may underlie the observed increase in \textit{ENC1} mRNA.

The fact that \textit{GADD153} is down-regulated in HDFs in response to CYN is consistent with the widespread reduction in the expression of ER chaperone genes—\textit{GADD153} expression is known to be co-ordinately regulated with unfolded protein response genes (Oyadomari and Mori, 2004; Wang et al., 1996; Zinszner et al., 1998). Reasons for the up-regulation of \textit{GADD153} in HepG2 cells are less clear. The \textit{GADD153} promoter is activated in response to DNA damage (Luethy and Holbrook, 1992), which may occur differentially in HDFs and HepG2 cells, however, the expression of DNA damage response genes (Table 3.5) seems to be similar in both cell types. In any case, the downstream effects of differential \textit{GADD153} expression may contribute to the differential Wnt/\(\beta\)-catenin/TCF-mediated expression described above. This is apparent from recent findings indicating that \textit{GADD153-CHOP} is a negative regulator of Wnt signalling (Horndasch et al., 2006). Down-redulation of \textit{GADD153} relative to controls may therefore explain the induction of \textit{ENC1} in HDFs.

\textit{SERPINE2}, encoding a serine protease inhibitor (serpin, clade E, member 2, also known as protease nexin 1, PN1), was also differentially regulated in HDFs and HepG2 cells after CYN exposure. Serpin 2/PN1 inhibits trypsin, thrombin, urokinase and plasmin, but not chymotrypsin (Scott et al., 1985), and is known to be produced by fibroblasts in culture (Baker et al., 1980; Farrell and Cunningham, 1986). Interestingly, the expression profile of a gene encoding the cysteine protease cathepsin C (\textit{CTSC}) was almost the inverse of that of \textit{SERPINE2}. In HDFs, \textit{CSTC} mRNA levels increased significantly over time and \textit{SERPINE2} mRNA levels decreased, while in HepG2 cells the expression of \textit{CTSC} was reduced after 24 h and \textit{SERPINE2} expression increased over time. Cathepsin C is a coordinator of serine protease activation in cytotoxic lymphocytes and mast cells, removing the inhibitory amino-terminal dipeptides (McGuire et al., 1993; Wolters et al., 2001). While serpins do not inhibit the same class of serine proteases, it is interesting to note the apparent inverse regulation of genes for a serine protease inhibitor and a serine protease activator in the two cell types used in the present study.
3.3.6 Validation of expression ratios using qRT-PCR

Relative transcript levels were confirmed using quantitative reverse transcriptase PCR (qRT-PCR) for selected genes of interest (Table 3.8). As commonly reported, the magnitude of gene expression changes measured using arrays sometimes differed to those measured using qRT-PCR, but the direction of change was consistently similar between the two methods. The differences in magnitude can be attributed to the low dynamic range and sensitivity of microarray technology compared with qRT-PCR. Another possible contribution to variation between the two methods is the nature of the experimental design. For the array experiments a time course was conducted whereby subconfluent cultures treated with 1 μg/ml CYN for 6 h and 24 h were compared to cultures treated for “0 h” (actually 24 h vehicle controls; see section 3.2.1). For the qRT-PCR validations, CYN-treated samples were compared against samples treated with an equal volume of sterile Milli-Q water over the same time course. This approach had the advantage of reducing the number of microarrays required for high-throughput gene expression analyses, with the more accurate qRT-PCR method used to validate selected expression ratios in treated cells compared to vehicle controls.

A list of primer pairs used for real-time qRT-PCR appears in Appendix 1.
Table 3.8 Validation of relative expression levels for selected transcripts using qRT-PCR. NP – not present in microarray data following quality control procedures (Due to higher sensitivity, qRT-PCR was able to detect transcripts with low expression levels). ND – not determined. For array data, asterisks represent significant difference from a theoretical ratio of 1.0 (no change) according to a one-sample Student’s t-test; for qRT-PCR data, asterisks represent significant difference between sample cycle threshold values and control cycle threshold values according to the method of Pfaffl et al. (2002); *p < 0.05, **p < 0.01, ***p < 0.001.

<table>
<thead>
<tr>
<th>Gene</th>
<th>HDF 6 h</th>
<th>HDF 24 h</th>
<th>HepG2 6 h</th>
<th>HepG2 24 h</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Array</td>
<td>qRT-PCR</td>
<td>Array</td>
<td>qRT-PCR</td>
</tr>
<tr>
<td>p53-regulated</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GADD45α</td>
<td>1.01</td>
<td>1.89</td>
<td>***21.1</td>
<td>133.0****</td>
</tr>
<tr>
<td>CDKN1A</td>
<td>**1.11</td>
<td>0.92</td>
<td>*3.42</td>
<td>3.47**</td>
</tr>
<tr>
<td>DNA repair</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XPC</td>
<td>***1.53</td>
<td>1.66</td>
<td>**3.19</td>
<td>5.07**</td>
</tr>
<tr>
<td>DDB2</td>
<td>1.07</td>
<td>1.60</td>
<td>**2.09</td>
<td>12.08***</td>
</tr>
<tr>
<td>ALKBH</td>
<td>*1.65</td>
<td>3.03*</td>
<td>**3.06</td>
<td>9.96***</td>
</tr>
<tr>
<td>NF-κB-regulated</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IL1α</td>
<td>1.33</td>
<td>1.32</td>
<td>***5.50</td>
<td>166.3***</td>
</tr>
<tr>
<td>IL6</td>
<td>0.97</td>
<td>3.62*</td>
<td>**2.88</td>
<td>212.8***</td>
</tr>
<tr>
<td>IL8</td>
<td>**1.61</td>
<td>8.01***</td>
<td>**12.0</td>
<td>168.6***</td>
</tr>
<tr>
<td>TWEAKR</td>
<td>*2.53</td>
<td>1.3</td>
<td>***7.78</td>
<td>6.36**</td>
</tr>
<tr>
<td>ER stress</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GADD153</td>
<td>*0.45</td>
<td>0.28***</td>
<td>*0.69</td>
<td>0.92</td>
</tr>
<tr>
<td>BiP-GRP78</td>
<td>0.73</td>
<td>0.70</td>
<td>**0.42</td>
<td>0.53**</td>
</tr>
<tr>
<td>KDELR3</td>
<td>*0.90</td>
<td>ND</td>
<td>*0.19</td>
<td>0.14***</td>
</tr>
<tr>
<td>Miscellaneous</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TXNRD1</td>
<td>0.89</td>
<td>ND</td>
<td>***0.44</td>
<td>0.61</td>
</tr>
<tr>
<td>AQP3</td>
<td>NP</td>
<td>ND</td>
<td>NP</td>
<td>1.97*</td>
</tr>
<tr>
<td>ENC1</td>
<td>*1.44</td>
<td>ND</td>
<td>***6.10</td>
<td>21.08***</td>
</tr>
</tbody>
</table>
3.4 Discussion

The present investigation utilised a high-throughput approach to determine changes in gene expression following CYN treatment. This strategy was undertaken with the view to elucidating endpoints of intracellular stress signalling related to specific mechanisms of toxicity.

A general overview of changes in gene expression induced by CYN, in both HDFs and HepG2 cells, was achieved through the examination of a dendrogram derived using hierarchical clustering (figure 3.3A). The dendrogram was divided into just two groups—generally up-regulated and generally down-regulated—consisting of the two major branches of the gene tree. Functional annotation of the genes present in the two groups yielded information consistent with observations of cytotoxicity induced by CYN, even at this broad level of analysis. The reduced expression of genes with products involved in protein transport and folding probably results from a diminished requirement for these functions due to CYN-mediated protein synthesis inhibition. Translational inhibition is a well-described mechanism of CYN cytotoxicity (Frosolio et al., 2003; Terao et al., 1994). Similarly, the reduced requirement for amino acids may result in the observed reduction in expression of genes involved with amino acid biosynthesis and metabolism. The increased expression of genes associated with apoptosis is consistent with cellular responses to DNA damage through the activation of the p53 pathway. The induction of genes associated with RNA metabolism is of particular interest, as an interaction between CYN and mRNA may be the underlying mechanism of translational inhibition by CYN.

In both HDFs and HepG2 cells, functional analysis of up-regulated clusters showed a strong involvement of genes associated with RNA metabolism, RNA processing and splicing, and ribosomal RNA synthesis. Increased synthesis and processing of rRNA and tRNA is normally associated with enhanced cell growth and proliferation (White, 2005). Due to the fact that CYN reduces proliferation, one would expect RNA processing components to be down-regulated—in fact the opposite appears to be occurring. One possible explanation is that the cells may be compensating for inactivated ribosomes (or indeed damaged ribosomal RNA) by increasing the synthesis and metabolism of rRNA.
Similarly, increased expression of the processing machinery for tRNA may be associated with a possible detrimental effect on tRNA integrity. Since the present study measured only polyA+ mRNA, further investigation using alternative methods would be required for the investigation of these possibilities.

The concept that cells have specific RNA repair processes is relatively new (Bellacosa and Moss, 2003), but it has been postulated that RNA damage may have a role in neurodegenerative diseases and other disorders (Bregnan and Sarasin, 2005). The induction of a gene \( ALKBH \) encoding a homologue of \( E.coli \) AlkB (hABH1) is interesting, as a different human homologue of this protein, hABH3, is able to repair methylated RNA (Aas et al., 2003).

CYN treatment resulted in the increased expression of numerous genes involved in DNA damage responses, in particular genes associated with the activation of the p53 transcription factor. The induction of p53-regulated gene expression is a common response to DNA damaging agents (Kastan, 1993; Lakin and Jackson, 1999; Meek, 2004), but it must be noted that a wide variety of other cellular stresses result in p53 activation (Levine et al., 2006). Elucidating the underlying mechanism of p53 activation by CYN is not possible by analysing gene expression at the level of mRNA. Nevertheless, the activation of p53-regulated genes involved in DNA repair may indicate the occurrence of DNA damage in response to CYN—particularly under conditions of low cytotoxicity. Concentrations utilised in the present study are cytotoxic, but only at long exposures—after 24 h, metabolic activity in CYN-treated HDFs, measured by the MTS assay, is not different to controls, and remain above 80% for HepG2 cells, while LDH release (a measure of membrane integrity and cytotoxicity) does not occur under these conditions in either cell type (Section 2.3.3).

The carcinogen benzo(a)pyrene (BaP) induces changes in gene expression associated with DNA adduct formation at levels of exposure that are not cytotoxic (Hockley et al., 2006). Comparing these changes with gene expression induced by CYN reveals a number of similarities. The p53-regulated genes \( CDKN1A, DDB2 \) and \( BTG2 \) are induced by both BaP and CYN in different cell types, while \( GDF15 \) expression is induced in HepG2 cells.
by both toxins. These similarities may indicate that CYN treatment results in DNA adduct formation, which would support earlier reports of an adduct in DNA isolated from the livers of CYN-treated mice (Shaw et al., 2000). The induction of nucleotide excision repair genes in the current study (Section 3.3.3.1) is consistent with the repair of bulky adducts, which also results in intermediary single-stranded breaks detectable by the comet assay—this phenomenon may underlie positive comet assay results reported by Humpage et al. (2005). The characterisation of adducts induced by CYN exposure would be highly informative in terms of deciphering possible mechanisms of genotoxicity attributable to the compound.

DNA damage induces NF-κB activation via pathways that are either dependent on or independent of IKK (Janssens and Tschopp, 2006). Although the role of NF-κB is often described as anti-apoptotic, some signals can induce NF-κB-dependent expression of pro-apoptotic genes (Kucharczak et al., 2003). The treatment of certain cell types with UV light, or topoisomerase inhibitors that induce DNA strand breakage, results in the down-regulation of the anti-apoptotic NF-κB target genes \( BCL2L1 \) (encoding Bcl-xL) and \( XIAP \) (x-linked inhibitor of apoptosis) (Campbell et al., 2004). In the present study, \( BCL2L1 \) was up-regulated slightly after 24 h in both cell types (1.47-fold in HDFs, \( p < 0.05 \); 1.49-fold in HepG2 cells, \( p < 0.05 \)) and \( XIAP \) was not detectable (signals below background). The gene for the anti-apoptotic protein cIAP2 (\( BIRC3 \)) was also induced by CYN treatment (see above and Table 3.5). While this seems to indicate that NF-κB induces pro-survival genes in response to CYN exposure, the induction of p53-regulated genes suggests that CYN also induces growth arrest and pro-apoptotic gene expression. It has been shown that the tumour suppressor status of a cell can determine the outcome of contrasting NF-κB- and p53-associated gene expression—p53 and NF-κB negatively regulate each other in terms of transcriptional activation (Webster and Perkins, 1999). It seems likely that despite the apparent activation of p53, the concurrent expression of NF-κB-regulated pro-survival genes may extend the survival time of CYN-treated cells. Interestingly, apoptosis induced by CYN was most apparent in HeLa cells (Chapter 2), in which p53 is virally inactivated (Hoppe-Seyler and Butz, 1993; Liang et al., 1993). This suggests that apoptosis induced by CYN after long exposure times is independent of p53.
CYN treatment resulted in the decreased expression of a large number of protein folding chaperones. Reduced chaperonin expression may be a result of protein synthesis inhibition by CYN—lower rates of translation may simply reduce the requirement for folding and transport chaperones, and therefore the activity of transcription factors responsible for the expression of chaperonin genes is similarly reduced. Indeed, the expression of genes associated with protein folding in the ER under adverse conditions is tightly regulated. The unfolded protein response (UPR) is regulated in part by X-box binding protein (*XBP1*) expression, which is a target of the ATF6 transcription factor. The subsequent expression of genes containing X boxes in their promoters is central to the ER stress response (Lee et al., 2003). Reduced mRNA translation during CYN exposure may result in the deactivation of ATF6, down-regulating the expression of *XBP1* and resulting in the subsequent reduction of ER stress-related expression.

ATF6 also directly binds ER stress response elements (ERSE) in the promoters of genes involved in ER stress (Roy and Lee, 1999; Yoshida et al., 1998). Transactivation via ERSEs requires the binding of both ATF6 and the general transcription factor NF-Y/CBF, each to one half of the consensus sequence CCAAT-N9-CCACG (Yoshida et al., 2000). NF-Y/CBF is a member of the C/EBP family of transcription factors that bind CCAAT sequences (Maity and de Crombrugghe, 1998), while activated ATF6 binds to CCACG (Yoshida et al., 2000). ATF6 is constitutively expressed as a 90 kDa protein resident in the ER membrane, referred to as p90ATF6 (Yoshida et al., 1998; Zhu et al., 1997a). Translocation of active ATF6 to the nucleus requires proteolysis of p90ATF6 to a 50 kDa protein capable of binding ERSEs known as p50ATF6 (Haze et al., 1999). This is carried out by proteases known as Site-1 protease (S1P) and Site-2 protease (S2P) (Ye et al., 2000), and relies on the translocation of ATF6 from the ER to the Golgi during ER stress (Chen et al., 2002). GRP78 plays a role in ER stress activation by binding to and masking domains in ATF6 required for Golgi localisation (Shen et al., 2002a). Dissociation of GRP78 during ER stress allows the ATF6 to migrate to the Golgi where proteolysis by S1P and S2P can take place. *HERPUD1* expression is regulated by ATF6—two different ER stress response elements are present in the promoter, ERSE and ERSE-II, both of which are bound by ATF6 in concert with NF-Y (Kokame et al., 2001).
The possible down-regulation of ATF6 activity following CYN treatment may underlie the observed reduction of ER chaperone genes.

There appears to be a coordinated reduction in the expression of ER-resident chaperonins and stress-responsive genes following CYN exposure. Since the induction of ER stress transcripts is tightly and coordinately regulated in response to conditions adverse to protein folding in the ER, it follows that under normal conditions these genes are expressed at a basal level adequate for the proper folding of newly synthesised proteins during the appropriate stages of the cell cycle. It then also follows that under conditions preventing \textit{de novo} protein synthesis, the expression of the genes encoding these chaperonins are down-regulated at the transcriptional level, possibly through a reduction in the abundance or activation state of the pertinent transcription factors. The obvious candidates for this are AFT6 and XBP-1, and it seems likely that CYN treatment may reduce the transactivation activity of ATF6, thereby also reducing the expression of XBP-1 at the level of transcription. This would result in the observed reduction in transcription of genes involved in ER stress. Consistent with this hypothesis are the findings that GRP78 expression is reduced following treatment with the protein synthesis inhibitor deoxynivalenol (Yang et al., 2000), and that GRP78 induction by ER stressors is blocked by the protein synthesis inhibitor cycloheximide (Brostrom et al., 1995; Laitusis et al., 1999). It seems likely that a decrease in the abundance of newly synthesised proteins in the ER results in a reduction in the expression of ER chaperones and UPR-related genes.

The altered expression of genes involved in redox regulation following CYN exposure suggests a role for oxidative stress in the toxicity of this compound. The differential regulation of thioredoxin reductase (\textit{TXNRD1}) expression in HDFs and HepG2 cells suggests that responses to CYN, at least at the level of gene expression, are cell-type specific. It appears that in HepG2 cells, CYN may induce oxidative stress, resulting in the up-regulation of \textit{TXNRD1} to compensate, while in HDFs this gene is down-regulated. This may indicate differing survival signals in the two cell types—in HDFs, a lack of \textit{TXNRD1} induction could be associated with the induction of apoptosis, whereas in transformed cells such as HepG2, pro-survival signal may prevent apoptosis in response to oxidative stress induced by CYN. Previous studies have noted the reduction of cellular
glutathione (GSH) levels in primary rodent hepatocytes after CYN treatment (Humpage et al., 2005; Runnegar et al., 1994; Runnegar et al., 1995b). There is evidence that GSH depletion can be attributed to the inhibition of GSH synthesis by CYN, rather than to the increased utilisation of GSH under conditions of oxidative stress (Runnegar et al., 1995b). This has implications for the maintenance of the cellular redox state, as glutathione is the major non-protein redox regulatory molecule in the cell responsible for scavenging ROS and other oxidants (reviewed by Kwon et al., 2003). A decreased capacity to cope with oxidants may result in the inappropriate oxidation of proteins, or damage to cellular components due to increased levels of ROS.

Increased expression of genes encoding components of intracellular signalling pathways, such as the TNFR2 pathway presented in figure 3.4, represents an up-regulation of the members of the pathway rather than an activation of the pathway itself. This could act as a priming mechanism that confers to the cell an increased potential for signalling, resulting in increased signal strength compared to normal conditions. The logical follow-up to evidence of this kind is to investigate the phosphorylation status, and hence the activation status, of the components of the signalling pathway. Indeed, the measurement of altered mRNA levels described in this study can only reveal the end-points of intracellular signalling in response to the damage initiated by CYN. Investigation of possible upstream mediators of the changes observed is the next step in investigating possible mechanisms of toxicity. The possible role of the tumour suppressor p53 in CYN-induced gene expression is investigated further in Chapter 4, while Chapter 5 describes the results of experiments investigating role of MAPK signalling and NF-κB in gene expression following CYN exposure.
Chapter 4

Induction of p53-regulated gene expression in response to cylindrospermopsin

4.1 Introduction

The ‘tumor suppressor’ protein p53 is a transcription factor that regulates the expression of a large number of genes associated with growth arrest, apoptosis and DNA repair (Meek, 1998; Sengupta and Harris, 2005). P53 is mutated or inactivated in a large proportion of cancers (Hainaut and Hollstein, 2000), highlighting its role as in the regulation of the cell cycle.

DNA damage is perhaps the most well studied inducer of p53 activation. The specific mechanisms of DNA damage sensing have not been well described but are known to involve the protein kinases ataxia-telangiectasia mutated (ATM), ATM- and Rad3-related kinase (ATR), and DNA-dependent protein kinase (DNA-PK) (reviewed by (Abraham, 2001; Khanna et al., 2001; Yang et al., 2003). Following damage sensing, signals are transduced to effectors of cell cycle arrest and DNA repair such as p53. An overview of the processes leading to p53 activation, and outcomes such as cell cycle arrest and apoptosis, is presented in Figure 4.1. Under normal conditions, p53 turnover is continual, with nuclear export and proteasomal degradation being mediated by a ubiquitin ligase known as Mdm2 (mouse double minute 2 (Honda et al., 1997), which is sometimes referred to in human cells as Hdm2. Stabilization of the p53 protein occurs primarily via
the inhibition of the Mdm2-p53 interaction, which is achieved through various modifications to either protein. Phosphorylation of p53 at a number of specific serine residues inhibits Mdm2 binding (reviewed by Shieh et al., 1997). Auto-ubiquitylation of Mdm2 may occur after DNA damage induced by gamma radiation (Stommel and Wahl, 2004), resulting in proteolytic degradation of Mdm2 and increased p53 stability. The MDM2 gene is itself a target of p53 transactivation, providing a negative feedback loop which restores low levels of p53 following activation of the pathway. The ARF tumor suppressor protein also inhibits p53-Mdm2 interaction by binding to Mdm2, resulting in the stabilization of p53 levels (Honda and Yasuda, 1999).

**Figure 4.1  P53 activation in response to DNA damage.** A schematic representation of p53 stabilisation and two possible responses regulated by p53 target genes—cell cycle arrest and apoptosis.

Phosphorylation of p53 at specific residues also modulates its capacity for transcriptional activation. P53 target genes have various functions in growth arrest, apoptosis and DNA
repair. A major target of p53 transactivation is \textit{CDKN1A}, encoding p21\textsuperscript{WAF1/CIP1}, a protein that interacts with cyclin-dependent kinases to arrest the cell cycle (Yin et al., 1997). As discussed in Chapter 3, P53 also regulates the expression of growth arrest and DNA damage-related gene \textit{GADD45}α (Hollander et al., 1993). \textit{GADD45}α protein is known to contribute to cell cycle arrest at the transition from G2 phase to mitosis (Wang et al., 1999), and is also required for some DNA repair pathways following exposure to genotoxic agents (Smith et al., 2000). Apoptosis can be triggered by p53 through the increased expression of genes encoding the Bcl2-family proteins Bax and PUMA (Green, 2000). These proteins induce apoptosis by increasing mitochondrial outer membrane permeability (Harris and Thompson, 2000; Schuler and Green, 2001), resulting in cytochrome \textit{c} release and initiation of the caspase cascade.

Microarray data presented in Chapter 3 revealed that p53-regulated genes were induced by 1 \textmu g/mL CYN, particularly after 24 h exposure. In this chapter, I confirm that CYN induces p53-regulated gene expression after 24 h in dermal fibroblasts and HepG2 cells, and show that the same genes are also induced in a dose-dependent manner after 6 h.

\section*{4.2 Materials And Methods}

\subsection*{4.2.1 Cell culture}

Human dermal fibroblasts (HDFs), Caco-2 (HTB-37, ATCC), HepG2 (HB-8065, ATCC) and C3A cells (CRL-10741, ATCC) were grown at 37ºC under a 5\% CO\textsubscript{2} humidified atmosphere in Dulbecco’s modification of Eagle’s medium (DMEM, Gibco-Invitrogen), high-glucose, supplemented with 42 \textmu g/mL L-glutamine, 110 \textmu g/mL sodium pyruvate, and 4 \textmu g/mL pyridoxine-HCl. For routine maintenance, media were further supplemented with 10\% fetal bovine serum (Gibco-Invitrogen), 100 units/mL penicillin (Gibco-Invitrogen) and 100 \textmu g/mL streptomycin (Gibco-Invitrogen). For toxin exposures, antibiotics were omitted.

\subsection*{4.2.2 CYN treatments and relative gene expression analysis}

Cells were seeded into six-well plates and grown for 24-48 h until monolayers reached 60-70\% confluence. Culture media were exchanged with fresh medium containing
cylindrospermopsin or an equal volume of vehicle (sterile MQW). Three separate treatments were performed for each condition. Following incubation for the indicated times, total RNA was isolated using silica spin-column purification (RNeasy kit, Qiagen) according to the manufacturer’s instructions. Briefly, cells were washed 3 times with sterile phosphate-buffered saline (PBS), scraped into lysis buffer directly in cell culture dishes and transferred to 1.5 mL microcentrifuge tubes. The optional on-column deoxyribonuclease treatment was included to prevent contamination by genomic DNA. RNA was eluted with 50 µL of RNase-free water (Qiagen) and eluates were passed through the columns a second time to improve yields. Total RNA was quantified by measuring absorbance at 260 nm. The presence of contaminating protein was checked by measuring the $A_{260}/A_{280}$ ratio, and RNA integrity was confirmed by agarose gel electrophoresis using standard methods (Ausubel et al. 1999), and denaturing RNA prior to electrophoresis by heating to 70°C in a loading buffer containing 50% formamide.

Relative quantification of mRNA by real-time reverse transcriptase PCR was performed as described in Section 3.2.4.

### 4.2.3 Western immunoblotting

Cells were seeded into wells of a 24-well plate ($10^4$ per well) and grown for 24 h. Media were exchanged for fresh media containing toxins or vehicle controls and incubated for the indicated times. Monolayers were washed three times with PBS and harvested by scraping into 0.5 mL PBS. Cells were pelleted and lysed on ice. Proteins were separated on 12% polyacrylamide gels using standard procedures (Ausubel et al., 1999) and blotted onto nitrocellulose membranes (Millipore). Membranes were blocked for 1 h with blocking buffer (2% bovine serum albumin and 0.1% Tween-20) in PBS. Immunodetection of total p53 protein was achieved using monoclonal anti-p53 antibody (Sigma-Aldrich). Anti-GAPDH monoclonal antibody (Ambion) was used as a loading control. Bound antibodies were detected with a 1:1 mixture of goat $F_{ab}$- and $F_c$- specific anti-mouse IgG antibodies conjugated to alkaline phosphatase (Sigma-Aldrich). Bands were detected with a chemiluminescent alkaline phosphatase substrate (Pierce) and visualized using a cooled CCD camera (Fujifilm LAS3000).
4.3 Results

In experiments described in the current chapter, I investigated the effects of CYN on the expression of genes known to be regulated by p53.

Changes in p53-regulated gene expression were investigated after 6 h and 24 h exposure to CYN. For the 24 h exposures, a CYN concentration of 1 µg/mL (2.4 µM) was used, which corresponded to MTS reduction measurements of between 80 and 100% of control cultures (see Section 2.3.1). At this concentration, GAPDH mRNA levels remained constant when equal total RNA input amounts were used in qRT-PCR analyses. GAPDH mRNA levels were also stable after 6 h exposure to CYN concentrations of up to 5 µg/mL. GAPDH was therefore used as the reference gene for all gene expression analyses. For the 6 h treatments, concentration-response experiments were conducted using 1, 2.5 and 5 µg/mL CYN.

After 6 h, CYN treatment resulted in significant increases in relative mRNA levels for p53 target genes in HDFs and HepG2 cells according to the statistical analyses employed in the REST software package (Pfaffl et al., 2002), with relative mRNA levels for CDKN1A, GADD45α, BAX and MDM2 generally increasing as CYN concentration increases (Figure 4.2A). GADD45α was induced in response to 5 µg/mL CYN by a factor of greater than 10 in both cell lines. This agrees well with the microarray data presented in Chapter 3, where this gene was amongst the most strongly induced in both HDFs and HeG2 cells. CDKN1A, another gene shown to be induced using microarray analysis, was found seen to be induced greater than 2-fold using qRT-PCR, but only increases by a statistically significant margin in response to 5 µg/mL CYN in both cell types (Figure 4.2). Likewise, BAX mRNA levels were induced significantly in response to 5 µg/mL in both HDFs and HepG2 cells, but not in response to 1 µg/mL or 2.5 µg/mL.

I investigated the accumulation of total p53 protein, rather than phosphorylation of specific residues (for which antibodies are commercially available), as stabilisation and increased transactivation activity is not wholly dependent on phosphorylation but can also be affected by modifications such as ubiquitylation, acetylation or neddylation (Brooks and Gu, 2003; Xu, 2003). P53 protein could not be detected in HDFs using the antibodies
and procedures employed in the present study, but could be detected in HepG2 cell lysates. A small degree of p53 accumulation occurred after 6 h exposure to 5 µg/mL CYN, which was not apparent after 3 h (Figure 4.2B).
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Figure 4.2 p53 activation in response to 6 h CYN exposure. (A) Relative mRNA levels for selected p53-regulated genes in human dermal fibroblasts (HDF) and HepG2 cells treated for 6 h with 1, 2.5 or 5 µg/mL cylindrospermopsin. Data points represent ratios relative to control cultures for three separate treatment (± SEM), normalized to relative mRNA levels for GAPDH. SEM and significant differences between control and treated sample groups were calculated using the Relative Expression Software Tool (Pfaffl et al., 2002) *p < 0.01. (B) Immunoblots of HepG2 cell lysates showing p53 accumulation after 6 h.

After 24 h exposure to a concentration of 1 µg/mL CYN, relative mRNA levels for the same set of p53-regulated genes were significantly elevated compared to control cultures in HDFs (Figure 4.3). The degree of induction appeared to be markedly higher in HDFs than in HepG2 cells, which is in general agreement with the differences in magnitude of
gene expression changes observed using microarray analysis (see Chapter 3). It was interesting to note that while the magnitude of changes in expression for this group of genes was different between the two cell lines, the pattern of expression was similar, with $GADD45\alpha$ being induced strongly and a similarly moderate induction of $CDKN1A$, $BAX$ and $MDM2$.

Relative $CDKN1A$ mRNA levels were seen to increase in both HDFs and HepG2 cells after 24 h exposure to 1 μg/mL CYN, but not in Caco-2 cells (Figure 4.3 inset), which express a mutant, inactive form of p53 (Gar tel et al., 1996). This suggests that p53 may indeed be required for $CDKN1A$ induction in response to cylindrospermopsin, but further
experiments are needed before this can be conclusively determined. In p53-proficient cell lines, this could be confirmed by knock-down of p53 expression using interfering RNA, followed by CYN treatment and comparison of $CDKN1A$ mRNA levels with control cells.

### 4.4 Discussion

Despite having transactivation-independent functions associated with apoptosis (Chipuk et al., 2004) and DNA repair (Sengupta and Harris, 2005), p53 functions predominantly by altering the transcription of target genes. Consequently, it is widely accepted that the increased expression of genes known to be regulated by p53 provides an indication of p53 activation. HepG2 are capable of expressing wild-type p53 protein (Bressac et al., 1990), and the HDFs used in this study were originally isolated from a healthy patient in a clinical setting, implying normal p53 function. In HDFs and HepG2 cells, elevated mRNA levels for p53-regulated genes were apparent after only 6 h of exposure, suggesting an early activation of the pathway. The upstream stress signals contributing to this phenomenon are presumably the result of damage to cellular components, but from the data presented here it is not possible to speculate on the nature of the damage. The finding that broad-spectrum CYP450 inhibitors inhibit genotoxicity in primary mouse hepatocytes (Humpage et al., 2005) suggests that it is unlikely that DNA damage in the cell types used in this study would be due to a CYN metabolite. However, a DNA damage-related p53 response can not be ruled out, since native CYN has been shown to induce cytogenetic effects in CYP450-deficient human lymphoblastoid cells at relatively low concentrations (Humpage et al., 2000).

An alternative possibility is that native CYN induces p53 activation through processes unrelated to DNA damage. This may be associated with the molecular interactions underlying translational inhibition, since toxins known to inhibit protein synthesis by damaging ribosomal RNA rapidly activate p53 via the mitogen-activated protein kinase (MAPK) pathway (Zhou et al., 2005a). Numerous signalling pathways culminate in the phosphorylation of p53 through MAPK pathway via c-Jun NH$_2$-terminal kinase (JNK).
and p38 MAPK (Bulavin et al., 1999; Buschmann et al., 2001; Milne et al., 1995), although the specificity of these kinases for p53 has not been completely investigated.

While the gene expression data presented in this chapter suggest a possible role for p53 in CYN-induced growth arrest, the antiproliferative effects of CYN described in Chapter 2 were comparable in treated Caco-2 cells (mutant p53) and HepG2 cells (wild-type p53), indicating that alternative inhibitory pathways are also induced by the toxin. Diminished cell growth in all three cell types used in this study might simply result from a reduction in overall protein synthesis, with little impact from putative p53-dependent pathways occurring in HepG2 and HDF cells. Furthermore, translational inhibition by CYN may conceivably reduce the magnitude of p53-dependent responses by preventing, at least in part, protein synthesis from mRNA transcribed after exposure to the toxin.

To identify upstream signalling events occurring after CYN exposure, it may be useful to examine the phosphorylation status of various key serine and threonine residues in the p53 protein. For example, phosphorylation of Ser15 by the ATM (ataxia-telangiectasia mutated) protein kinase is a well-characterised response to DNA damage caused by ionising radiation (Banin et al., 1998; Canman et al., 1998). ATM also activates Chk2 kinase (Matsuoka et al., 1998), which phosphorylates Ser20 of p53 (Shieh et al., 2000). UV light, which induces thymine dimers in DNA as well as causing less specific macromolecular damage, induces the activation of a number of protein kinases capable of phosphorylating p53. P38 MAPK phosphorylates Ser33 and Ser46 following UV exposure (Bulavin et al., 1999), while another MAPK-family protein, JNK, phosphorylates Thr81 (Buschmann et al., 2001; Milne et al., 1995). Ser315 is phosphorylated by cyclin-dependent kinases during different stages of the cell cycle and in response to DNA damage (Bischoff et al., 1990; Blaydes et al., 2001). UV exposure also activates homeodomain-interacting protein kinase 2 (HIPK2), which phosphorylates p53 at Ser46 (D’Orazi et al., 2002), inducing apoptosis in response to severe DNA damage such as ionising radiation-induced double-stranded breaks (Oda et al., 2000). Less severe DNA damage does not induce apoptosis but causes p53-dependent cell-cycle arrest by preventing HIPK2-mediated Ser46 phosphorylation through a mechanism involving Mdm2-regulated HIPK2 degradation (Rinaldo et al., 2007). DNA damage by
ionising radiation also results in the phosphorylation of Ser376 (Offer et al., 2002; Waterman et al., 1998). Finally, Ser392 is phosphorylated after UV exposure but not gamma radiation (Kapoor and Lozano, 1998; Keller et al., 2001).

Acetylation of p53 also occurs in response to DNA damage, indicating that determining post-translational modifications to the p53 protein other than phosphorylation may also aid in the determination of CYN mechanisms. While the upstream transducers of DNA damage signalling remain under investigation, there is currently sufficient knowledge to elucidate pathways contributing to p53 modification in response to CYN by examining the specific nature of the modifications to the protein. In this way, it should be possible to determine whether DNA damage or other stresses induce CYN-mediated p53 activation observed in the current chapter.

The involvement of p53 in CYN toxicity needs to be a priority for future research, particularly because of the important role the protein has in coordinating DNA repair processes. The work presented in this chapter has established that a number of well described p53-regulated genes are induced in cultured cells after CYN exposure, and that there is some evidence for the concurrent accumulation of p53 protein. Follow-up investigations that may be useful in determining CYN-induced damage upstream of p53 activation have been outlined.
Chapter 5

Preliminary investigations into the roles of AP-1 and NF-κB in cylindrospermopsin-induced gene expression

5.1 Introduction

Changes in gene expression associated with cellular stress are typically governed by three major transcription factors—activator protein 1 (AP-1), which targets numerous genes involved in proliferation and apoptosis, nuclear factor κB (NF-κB), an inducer of pro-survival gene expression, and the ‘tumour suppressor protein’ p53 (discussed in Chapter 4), which mediates gene expression associated with cell cycle arrest, DNA repair, and apoptosis. One or more of these transcription factors are often involved in the expression of immediate-early genes in response to stress-inducing agents such as metal ions (Durham and Snow, 2005), ionizing radiation (Mitchel et al., 1997), and UV light (Zhang et al., 2002). The pattern and magnitude of immediate-early gene expression can determine the fate of a stressed cell, be it growth arrest, proliferation or apoptosis, since many immediate-early gene products are themselves transcription factors (Welch and Chrylogelos, 2002).

By definition, immediate-early genes are expressed rapidly in response to exogenous stimuli and independently of de novo protein synthesis—this is an important consideration when investigating gene expression in response to a compound capable of inhibiting translation. Signalling pathways that require new protein synthesis may not result in downstream changes in transcription, while those that can activate transcription
factors directly will continue to operate under conditions of impaired ribosomal activity. The pathways investigated in the current chapter belong to the former category.

Genes represented on the microarrays used in this project did not include the immediate-early genes \textit{JUN}, \textit{FOS} or \textit{MYC}, which encode the proteins c-Jun, c-Fos and c-Myc. These are the cellular counterparts (hence the ‘c’ designation) of virally-encoded proteins capable of transforming cells to a proliferative phenotype. As such, \textit{JUN}, \textit{FOS} and \textit{MYC} are commonly known as oncogenes. As \textit{JUN} and \textit{FOS} are known to be induced rapidly in response to a variety of stresses, and \textit{MYC} is a well described immediate-early gene, I investigated the expression of these genes in response to CYN using real-time qRT-PCR.

Although the induction of immediate-early genes is intrinsically of interest in the case of CYN toxicity, it may also be reveal mechanistic information. A subset of the mitogen-activated protein kinase (MAPK) pathway, involving the stress-activated protein kinases (SAPKs) Jun NH$_2$-terminal kinase (JNK) and p38 SAPK, is implicated in immediate-early gene expression in response to protein synthesis inhibitors (Iordanov et al., 1997; Zinck et al., 1995). MAPK signalling induced by the disruption of ribosomal function has been found to occur in a manner specific to the mechanism of translational inhibition. Compounds that interfere with ribosomal translocation, such as cycloheximide and emetine, do not appear to induce JNK and p38 MAPK activation, while factors that damage 28S rRNA proximal to the peptidyltransferase site are strong agonists of these kinases. Peptidyltransferase inhibitors include the enzyme toxins ricin, sarcin, and Shiga toxin, which depurinate 28S rRNA at a specific position in the ricin/sarcin loop, and the small molecule toxins anisomycin and blasticidin, which bind the same region (Iordanov et al., 1997; Smith et al., 2003). This apparent specificity for JNK and p38 activation by damage to the peptidyltransferase loop, termed the ‘ribotoxic stress response’ (Iordanov et al., 1997), was an attractive starting point for deciphering possible interactions between CYN and ribosomal components—strong activation of JNK and associated downstream gene expression may indicate an interaction between CYN and rRNA.

JNK is a well-characterised contributor to the activation of the dimeric basic region-leucine zipper (bZIP) transcription factor, AP-1. The term ‘AP-1’ encompasses a large
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repertoire of dimers composed of various combinations of Jun, Fos, ATF and Maf proteins (Shaulian and Karin, 2002). The most abundant form of AP-1 is generally considered to be the c-Jun/c-Fos heterodimer, but myriad combinations of related proteins, as well as c-Jun homodimers, also form active AP-1 moieties. Phosphorylation of Ser 63 and Ser73 of c-Jun by JNK increases its transactivation function and enhances interaction with various binding partners (Bogoyevitch and Kobe, 2006). Depending on dimer composition, AP-1 directs the transcription of diverse genes involved in proliferation, oncogenic transformation and apoptosis (Hess et al., 2004).

The approach described in the current chapter was intended to provide initial data with respect to the possible activation of MAPK signalling by CYN, with a focus on the JNK pathway and AP-1 activation. As a preliminary indicator of AP-1 activation, I measured JUN mRNA levels in CYN-treated cells relative to controls. I then attempted to confirm the involvement of JNK in cellular responses to CYN by detecting phosphorylated forms of JNK in protein extracts using Western immunoblotting. I also examined the effects of CYN on the expression of a reporter gene under the control of AP-1 sites in transient transfection experiments.

NF-κB plays a central role in the regulation of gene expression in response to cellular stress (Mercurio and Manning, 1999; Pahl, 1999), and contributes strongly to genotoxic stress responses (Bartek and Lukas, 2006; Habraken and Piette, 2006). There is mounting evidence suggesting that NF-κB functions as an inhibitor of apoptosis induced by JNK (Nakano et al., 2006), and hence may play a role in cell survival following CYN exposure. In experiments described in this chapter, the possible involvement of NF-κB in CYN-induced gene expression was investigated using a reporter gene under the control of NF-κB elements.

In summary, the aim of experiments described in the present chapter was to investigate immediate-early gene expression elicited by CYN in cultured human-derived cells, and to determine the involvement of JNK and NF-κB in CYN-induced gene expression.
5.2 Materials and Methods

5.2.1 Chemicals

Anisomycin, cycloheximide, emetine, phorbol 12-myristate-13-acetate (PMA; also known as 12-O-tetradecanoylphorbol-13-acetate [TPA]), molecular biology-grade DMSO, and Bovine serum albumin (BSA; Fraction V) were purchased from Sigma-Aldrich.

5.2.2 Cell culture, RNA isolation and qRT-PCR

Cell culture conditions, cylindrospermopsin treatments, purification of total RNA and relative quantification of mRNA levels in treated cells were carried out as described in Sections 3.2.3, 3.2.4 and 3.2.8.

For treatment with cycloheximide, anisomycin and PMA, the toxins were diluted in DMSO to the same molar concentrations before adding equal volumes to cell culture media, and control cultures were treated with an equal volume of DMSO to determine any contributing effects of the solvent. For emetine treatments, the toxin was dissolved in MWQ to the same concentration as CYN stocks, such that the CYN vehicle controls also functioned as vehicle controls for emetine.

5.2.3 Western blotting

Cells were grown to 70-90% confluence in wells of standard 24-well plates, and treated with toxins or vehicle controls for the times indicated. Following treatments, cells were lysed by scraping directly into 100 µl 1X SDS-PAGE sample buffer containing 1/100 Phosphatase Inhibitor Cocktail 1 (Sigma-Aldrich), Protease Inhibitor Cocktail (Roche; 1 tablet per 10 mL buffer), and 100 mM DTT, and incubated on ice for 15 mins. Lysates were homogenised using QIAshredder columns as recommended by the manufacturer (QIAGEN). The resulting homogenised lysates were heated to 95°C for 5 mins and spun for 10 mins at maximum speed in a microcentrifuge. Supernatants (10 to 30 µl) were subjected to SDS-PAGE in 12% acrylamide gels using standard methods (Ausubel et al., 1999) until the dye front reached the bottom of the gel. Proteins were transferred to
nitrocellulose membranes (Millipore) using a semi-dry transfer apparatus (Bio-Rad) according to published methods (Ausubel et al., 1999). Transfer was carried out at 0.8 mA/cm² for 1 hour.

Membranes were air-dried and stained with Ponceau S solution for 5 mins to check transfer efficiency and equal protein loading. After destaining for 10 mins in MQW, membranes were incubated in blocking solution with gentle agitation for 30 mins to 1 hour. Membranes were incubated overnight with gentle agitation at 4°C with primary antibodies diluted in blocking solution: anti-phospho JNK1/2 monoclonal antibody (Cell Signalling Technology) was used at dilution of 1:1000; anti-GAPDH monoclonal antibody (Ambion) was diluted 1:4000. After washing three times with gentle agitation in PBST for 5 mins each wash, membranes were incubated with secondary antibody (horseradish peroxidase (HRP)-conjugated anti-mouse IgG (Sigma-Aldrich) or HRP-conjugated anti-rabbit IgG (Sigma-Aldrich)) diluted 1:10 000 in PBST containing 2% BSA) for 1 hour with gentle agitation. Bands were developed using a chemiluminescent HRP substrate as recommended by the manufacturer (Pierce), and images were captured using the LAS3000 CCD camera system (Fujifilm).

5.2.4 Reporter assays

Reporter assays were based on commercially available vectors (Mercury™ Pathway Profiling SEAP System, CLONTECH), which encode a secreted alkaline phosphatase (Berger et al., 1988; Cullen and Malim, 1992) under the control of a minimal promoter designated TAL (TATA-like element). Response elements for specific transcription factors are inserted in the region immediately upstream of the TAL element. Plasmids pTAL-SEAP (Figure 5.1), the control vector containing only the minimal TAL promoter, and pAP1-SEAP, containing four copies of a consensus TRE (TPA response element/AP-1 binding site), were the kind gift of Prof Gillian Bushell. Using complementary oligonucleotides, I constructed an NF-κB reporter identical to the commercially available plasmid pNF-κB-SEAP (CLONTECH, 1998).
Figure 5.1 Map of the pTAL-SEAP reporter vector. Response elements are inserted into the multiple cloning site (MCS; depicted below plasmid map) immediately 3’ of the P_{TAL} minimal promoter. Figure from CLONTECH Laboratories, Inc. Protocol PT3271-5 ‘pTAL-SEAP Vector Information’.

**Construction of the pNF-κB-SEAP reporter vector.** Oligonucleotides containing the four NF-κB response elements were designed such that restriction sites for NheI and BglII were incorporated at the 3’ and 5’ ends, respectively, relative to the direction of the response elements. The oligonucleotides (sense strand 5’-ATGCTAG CGGGAATTTCGGGAATTTCCGGGAATTTCGGGAATTTCAGATCTAT-3’, antisense strand 5’-ATAGATCTGGAAATTCCCGGAAATTCCCGGAAATTCCCGGCTAGCAT-3’) were purchased from GeneWorks and dissolved in MQW upon receipt. The composition of annealing mixtures was 2 µM each oligo, 10 mM tris-Cl pH 8, 1 mM EDTA pH 8, and 100 mM NaCl. To facilitate efficient annealing, 1.5 mL microcentrifuge tubes containing the oligo mixture were placed in a
heat block at 95°C, and the heat block was then switched off and allowed to cool to ambient temperature. The vector (pTAL-SEAP) and insert (annealed oligos) were prepared by digesting with \textit{NheI} (Fermentas) at 37°C for 1 hour in 1X Y-Tango™ buffer (Fermentas), followed by heat inactivation at 65°C for 20 mins, and digestion with \textit{BglII} in 2X Y-Tango™ buffer (Fermentas) at 37°C for 2 h followed by heat inactivation for 1 h at 70°C. The digested fragments were isolated by excision of the appropriate bands following agarose gel electrophoresis, and purification using a QIAquick Gel Extraction kit (QIAGEN) according to the manufacturer’s protocol. Insert and vector were ligated overnight in a 10 µL reaction volume at 4°C using T4 DNA ligase (Promega) according to the manufacturer’s protocol. Ligation products were transformed into competent \textit{E.coli JM109} by heat shock (Sambrook and Russell, 2003). Positive clones were selected by plating onto LB agar containing 100 µg/mL ampicillin. After growing clones overnight in 5 mL LB broth, plasmids were isolated using a QIAGEN Plasmid Miniprep kit and the insert confirmed by sequencing using standard M13 primers and BigBye 3.1 (Applied Biosystems).

\textbf{Transient transfection of cell lines and reporter assays.} Cells were grown to approximately 90 % confluence in the wells of standard 24-well plates before transient transfection of reporter vectors. For HeLa cells, this was achieved by seeding 6.5 x 10⁴ cells into each well and growing overnight in DMEM containing 10% FBS (composition was as described in Section 2.2.1). Transfection of 0.5 µg plasmid per well was carried out using 1 µl per well of Lipofectamine 2000 as recommended by the manufacturer (Invitrogen), using serum-free Opti-MEM (Gibco-Invitrogen). After overnight growth, cells were treated with toxins or vehicle controls as indicated in the results section.

Following toxin exposures, SEAP in the growth media was quantified using the chemiluminescent alkaline phosphatase substrate Lumiphos (Pierce). Aliquots (20 µl) of growth media were transferred to wells of a 96-well plate designed for luminescence (with white opaque wells). After incubating at 60°C for 20 mins to reduce endogenous phosphatase activity, plates were cooled to room temperature. Immediately prior to reading luminescence, 10 µl of Lumiphos reagent was added to each well and the plate
agitated briefly by hand to mix contents. Luminescence was measured using a Victor 2 plate reader (Wallac), with a capture time of 1 sec per well.

### 5.2.5 qRT-PCR data analysis

In this chapter, qRT-PCR data analysis was performed RNA from three separate treatments, such that three data points were determined using the Relative Expression Software Tool (Pfafl et al., 2002). These were then analysed using a one-sample t-test (GraphPad Prism), where the mean normalised relative transcript levels from three separate experiments are compared to a theoretical mean of 1 (i.e. no change in mRNA levels). As in previous chapters, target transcript ratios were normalised to glyceraldehyde-3-phosphate dehydrogenase (GAPDH) mRNA levels.

### 5.3 Results

#### 5.3.1 CYN induces immediate-early gene expression

Treatment of HepG2 cells and HDFs for 6 h with 1, 2.5 and 5 µg/mL CYN resulted in concentration-dependent increases in mRNA for *FOS*, *JUN* and to a lesser extent, *MYC* (Figure 5.2). Data shown are ratios of mRNA levels in treated cultures relative to control cultures, normalised to GAPDH mRNA ratios. Relative mRNA levels for *FOS* were particularly high after 6 h exposure to 5 µg/mL CYN, with over 100-fold expression in both cell types. Preliminary experiments showed that *JUN* and *FOS* mRNA levels in CYN-treated cells were not induced after 30 mins, 1 h or 2 h exposure to 1 µg/ml CYN (data not shown), which indicates that immediate-early gene induction by CYN is slower than that observed in the case of depurination of 28S rRNA by ricin (Iordanov et al., 1997). This may be suggestive of a delayed response as would be typical of a compound that crosses the cell membrane slowly, but the reason for the delay in the case of CYN may not be due to membrane transport.
Figure 5.2 Immediate-early gene expression in response to CYN in HDFs and HepG2 cells. Messenger RNA levels for FOS, JUN and MYC after 6 h exposure to 1, 2.5 and 5 µg/mL CYN. Fold-change relative to controls were determined using real-time RT-PCR and normalised to GAPDH mRNA levels. Values represent means of three separate experiments, and error bars represent the 95% confidence interval. Significant difference from a theoretical mean of 1 was determined using a one-sample t-test (*p < 0.05, **p < 0.01).

After 24 h exposure to 1 µg/mL, relative transcript levels for JUN and FOS were not significantly different to controls in either cell line (Figure 5.3), but appeared to be elevated in HepG2 cells. The kinetics of immediate-early gene induction normally follow a pattern of strong initial expression and a rapid return to relatively normal levels. Sustained and FOS expression in HepG2 cells, although not statistically significant, may indicate prolonged activation of JNK as has been observed in response to the microtubule poison taxol (Okano and Rustgi, 2001), and in DNA repair-deficient cells treated with cis-platin (Bulmer et al., 2005). In HDFs, the magnitude of induction was around 2-fold after both 6 h and 24 h treatment with 1 µg/mL CYN, suggesting that JUN expression is also sustained in this cell type. On the other hand, FOS expression in HDFs appeared to be induced by greater than 3-fold after 6 h under the same concentration, returning to slightly lower than controls after 24 h exposure to 1 µg/mL CYN, which more closely resembles immediate-early gene expression. Clearly, concentration plays a large role in
the magnitude of induction after 6 h treatment, suggesting that higher concentrations over 24 h may result in higher levels of immediate-early gene expression. Prolonged exposure to high CYN concentrations, however, would likely affect the expression of ‘housekeeping’ genes such as GAPDH, adversely affecting normalisation, hence this concentration was not utilised in the present study.

![Figure 5.3](image)

**Figure 5.3 Relative expression of FOS, JUN and MYC after 24 h exposure to 1 µg/mL CYN.** Fold-changes relative to controls were determined using real-time RT-PCR and normalised to GAPDH mRNA levels. Values represent means ±SEM of separate experiments. Significant difference from a theoretical mean of 1 was determined using a one-sample t-test (*p < 0.05, n.s. – not significant).

### 5.3.2 Comparison of JUN induction in response to CYN and other protein synthesis inhibitors

As a preliminary investigation of the capacity of CYN to induce JNK activation, relative JUN mRNA levels were determined in HepG2 cells treated with the protein synthesis inhibitors CYN, anisomycin, emetine and cycloheximide. Although the ideal treatment conditions would result in equivalent inhibition of protein synthesis by the different compounds in HepG2, we did not have the facilities or expertise required to measure protein synthesis inhibition. As such, cells were treated with 10 µM of each inhibitor, despite probable differences in the degree of protein synthesis inhibition by each compound. Statistically significant increases in JUN mRNA levels occurred in response to emetine, CYN and anisomycin. Cycloheximide also induced JUN expression, and
although t-tests showed that the induction was not statistically significant, it is likely that an almost ten-fold induction would be biologically significant. In any case, the current experiment did not allow differentiation between responses to emetine and anisomycin in HepG2 cells, and thus cannot be reliably used as an indicator of activation of the ribotoxic stress response.

**Figure 5.4 Relative JUN mRNA levels in response to translational inhibitors.** HepG2 cells were exposed to 10 µM of each inhibitor for 6 h, and *JUN* mRNA levels were determined relative to control cultures. Values represent means ±SEM for three replicates. Significant difference from a theoretical mean of 1 was determined using a one-sample *t*-test (*p* < 0.05, n.s. – not significant). Abbreviations: DMSO – dimethylsulphoxide; EM – emetine; CHX – cycloheximide; AN – anisomycin; CYN – cylindrospermopsin.

Induction of *JUN* expression, while a useful preliminary indicator of AP-1 activation, does not reliably indicate JNK activity because of the heterogeneity of AP-1 dimers. More direct methods such as immunocomplex kinase assays for c-Jun phosphorylation (Pulverer et al., 1991), and Western blotting using antibodies specific for phosphorylated forms of JNK, are likely to be more useful in this regard.

### 5.3.3 CYN treatment activates JNK but does not induce SEAP mRNA expression from pAP1-SEAP in HeLa cells

To further assess the possible involvement of JNK activation in CYN toxicity, phosphorylated forms of the kinase were detected in treated cells using Western immunoblotting. Despite many attempts to detect activated JNK proteins in HepG2 and HDFs cell lysates, this approach was only marginally successful and could not be reliably
repeated despite the extensive use of positive controls. In HeLa cells, JNK appeared to be phosphorylated after treatment with 0.1 and 1 µM CYN for 4 h (Figure 5.5 A), but not in cells treated with 10 µM CYN (equivalent to 4.15 µg/mL). Treatment with 10 µM anisomycin induced JNK phosphorylation, but 32 µM PMA did not. In the case of PMA this may have been due to the excessively high concentration used, as 100 nM PMA has been shown to strongly induce JNK phosphorylation in HeLa cells (Werlen et al., 1998).

SEAP reporter assays were also conducted to determine whether the AP-1 sites in pAP1-SEAP were CYN-responsive. Initial experiments were performed in HepG2 cells, but low signal intensities suggested that low transfection efficiency may cause problems for this cell line in the context of the SEAP assay. As such, subsequent investigations were carried out in HeLa cells, which produced SEAP activity in the culture media resulting in adequate signal strength.

HeLa cells transiently transfected with pAP1-SEAP were exposed to varying concentrations of phorbol 12-myristate 13-acetate (PMA) or CYN for 6 h, and SEAP activity in the culture media was determined. Control groups transfected with pTAL-SEAP were treated identically in order to determine contributing effects of the pTAL minimal promoter. Neither PMA nor CYN treatment resulted in any change in SEAP activity from cells transfected with pAP1-SEAP or pTAL-SEAP (Figure 5.5 B). This could be due the length of exposure—6 h may not be sufficient time to allow the accumulation of sufficient amounts of SEAP in culture media.

To determine whether transcription from SEAP vectors changed after CYN treatment, HeLa cells were transiently transfected with pAP1-SEAP and pTAL-SEAP, treated for 6 h with 0.2 and 2 µg/mL CYN, and total RNA was extracted. Relative SEAP expression was determined using SYBR green real-time qRT-PCR. No significant changes in SEAP mRNA levels from either plasmid were detectable (Figure 5.5 C). While this suggests a lack of AP-1 activity in HeLa cells treated with CYN, the apparent activation of JNK would suggest that at least some AP-1-family dimers should be activated. Alternatively, TREs present in the pAP1-SEAP promoter may not respond to specific the forms of AP-1 putatively activated in response to CYN. The specificity of AP-1 dimers can differ
depending on the composition of the dimer (Bakiri et al., 2002), and this may explain the apparent contradiction between JNK phosphorylation status and AP-1-mediated gene expression seen here. Another possibility is that the experimental conditions may not have allowed sufficient time for SEAP concentrations in the culture media to accumulate to levels above control. It may be useful to repeat these experiments using the more sensitive luciferase reporter system.

Figure 5.5  Effects of CYN on JNK activation and AP-1-driven SEAP expression in HeLa cells. (A) Detection of phosphorylated forms of JNK1/2 (p-JNK1 & p-JNK2) in HeLa cells treated with CYN as indicated for 4 h. Anisomycin treatment was used as a positive control, with DMSO as its vehicle control. PMA treatment was also intended as a positive control but did not induce JNK phosphorylation. (B) SEAP activity in culture media was determined as described in Section 5.2.4. Data shown are means ±SEM of three replicates from a typical experiment. CPS – counts per second (raw luminometer data). (C) Relative SEAP mRNA levels were determined using qRT-PCR and normalised to GAPDH mRNA.
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5.3.4 CYN treatment induces transcription from pNF-κB-SEAP

As reported in Chapter 3, CYN exposure resulted in elevated mRNA levels in HepG2 cells and HDFs for a large number of genes known to be under at least partial control of NF-κB (Section 3.3.3.2). To confirm the role of NF-κB in these responses, I examined the effects of CYN on the expression of a reporter gene under the control of four copies of a consensus NF-κB binding site.

As PMA is a known inducer of NF-κB DNA binding activity (Sen and Baltimore, 1986), this compound was used as a positive control to detect increased expression and secretion of SEAP from HeLa cells transiently transfected with pNF-κB-SEAP (Figure 5.6 A). This induction was statistically significant after 24 h exposure to 0.5 μM PMA (Figure 5.6 A). In CYN-treated cells, SEAP enzyme activity in the culture media increased slightly at low CYN concentration but diminished to less than negative controls under 1 μg/mL CYN. This is likely to be due to translational inhibition associated with increasing CYN concentration. To check whether transcription from NF-κB sites increased in response to CYN, I isolated RNA from CYN-treated cells transfected with pNF-κB-SEAP, and performed quantitative RT-PCR analysis of SEAP mRNA levels relative to control cells. Relative SEAP mRNA levels were unchanged in response to 0.1 μg/mL CYN, but were induced 5-fold by 1 μg/mL CYN after 24 h exposure (Figure 5.6 B). Although not quite statistically significant, this suggests that transcription from NF-κB sites is indeed induced in HeLa cells in response to CYN. The reduction in SEAP activity in the culture media after 24 h exposure to 1 μg/mL CYN is therefore likely to result from translational inhibition.

It was intriguing to note that transcription from the control vector, containing P_{TAL} only, decreased significantly in response to CYN after 24 h treatment (Figure 5.6 B) but not after 6 h (Figure 5.5 C). The down-regulation of the pTAL element may have contributed negatively to SEAP mRNA levels in the case of pNF-κB-SEAP, suggesting that transcription from this plasmid may have been considerably higher if a more minimal TATA box was employed in place of P_{TAL}. The presence of cis-acting elements in P_{TAL}...
putatively contributing to this phenomenon was investigated, and is described in the following section.

**Figure 5.6** CYN represses SEAP enzyme activity but induces transcription from pNF-κB-SEAP. HeLa cells were transiently transfected with pNF-κB-SEAP and treated with PMA or CYN as indicated for 24 h. (A) SEAP activity in culture media was determined as described in Section 5.2.4. Data shown are means ±SEM of three replicates from a typical experiment (repeated at least three times) CPS – counts per second (raw luminometer data); *$p < 0.05$, significant difference between SEAP secretion from cells transfected with pNF-κB-SEAP and treated with vehicle control or highest concentration of toxin, using Student’s t-test. (B) Relative SEAP mRNA levels were determined using qRT-PCR and normalised to GAPDH mRNA. *$p < 0.05$, **$p < 0.01$, significant difference from 1 (no change in relative mRNA levels) using the one-sample t-test.

### 5.3.5 Sequence analysis of the $P_{\text{TAL}}$ element

Putative transcription factor binding sites in the $P_{\text{TAL}}$ minimal promoter were identified using the software tools Alibaba 2.1 (Niels Grabe, [http://www.gene-regulation.com/pub/programs/alibaba2/intro.html](http://www.gene-regulation.com/pub/programs/alibaba2/intro.html)) and TESS (Schug and Overton, 1997),
which both utilise the TRANSFAC database (Heinemeyer et al., 1998). In addition to the expected TATA-binding protein (TBP) site, correctly oriented elements include two Sp1 sites, a non-canonical AP-1 binding site, a C/EBPα site, and an octamer-binding factor (OBF) site proximal to the TATA element (Figure 5.7).

![Figure 5.7 Putative transcription factor binding sites in the P_TAL promoter element.](image)

Octamer-binding protein 1 (Oct-1) and Sp1 are ubiquitously expressed and are responsible for mediating basal-level transcription by RNA polymerase II in the absence of stimuli (Novina and Roy, 1996). Accordingly, the two Sp1 sites and the Oct1/2 site are probably responsible for basal expression levels and are not likely to be involved in down-regulation of the promoter in response to CYN. On the other hand, JUN overexpression results in the inhibition of DNA binding by C/EBPα, through a protein-protein interaction between leucine zippers of c-Jun and C/EBPα (Rangatia et al., 2003). This may explain the reduced pTAL-SEAP mRNA levels cells treated with CYN for 24 h, but since the assays were performed in HeLa cells in which the expression of JUN in response to CYN has not been investigated, further work is required before this can be confirmed.

### 5.4 Discussion

Immediate-early gene expression is clearly induced by CYN in HDFs and HepG2 cells. While this was not surprising—a multitude of chemical and physical stressors are known to induce immediate-early gene expression—this information will contribute significantly to the overall picture of CYN toxicology.

The magnitude of FOS induction in response to CYN was considerably higher than that of JUN in both HDFs and HepG2 cells. Transcriptional activation of FOS, the
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prototypical immediate-early gene (Herschman, 1991), occurs in response to numerous signals including growth factors, cytokines and stress. Several *cis*-acting elements in the proximal 5’ flanking region (Figure 5.8) contribute to strong *FOS* transcription in response to stimuli. Activation of the *FOS* promoter by growth factors depends on the binding of serum response factor (SRF) to the serum response element (SRE) approximately 300 b.p. upstream of the transcriptional start site (Treisman, 1992). To effectively enhance transcription, SRF forms a ternary complex with accessory proteins of the Ets/ternary complex factor (TCF) family such as Elk-1, p62 TCF and SAP-1, which bind a response element immediately 5’ of the SRE (reviewed by Edwards, 1994). MAPKs phosphorylate Elk-1 in response to extracellular signals, positively regulating SRF-Elk-1-SRE ternary complex formation and enhancing transcription of *FOS*. Growth hormone (GH) positively regulates *FOS* transcription via another *cis*-acting element bound by CCAAT/enhancer binding proteins (C/EBPs), located immediately downstream of the SRE (Liao et al., 1999). AP-1 also contributes to *FOS* induction through a TRE located in the downstream region proximal to the SRE (Morgan and Birnie, 1992). Perhaps the most pertinent elements in the case of CYN are those involved in *FOS* induction in response to stress.

![Figure 5.8](image)

**Figure 5.8** *Cis*-acting elements contributing to transcriptional activation of *FOS* and *JUN*. Numbers represent approximate distances in base-pairs from the transcriptional start site. Figure adapted from multiple sources (Angel et al., 1988; Deschamps et al., 1985; Gilman et al., 1986; Ramirez et al., 1997; van Dam et al., 1993; van Delft et al., 1993).

Inducible transactivation of *FOS* in response to stress occurs mainly through a cAMP response element (CRE) about 60 b.p. upstream of the transcription start (Ahn et al.,
Signalling through at least three separate pathways can activate cAMP response-element binding protein (CREB) and facilitate binding to CREs. Firstly, G-protein coupled (specifically GαS-coupled) cell surface receptors activate adenylate cyclase, raising cAMP levels and resulting in the activation of CREB by protein kinase A (Hagiwara et al., 1993). Ca^{2+}-dependent pathways are a second means of CREB activation (Sheng et al., 1991). Thirdly, signalling via the Ras/Raf pathway results in the activation of the MAPK-family kinases ERK1 and ERK2 (extracellular signal regulated kinase 1 and 2; (Barrie et al., 1997), which phosphorylate mitogen- and stress-activated kinase 1 (MSK1)(McCoy et al., 2005), which in turn phosphorylates and activates CREB (Deak et al., 1998). Due to the ambiguity of AP-1 involvement in CYN-induced gene expression shown in the current chapter, the strong induction of FOS expression in response to CYN may occur through other elements such as the CREs. MSK1, also activated by p38 MAPK (Deak et al., 1998), has been shown to be important for FOS transactivation in response to UV and anisomycin (Wiggin et al., 2002). It would be interesting to determine the activation status of p38 in HDFs and HepG2 cells treated with CYN to establish whether the high FOS transactivation observed in the present study occurs as a result of MAPK signalling.

As introduced above, we were particularly interested in JUN expression, which is largely under the control of ‘activator protein 1’ (AP-1), a basic-region leucine zipper (bZIP) transcription factor composed of c-Jun homodimers, heterodimers of c-Jun and c-Fos, or dimers made up of a number of related variants (JunB, JunD, FosB and ATF2 among others). Mitogen-activated protein kinase (MAPK) signalling culminates in the activation of AP-1 dimers, resulting in increased transcription from promoters containing TPA responsive elements (TRE). Two TREs in the JUN proximal 5’ flanking region are essential for strong expression, with a downstream distal TRE also contributing weakly (Figure 5.8) (Angel et al., 1988; van Dam et al., 1993). Because of the significant induction of JUN mRNA in HepG2 and HDF cells following CYN exposure, I expected to observe similar increases in SEAP mRNA levels in HeLa cells transfected with pAP1-SEAP. Despite a small non-significant increase in response to 2 μg/mL CYN, this did not occur.
Activation of MAPKs, particularly JNK, after damage to the peptidyltransferase centre of 28S rRNA (Iordanov et al., 1997), formed the basis of experiments described in the current chapter. Certain inhibitors of translation are known to initiate an intracellular signalling cascade termed the ribotoxic stress response (RSR) (Iordanov et al., 1997). The RSR appears to be induced after damage (or binding) to particular regions of the 28S ribosomal RNA (rRNA; Iordanov et al., 1997). Examples of initiators of the RSR are the peptidyltransferase inhibitor anisomycin (Iordanov et al., 1997; Pestka, 1976), the trichothecene mycotoxins that also bind the peptidyltransferase site in 28S rRNA (Shifrin and Anderson, 1999), and the enzyme toxins ricin, α-sarcin and Shiga toxin that depurinate 28S rRNA at a specific region involved in the peptidyltransferase reaction (Munishkin and Wool, 1995; Smith et al., 2003). After binding or damage to the peptidyltransferase centre, JNK and p38 MAPK become phosphorylated and active (Iordanov et al., 1997). Protein synthesis inhibitors with alternative modes of action—e.g. the inhibitors of ribosomal translocation, cycloheximide and emetine (Pestka, 1976)—block ribosome translocation without inducing strong MAPK activation (Iordanov et al., 1997). In the RSR model proposed by (Zhou et al., 2003) (Figure 5.9), specific damage or binding within the peptidyltransferase site in ribosomal RNA results in the activation of double-stranded RNA (dsRNA)-activated protein kinase (PKR). PKR is a known activator of MKK3/6 and MKK4/7, which in turn can activate p38 and JNK, respectively (Williams, 2001). There are two major forms of JNK expressed in all cell types, JNK1 and JNK2, and a minor form, JNK3, expressed mainly in the brain, heart and testes (Barr and Bogoyevitch, 2001). In order to become active, JNKs are phosphorylated by MAPK kinases 4 or 7 (MKK4 or MKK7), which are activated primarily by environmental stress and cytokines, respectively (reviewed by(Davis, 2000). JNK then phosphorylates numerous substrates with roles in transcriptional activation—c-Jun, JunD, ATF2, Elk-1, c-Myc and p53 amongst others, with highest affinity for c-Jun (Bogoyevitch and Kobe, 2006). c-Jun phosphorylation by JNK on Ser 63 and Ser 73 increases its transactivation activity (Derijard et al., 1994; Karin, 1995), resulting in increased transcription from promoters containing TREs, including that of the JUN gene itself (Angel et al., 1988). The induction of JUN following CYN exposure in HepG2 cells is consistent with JNK activation, but the observation that emetine could also significantly induce JUN in this
cell line suggests that a ribotoxic stress response may not be involved. In HeLa cells, the contradictory findings of apparent JNK phosphorylation and a lack of transcriptional activation from pAP-1-SEAP indicate that further work is required before the involvement of JNK in stress responses to CYN can be confirmed. The possible involvement p38 MAPK should also be investigated, since in addition to the role of p38 in ribotoxic stress (see above), this kinase is also known to phosphorylate p53 (Sanchez-Prieto et al., 2000), which may explain the induction of p53-regulated genes shown in Chapter 4.

Figure 5.9  Model of the ribotoxic stress response. A cartoon representation of the model of the ribotoxic stress response proposed by Zhou et al (2003). (A) Site of action of 28S rRNA-damaging inhibitors of translation (figure from Iordanov et al., 1997), that induce the ribotoxic stress response depicted in (B), involving PKR-mediated activation of JNK, with downstream events including the phosphorylation of c-Jun, and increased expression of JUN and other targets of the AP-1 transcription factor (Cartoon adapted from Zhou et al., 2003).

The term ‘nuclear factor κB’ (NF-κB) refers to a group of dimeric transcription factors whose subunits contain Rel homology domains (RHDs; in reference to the Drosophila protein Relish). RHDs contain regions essential for DNA binding, dimerisation, and interaction with the NF-κB inhibitor IκB, as well as a nuclear localisation signal (NLS). Receptor-mediated regulation of NF-κB dimers occurs by one of two major pathways
(Figure 5.10), both of which occur rapidly following ligand binding. NF-κB can also be activated by additional means associated with oxidative stress (Li and Karin, 1999), DNA damage (Janssens and Tschopp, 2006), and other adverse factors (Mercurio and Manning, 1999). Apart from the steps leading to IKK complex activation, stress-induced NF-κB activation follows the classical pathway, with degradation of IκB leading to nuclear localisation of RelA/p50 dimers (Mercurio and Manning, 1999). Stress-inducing stimuli result in slow and weak activation of RelA/p50 NF-κB dimers compared to that resulting from receptor-mediated activation (Janssens and Tschopp, 2006). In the current study, the apparent increase in transcription from the pNF-κB-SEAP reporter vector after 24 h exposure to 1 µg/mL CYN suggests that NF-κB activation by CYN probably occurs through stress-induced rather than receptor-mediated pathways. However, it cannot be ruled out that cytokine production and signalling induces NF-κB activation in the case of CYN, since the extent of protein synthesis inhibition was not measured in these cells. It would be interesting to determine whether NF-κB activation in response to CYN occurs independently of cytokine signalling, or if there are two phases of activation—a cytokine-dependent phase under low CYN concentrations that do not totally inhibit protein synthesis, and a cytokine-independent phase occurring in response to stress induced by higher CYN concentrations.

Determining the nature of signals upstream of putative IKK complex activation in response to CYN may help to indicate mechanisms of DNA damage by CYN. A well-described outcome of double-stranded DNA breakage is the activation of ATM, which has recently been shown to phosphorylate a component of the IKK complex, NEMO (NF-κB essential modifier also known as IKKγ) (Wu et al., 2006). Modification of NEMO with SUMO (small ubiquitin-like modifier), mediated by a protein called PIDD (p53-inducible death domain protein), prevents nuclear export of NEMO, which normally travels freely between the nucleus and the cytoplasm (Bartek and Lukas, 2006). Phosphorylation of NEMO by ATM in response to double-stranded DNA breakage induces the exchange of SUMO for ubiquitin, allowing nuclear export of NEMO and the formation of active IKK complexes (Figure 5.10).
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Figure 5.10  NF-κB activation pathways. NF-κB target genes are induced by one of two main pathways. The classical NF-κB activation pathway, associated with inflammation and stress responses, involves cytokine receptor signalling through MAPK kinase kinases (MAPKKKs) such as TAK1 or MEKK3. This results in the activation of the IκB kinase complex consisting of IκKα, IκKβ and IκKγ (also known as NEMO). Phosphorylation of IκB (inhibitor of κB) targets it for polyubiquitylation and proteosomal degradation, exposing nuclear localisation signals on p50/RelA. The alternative pathway, controlling gene expression associated with lymphoid organ development, depends on the partial proteosomal degradation of the p52 precursor, p100. This occurs through lymphotoxin β receptor (LT-βR) or B-cell activating factor (BAFF) receptor signalling, which activates NF-κB-inducing kinase (NIK). NIK activates IκKα dimers, resulting
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in p100 phosphorylation and enhancing polyubiquitylation. Partial degradation to p52 exposes nuclear localisation signals on p52/RelB, allowing translocation to the nucleus. Genotoxic stress induces NF-κB activation via the classical pathway by enhancing cytoplasmic localisation of NEMO (IKKγ), which under normal conditions translocates freely between the cytoplasm and the nucleus. A number of genotoxic stressors induce NEMO modification by the addition of the small ubiquitin-like modifier, SUMO. SUMOylation by p53-inducible death domain protein (PIDD) prevents the export of NEMO from the nucleus. Double-stranded DNA breaks activate ATM, which phosphorylates NEMO, resulting in the exchange of SUMO with ubiquitin and subsequent nuclear export of NEMO, which can then form an active IKK complex. Figure adapted from a number of relevant reviews and articles (Chen, 2005; Janssens and Tschopp, 2006; Nakano et al., 2006; Wu et al., 2006).

Like MKK3/6 and MKK4/7, NF-κB can also be activated by PKR (Zamanian-Daryoush et al., 2000), suggesting that PKR may constitute a common link between MAPK and NF-κB activation by protein synthesis inhibitors such as CYN. PKR responds to numerous extracellular inputs such as cellular stresses, cytokines, bacterial lipopolysaccharides (LPS) and dsRNA (Williams, 1999). However, regarding protein synthesis inhibitors, there are conflicting reports of PKR-mediated MAPK activation. Zhou and colleagues (2003) observed rapid activation of PKR within 1-5 mins in response to anisomycin and deoxynivalenol, and showed that subsequent JNK activation could be inhibited by reducing PKR expression using antisense RNA constructs. Furthermore, the authors showed a reduction in p38 and ERK phosphorylation after antisense RNA-mediated PKR knockdown, although the magnitude of reduction was less than that observed for JNK. PKR is known to be associated with ribosomes (Samuel, 1993), and contains dsRNA binding domains required for ribosomal association (Wu et al., 1998; Zhu et al., 1997b). These characteristics are consistent with a putative role for PKR in RSR sensing and signalling, however the model proposed by Zhou et al. (2003) is not supported by the finding that phosphorylation of JNK and p38 in anisomycin-treated PKR-null mouse fibroblasts was shown to be identical to treated cells expressing PKR (Goh et al., 2000). In fact, Goh and colleagues (2000) showed that other cellular stresses also induced the activation of both JNK and p38 regardless of the PKR status of the cells—these included UV, osmotic shock, arsenite exposure and heat shock. Conversely, activation of both kinases was reduced in PKR-null cells exposed to external stimuli consisting of TNFα, synthetic dsRNA, and bacterial LPS. These observations raise the question of PKR is indeed critical for RSR signalling, as claimed by Zhou and colleagues (2003). Interestingly, Zhou and colleagues later published an alternative model for the
RSR in a mouse macrophage-like cell line, involving signal transduction by the hematopoietic cell kinase, Hck, or other Src kinases (Zhou et al., 2005b). The authors stressed the need for further investigation of the RSR with respect to damage sensing and signalling to MAPKs, and it seems that cell type may be important in determining the nature of stress signalling in response to ribosomal inactivation.

Shifrin and Anderson (1999) speculated that a conformational change in the ribosome may initiate signalling associated with the early stages of ribotoxic stress. They also observed that pre-treatment with emetine did not completely inhibit subsequent JNK/p38 activation in response to anisomycin, provided the treatment concentrations were relatively high. This contradicts previous findings by Iordanov et al. (1997), who observed that emetine pre-treatment could abrogate the ribotoxic stress response—this group concluded that only actively translating ribosomes could induce the RSR, a hypothesis which is not supported by Shifrin and Anderson’s results.

Trichothecene mycotoxins inhibit translation and induce signalling consistent with the ribotoxic stress response (Shifrin and Anderson, 1999). DNA binding by AP-1, NF-κB and C/EBPβ has been shown to increase after treatment with the trichothecene deoxynivalenol (Wong et al., 2002). The induction of gene expression involving AP-1 and NF-κB shown in the present study, and the probable involvement of C/EBPs in FOS promoter induction, indicate that there may be similarities between the mode of action of CYN and that of certain trichothecenes. In support of this possibility, deoxynivalenol induces interleukin 6 expression (Moon and Pestka, 2003) and down-regulation of GRP78 (Yang et al., 2000), as does CYN (see Sections 3.3.3.2 and 3.3.3.3). Comparative toxicological studies of trichothecenes and CYN may help to define the mode of translational inhibition by CYN.

MYC expression was observed to be induced significantly in HDF cells after CYN treatment. Myc is a basic helix-loop-helix-leucine zipper (bHLHZ) transcription factor that dimerises with Max to alter the transcription of target genes involved in virtually all cellular processes. With a short mRNA half life, modulation of mRNA stability plays a significant role the regulation of Myc protein synthesis (Dani et al., 1984; Dani et al.,
MYC mRNA levels are as low as a single copy per cell in resting cells, with mitogenic stimulation inducing higher levels. Transformed cells often display deregulated expression of MYC at the transcriptional level (Pelengaris and Khan, 2003). MYC expression is regulated by a large number of transcription factors, which are controlled by a myriad of signalling pathways including MAPK, JAK/STAT, Ras, IFN-γ, PI3-kinase, Fas, Wnt, TGF-β, interleukins, cytokines, lymphokines, steroid and peptide hormones, pharmacologic agents, NF-κB-activating pathways and E2F-activating pathways (Liu and Levens, 2006). Such an extensive list of pathways makes speculation about possible contributors to CYN-induced MYC expression difficult, but the apparent involvement of Myc in cell growth regulation suggests that the protein may be important in cellular responses to CYN-induced stress.

That MAPK and NF-κB pathways can influence MYC expression indicates a role for Myc in transcriptional responses to exogenous stressors. Recent work indicates that Myc is involved in the expression of genes required for the synthesis of reduced glutathione (GSH), suggesting a role for Myc in cellular responses to oxidative stress. Benassi and colleagues (Benassi et al., 2006) found that Myc appears to mediate the transcriptional induction of genes encoding both subunits of an important enzyme involved in GSH synthesis, γ-glutamyl-cysteine synthetase (γ-GCS). Reduced rates of GSH synthesis following CYN exposure reported by Runnegar and colleagues (1994, 1995) may be a result of reduced γ-GCS levels—most likely as a result of protein synthesis inhibition by CYN. The induction of MYC observed in the present study may underlie a pro-survival response involving the increased production of antioxidants such as GSH. Translational inhibition by CYN may negatively regulate consecutive steps in γ-GCS expression—in addition to reducing translation of γ-GCS mRNA, CYN may cause Myc protein levels to remain low so that Myc target genes, such as those encoding subunity of γ-GCS, are not induced.

At odds with a role for Myc in pro-survival gene expression are reports that stability of the protein is reduced following exposure to a variety of stressors. Hyperosmolarity and DNA damaging agents activate a kinase known as Pak2 that phosphorylates Myc, promoting its degradation (Huang, 2004). JNK1 phosphorylates a different region of the
Myc protein, reducing stability by promoting ubiquitylation and degradation (Alarcon-Vargas and Ronai, 2004), suggesting that stress-induced JNK1 activation can also reduce Myc protein levels. As such, while MYC mRNA levels appear to increase following CYN treatment, protein levels are likely to diminish through reduced stability via JNK1, as well as through reduced translation attributable to CYN. Even if CYN treatment does result in elevated Myc protein levels, a pro-survival outcome is not assured. While capable of promoting cellular proliferation, increased Myc protein levels can also sensitise cells to apoptosis (reviewed by (Meyer et al., 2006). Specifically, when high Myc activity is combined with an anti-proliferative signal, increased rates of apoptosis are observed. This occurs largely through the stabilisation of p53 via Myc-mediated ARF expression (Zindy et al., 1998), which reduces Mdm2-p53 interaction, allowing p53 accumulation and the subsequent induction of pro-apoptotic gene expression.

The upstream signalling pathways contributing to immediate-early gene induction by CYN are likely to be numerous and highly complex. The investigations described in the current chapter are only preliminary, but appear to confirm the involvement of NF-κB in CYN-induced gene expression. Regarding the mechanism of translational inhibition, further work is required before the involvement of ribotoxic stress can be confirmed, but the apparent activation of JNK and the strong induction of FOS and JUN expression comprise important initial data in support of this possibility.
Despite extensive research, the molecular mechanisms underlying cylindrospermopsin toxicity are yet to be determined. It is not known whether CYN has a single molecular target or if there may be a more general mode of action. The aim of the current work was to investigate changes in gene expression induced by CYN in an attempt to reveal more about the nature of stress signalling and repair pathways initiated in treated human-derived cells, with the view to identifying putative modes of action of the compound.

This is the first large-scale study of altered gene expression in response to CYN, excluding an investigation of gene expression in the livers of CYN-exposed mice using low-density membrane cDNA arrays (S.Shen, unpublished observations). While S.Shen’s study examined the expression of selected genes known to be involved in responses to toxins in vivo, the current study utilised high-density arrays in an effort to discover pathways involved in CYN toxicity in human cells in vitro. The use of homogenous cell populations is recommended for high-throughput analyses of gene expression so that the complexity of the experimental system is sufficiently low to enable the detection of statistically significant changes in mRNA level (Firestein and Pisetsky, 2002). In this thesis, treatment of cultured cells ensured that CYN-induced changes in gene expression occurred against a uniform background—a single cell type was exposed to the toxin, rather than a population of different cell types as would occur in living tissue. The efficacy of the current approach was substantiated by the detection of differentially
regulated genes with functions related to putative modes of action of the compound, particularly with respect to protein synthesis inhibition and DNA damage—protein folding pathways appeared to be down-regulated, while genes for DNA repair and apoptosis were up-regulated. Accordingly, the collective function of other groups of differentially regulated genes may be indicative of additional modes of action or the underlying mechanisms thereof.

While a definitive mechanism was not indicated by the results of the current study, the data provide numerous starting points for further work. Genes for RNA synthesis and processing were shown to be induced by CYN in both HDFs and HepG2 cells. While this requires confirmation using alternative techniques, the upregulation of numerous genes involved in RNA biogenesis suggests that CYN may deplete or damage various forms of RNA. It is tempting to speculate that damage to mRNA may underlie translational inhibition by CYN. Research into RNA damage is an emerging field which is seeing increasing interest (Begley and Samson, 2003). That damaged RNA can easily be replaced through transcription does not mean that the potential adverse effects of accumulated damaged RNA would be trivial. Given the many and varied roles of RNA, including not only protein synthesis (mRNA, tRNA and rRNA) but also non-coding functions that derive from a large proportion of the human genome previously considered to be ‘junk DNA’ (Mattick and Makunin, 2006), the probability that RNA damage produces observable detrimental effects is high.

The increased expression of numerous genes known to be regulated by p53 is an important finding, given that this transcription factor is essential for the maintenance of genome integrity. The putative activation of p53 in response to CYN supports published reports of CYN-induced DNA damage, although both p53 activation and the mode of DNA damage by CYN need to be confirmed in a range of human cell lines and primary cells. The comet assay is perhaps most commonly used assay for genotoxicity, but unfortunately this assay cannot distinguish between direct DNA damage, single stranded breaks arising from nucleotide excision repair, and DNA fragmentation due to apoptosis or necrotic cell death. The induction of nucleotide excision repair genes (Section 3.3.3.1) supports the hypothesis that CYN induces bulky adducts. A priority for future work
should to characterise the adduct reported to occur in DNA isolated the livers of CYN-exposed mice Shaw et al. (2000), and to establish whether this adduct appears in treated human cells.

Studies outlined in Chapters 4 and 5 confirmed the involvement of p53 and NF-κB in stress responses elicited by the CYN, but showed that the participation of the MAPK pathway was clear. Microarray analysis showed that genes in the pathway were transcriptionally up-regulated in response to CYN (Section 3.3.1.4). While JNK phosphorylation could be seen in HeLa cells, the reporter system utilised to check for AP-1 regulated expression was probably not suitable for the intended exposure time frame of 6 h. While the ‘ribotoxic stress response’ has not been fully defined, further work on MAPK signalling using a comparative approach—numerous inhibitors of translation with known mechanisms are commercially available—may help to identify the mode of ribosomal inactivation by CYN.

The results of NF-κB reporter assays appear to confirm the involvement of this transcription factor in CYN-induced stress responses, which was initially indicated by the induction of a large number of NF-κB-regulated genes (Section 3.3.3.2). According to current knowledge, NF-κB and JNK are linked through reactive oxygen species (ROS) NF-κB inhibits JNK by preventing the accumulation of ROS, which would normally result in JNK activation (Nakano et al., 2006). This mechanism contributes to the fate of the cell—NF-κB induces pro-survival gene expression, while JNK activation can result in apoptosis. That both NF-κB and JNK were identified in the current study to be involved with CYN-induced cellular stress suggests a role for free radicals at some point in the process of CYN toxicity. Humpage and colleagues (2005) showed that a common indicator of oxidative stress, lipid peroxidation, did not increase in CYN-treated primary mouse hepatocytes, but it may be of interest to look for this and other markers in other cell types. The differential regulation of thioredoxin reductase expression in HepG2 cells and HDFs (Section 3.3.5) suggests that the putative role of oxidative stress in CYN toxicity may be cell-type specific.
The large-scale gene expression analysis presented here appears to correlate well with observable phenotypes in CYN-treated cells. The results of toxicity studies in human cells, and preliminary investigations of stress response pathways, have further defined putative modes of action of the compound. Taken together, the data will contribute strongly to the co-operative effort currently underway to better characterise this important natural toxin.
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**List of oligonucleotide primers used for real-time qRT-PCR**

Table A1.1 Primer pairs used for qRT-PCR.

<table>
<thead>
<tr>
<th>Gene symbol</th>
<th>Product</th>
<th>GenBank accession (mRNA)</th>
<th>Primer pair (5' - 3')</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACTB</td>
<td>Actin, beta</td>
<td>NM_001101</td>
<td>GTGGATCAGCAAGCAGGAGTAT GCATGCCAATCTCATCTT</td>
</tr>
<tr>
<td>ALKBH</td>
<td>AlkB, alkylation repair homolog (E. coli)</td>
<td>NM_006020</td>
<td>TTGTGTATTGCCGTGGACCTTT AGAGGCTGAGAAGGCTGTTG</td>
</tr>
<tr>
<td>AQP3</td>
<td>Aquaporin 3</td>
<td>NM_004925</td>
<td>GCATGTGTGTGCATGTGTGT TCCCTGCCCTGAATATCCTG</td>
</tr>
<tr>
<td>BAX</td>
<td>Bel-2-associated X protein; apoptosis regulator</td>
<td>NM_138761</td>
<td>GGGGACGAACCTGGACAGTAA CAGTTGAAGTGGCCGTCA</td>
</tr>
<tr>
<td>BCL2</td>
<td>B-cell CLL/lymphoma 2</td>
<td>NM_000657</td>
<td>ATGTTGTTGGAGAGCGTGCAA ACCTACCGCCTCCGTTAT</td>
</tr>
<tr>
<td>CDKN1A</td>
<td>p21; cyclin-dependent kinase inhibitor 1A</td>
<td>NM_000389</td>
<td>GAAAGACCATGTGGACCTTCG TGGATTAGGGCTTCCTTG</td>
</tr>
<tr>
<td>CDKN2A; ARF</td>
<td>p14ARF; Cyclin-dependent kinase inhibitor 2A; Encoded by transcript variant 4</td>
<td>NM_058195</td>
<td>AGTAAAGGGGGCAGGAGTG GGTGTGAACCCACGAAAACC</td>
</tr>
<tr>
<td>CEBPD</td>
<td>CCAAT/enhancer binding protein delta</td>
<td>NM_005195</td>
<td>ATCGACTTCAGCGCTACAT CGCCTTGATGGCTGGT</td>
</tr>
<tr>
<td>COX2</td>
<td>Prostaglandin-endoperoxide synthase 2</td>
<td>NM_000963</td>
<td>TGGGAAGAGGGGAGAATAATGG GGCACCTGAACATTCGCAG</td>
</tr>
<tr>
<td>CYP1A2</td>
<td>Cytochrome P450, family 1, subfamily A, polypeptide 2</td>
<td>NM_000761</td>
<td>ACCTCCGACACTCCCTCTT ACCTGCCACTGGTTACGAA</td>
</tr>
<tr>
<td>DDB2</td>
<td>Damage-specific DNA binding protein 2 (48kD)</td>
<td>NM_00107</td>
<td>GGGAAACAATGGTGGCTGAAG GTGACCACATTCGGCTACT</td>
</tr>
<tr>
<td>E2F1</td>
<td>Transcription factor E2F-1</td>
<td>AF516106</td>
<td>TACCCCAAATCTCCCTTACCC GTCTCCCTCCCTACTTTCC</td>
</tr>
<tr>
<td>ELK1</td>
<td>Member of ETS oncogene family; member of the ETS family of transcription factors</td>
<td>NM_005229</td>
<td>ATCCACCTTCACCATCCAG CCTCTCCAGCCTCCAGACAG</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Gene</th>
<th>Description</th>
<th>Accession</th>
<th>Sequence 1</th>
<th>Sequence 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>ENC1</td>
<td>Ectodermal-neural cortex (with BTB-like domain); tumor protein p53 inducible protein 10</td>
<td>NM_003633</td>
<td>GTGGAAACAGCATCACCA</td>
<td>TGGCCTCTCCGAAGTGA</td>
</tr>
<tr>
<td>FOS</td>
<td>c-Fos; homolog of v-fos (FBJ murine osteosarcoma viral oncogene)</td>
<td>NM_005252</td>
<td>GACTTCTGTTCAGCATCAT</td>
<td>TGGCCACAGGCAGGG</td>
</tr>
<tr>
<td>GADD45α</td>
<td>Growth arrest and DNA-damage-inducible, alpha</td>
<td>NM_001924</td>
<td>G CCCGAGATAGATGACTT</td>
<td>TTTTCTCTCTGAGCATG</td>
</tr>
<tr>
<td>GAPDH</td>
<td>Glyceraldehyde-3-phosphate dehydrogenase</td>
<td>NM_002046</td>
<td>CTCTCTGACTCAAACAGCG</td>
<td>GTCTTACTTCGGAGCC</td>
</tr>
<tr>
<td>IL1</td>
<td>Interleukin 1 alpha</td>
<td>M28983</td>
<td>CAGCCAGGAAACTCTGC</td>
<td>TGCCAGGATATGAGG</td>
</tr>
<tr>
<td>IL18</td>
<td>Interleukin 18 proprotein</td>
<td>NM_001562</td>
<td>GAAATGCTCTCCAGTCAT</td>
<td>GAAGCGATCTGGAGG</td>
</tr>
<tr>
<td>IL2</td>
<td>Interleukin 2</td>
<td>NM_000586</td>
<td>AACATTTTGACACCCCATAA</td>
<td>ATGGGCGAGGTAGG</td>
</tr>
<tr>
<td>JUN</td>
<td>c-Jun oncogene; cellular homologue of the putative transforming gene of avian sarcoma virus 17</td>
<td>NM_002228</td>
<td>AGAGGAAGCAGCATGAAGA</td>
<td>G TTAAGCTGTGGCCACCTG</td>
</tr>
<tr>
<td>KDEL3</td>
<td>KDEL receptor 3 isoform a</td>
<td>NM_016657</td>
<td>TGCTGGAGATCCTCTGGA</td>
<td>CCGTACAGGACCAAAGA</td>
</tr>
<tr>
<td>MDM2</td>
<td>Mouse double minute 2 homolog isoform MDM2</td>
<td>NM_002392</td>
<td>GTATCAGGGCAGGGAGTG</td>
<td>GAAGCCATTCTCAGGAAG</td>
</tr>
<tr>
<td>MT1R</td>
<td>Metallothionein 1R</td>
<td>X97261</td>
<td>GCAAGTGCAAAGTGCAAA</td>
<td>ACATCTGGAGGAGGTCT</td>
</tr>
<tr>
<td>MT2A</td>
<td>Metallothionein 2A</td>
<td>NM_005953</td>
<td>GCAATGCAAAGAGTGCAAA</td>
<td>ATCCAGTTGGTGAAGTCA</td>
</tr>
<tr>
<td>MYC</td>
<td>c-Myc; v-myc myelocytomatosis viral oncogene homolog</td>
<td>NM_002467</td>
<td>CTCCTGGCGAAAGTGCAG</td>
<td>TCGGTTGTGGCTGCTTG</td>
</tr>
<tr>
<td>NOS2A</td>
<td>iNOS; Inducible nitric oxide synthase 2a, hepatocytes</td>
<td>NM_000625</td>
<td>CTCTATGTGGTGGGAGTG</td>
<td>TTCTTCGCCTGTAAGGAA</td>
</tr>
<tr>
<td>PUMA</td>
<td>Bcl-2 binding component 3;</td>
<td>NM_014417</td>
<td>CCACCACATCTCAGGAAGA</td>
<td>ACGTGGTTGCATTTTGCT</td>
</tr>
<tr>
<td>RELA</td>
<td>NF-kappa-B transcription factor subunit p65/RelA</td>
<td>NM_021975</td>
<td>CATCCCATCTTGGACAATCG</td>
<td>TGGTCCCTGAAATACACCT</td>
</tr>
<tr>
<td>TNFRSF12A</td>
<td>Tweak-receptor; TWEAKR; Tumour necrosis factor receptor superfamily member 12A; Fn14</td>
<td>NM_016639</td>
<td>TTCTGGCTTTTTGCTG</td>
<td>GGCACATTGTCACTGGATCA</td>
</tr>
<tr>
<td>TP53</td>
<td>Tumour suppressor protein 53 kDa; p53</td>
<td>NM_000546</td>
<td>ACCATGGCCAGCAACTTT</td>
<td></td>
</tr>
<tr>
<td>Gene</td>
<td>Description</td>
<td>Accession</td>
<td>5' End Sequence</td>
<td>3' End Sequence</td>
</tr>
<tr>
<td>---------</td>
<td>-----------------------------------------------------</td>
<td>-----------</td>
<td>-----------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>TXNRD1</td>
<td>Thioredoxin reductase 1</td>
<td>NM_003330</td>
<td>TTCTGCAAGCAGATCTGCAT</td>
<td>CTTGTGGCCCTTCTGAGGAG CTCTTGACGGAATCGTCCAT</td>
</tr>
<tr>
<td>XPC</td>
<td>Xeroderma pigmentosum, complementation group C</td>
<td>NM_004628</td>
<td>CTGCCATCCTTGGGTATTGT</td>
<td>GCCTCACACTCTTGCTTTTC</td>
</tr>
</tbody>
</table>
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Representative determination of relative mRNA levels by qRT-PCR

The following example shows a representative example of relative mRNA determination by SYBR Green I quantitative reverse-transcription PCR, performed as described in Section 3.2.8. This example is useful because the normalising gene, \textit{GAPDH}, appears to be slightly induced by the treatment. This may be due to inaccuracies of quantitation of total RNA inputs and highlights the importance of using internal controls for qRT-PCR. Melt peaks derived from dissociation curves show a single clean peak for each amplicon which can be clearly differentiated from the lower peak resulting from non-specific amplification in the no-template controls, presumably due to primer-dimer artefacts.

\textbf{Cell type:} HepG2  
\textbf{Toxin treatment:} 1 \mu g/mL cylindrospermopsin, 24 h  
\textbf{Control treatment:} 1\% MQW in growth medium, 24 h

\textit{GAPDH} amplification curves, exported directly from Bio-Rad iCycler software:
CDKN1A amplification curves:

![CDKN1A amplification curves](image_url)

GAPDH raw data:

<table>
<thead>
<tr>
<th>Sample</th>
<th>C_T^*</th>
</tr>
</thead>
<tbody>
<tr>
<td>24h control 1a</td>
<td>16.0</td>
</tr>
<tr>
<td>24h control 1b</td>
<td>16.3</td>
</tr>
<tr>
<td>24h control 1c</td>
<td>16.6</td>
</tr>
<tr>
<td>24h control 2a</td>
<td>16.1</td>
</tr>
<tr>
<td>24h control 2b</td>
<td>16.7</td>
</tr>
<tr>
<td>24h control 2c</td>
<td>16.7</td>
</tr>
<tr>
<td>24h control 3a</td>
<td>16.4</td>
</tr>
<tr>
<td>24h control 3b</td>
<td>17.1</td>
</tr>
<tr>
<td>24h control 3c</td>
<td>16.9</td>
</tr>
<tr>
<td>24h 1ug/ml 1a</td>
<td>15.2</td>
</tr>
<tr>
<td>24h 1ug/ml 1b</td>
<td>15.4</td>
</tr>
<tr>
<td>24h 1ug/ml 1c</td>
<td>15.8</td>
</tr>
<tr>
<td>24h 1ug/ml 2a</td>
<td>15.7</td>
</tr>
<tr>
<td>24h 1ug/ml 2b</td>
<td>15.4</td>
</tr>
<tr>
<td>24h 1ug/ml 2c</td>
<td>15.7</td>
</tr>
<tr>
<td>24h 1ug/ml 3a</td>
<td>15.3</td>
</tr>
<tr>
<td>24h 1ug/ml 3b</td>
<td>15.5</td>
</tr>
<tr>
<td>24h 1ug/ml 3c</td>
<td>16.0</td>
</tr>
<tr>
<td>no template</td>
<td>38.8</td>
</tr>
</tbody>
</table>

CDKN1A raw data:

<table>
<thead>
<tr>
<th>Sample</th>
<th>C_T^*</th>
</tr>
</thead>
<tbody>
<tr>
<td>24h control 1a</td>
<td>22.4</td>
</tr>
<tr>
<td>24h control 1b</td>
<td>21.8</td>
</tr>
<tr>
<td>24h control 1c</td>
<td>21.9</td>
</tr>
<tr>
<td>24h control 2a</td>
<td>21.7</td>
</tr>
<tr>
<td>24h control 2b</td>
<td>21.8</td>
</tr>
<tr>
<td>24h control 2c</td>
<td>21.6</td>
</tr>
<tr>
<td>24h control 3a</td>
<td>21.7</td>
</tr>
<tr>
<td>24h control 3b</td>
<td>21.6</td>
</tr>
<tr>
<td>24h control 3c</td>
<td>22</td>
</tr>
<tr>
<td>24h 1ug/ml 1a</td>
<td>19.7</td>
</tr>
<tr>
<td>24h 1ug/ml 1b</td>
<td>19.7</td>
</tr>
<tr>
<td>24h 1ug/ml 1c</td>
<td>19.3</td>
</tr>
<tr>
<td>24h 1ug/ml 2a</td>
<td>20.1</td>
</tr>
<tr>
<td>24h 1ug/ml 2b</td>
<td>19.9</td>
</tr>
<tr>
<td>24h 1ug/ml 2c</td>
<td>19.9</td>
</tr>
<tr>
<td>24h 1ug/ml 3a</td>
<td>20.1</td>
</tr>
<tr>
<td>24h 1ug/ml 3b</td>
<td>19.8</td>
</tr>
<tr>
<td>24h 1ug/ml 3c</td>
<td>19.9</td>
</tr>
<tr>
<td>no template</td>
<td>37.7</td>
</tr>
</tbody>
</table>

*C_T – threshold cycle*
GAPDH melt peaks derived from dissociation curves:

![GAPDH dissociation curve graph](image1.png)

CDKN1A melt peaks derived from dissociation curves:

![CDKN1A dissociation curve graph](image2.png)

Relative transcript levels were determined by the method of Pfaffl et al. (2002), using REST 2005 beta v.1.9.12: The normalised expression ratio is 1.846 (p = 0.579, using 50,000 iterations for the fixed reallocation randomisation test). Without normalisation, the expression ratio would be 3.636 (p < 0.001).
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Qualitative analysis of RNA samples used for microarray hybridisations

Qualitative analyses of total RNA used in microarray experiments was achieved using the Bioanalyzer 2100 (Agilent). This instrument uses disposable capillary electrophoresis units for the quantitative separation of fluorescently stained nucleic acids according to size. Comparison of peak area with a control ladder also allows the accurate determination of quantity. The RNA 6000 chip was used for the current analysis. The data shown in the following pages corresponds to the samples according to the following legend:

Chip 1: HepG2 samples

File i.d.: 2100 expert_EukaryoteTotal RNA Nano_DE34903905_2005-07-21_10-30-00.xad

Sample 1 6 h vehicle control (MQW), treatment 1
Sample 2 6 h vehicle control (MQW), treatment 2
Sample 3 6 h vehicle control (MQW), treatment 3
Sample 4 24 h vehicle control (MQW), treatment 1
Sample 5 24 h vehicle control (MQW), treatment 2
Sample 6 24 h vehicle control (MQW), treatment 3
Sample 7 6 h 1 μg/mL CYN, treatment 1
Sample 8 6 h 1 μg/mL CYN, treatment 2
Sample 9 6 h 1 μg/mL CYN, treatment 3
Sample 10 24 h 1 μg/mL CYN, treatment 1
Sample 11 24 h 1 μg/mL CYN, treatment 2
Sample 12 24 h 1 μg/mL CYN, treatment 3

Chip 2: HDF samples

File i.d.: 2100 expert_EukaryoteTotal RNA Nano_DE34903905_2005-07-21_11-34-40.xad

Sample 1 6 h vehicle control (MQW), treatment 1
Sample 2 6 h vehicle control (MQW), treatment 2
Sample 3 6 h vehicle control (MQW), treatment 3
Sample 4 24 h vehicle control (MQW), treatment 1
Sample 5 24 h vehicle control (MQW), treatment 2
Sample 6 24 h vehicle control (MQW), treatment 3
Sample 7 6 h 1 μg/mL CYN, treatment 1
Sample 8 6 h 1 μg/mL CYN, treatment 2
Sample 9 6 h 1 μg/mL CYN, treatment 3
Sample 10 24 h 1 μg/mL CYN, treatment 1
Sample 11 24 h 1 μg/mL CYN, treatment 2
Sample 12 24 h 1 μg/mL CYN, treatment 3
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**Electropherogram Summary**

**Overall Results for sample 1:**
- **RNA Area:** 525.4
- **RNA Concentration:** 245 ng/μl
- **RNA Integrity Number (IRN):** 19.0 (B.02.03)

**Fragment table for sample 1:**

<table>
<thead>
<tr>
<th>Name</th>
<th>Start Time [s]</th>
<th>End Time [s]</th>
<th>Area</th>
<th>% of total Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>186</td>
<td>39.86</td>
<td>41.31</td>
<td>133.4</td>
<td>25.4</td>
</tr>
<tr>
<td>288</td>
<td>45.00</td>
<td>48.34</td>
<td>269.2</td>
<td>51.2</td>
</tr>
</tbody>
</table>

**Overall Results for sample 2:**
- **RNA Area:** 465.6
- **RNA Concentration:** 217 ng/μl
- **RNA Integrity Number (IRN):** 19.0 (B.02.03)

**Fragment table for sample 2:**

<table>
<thead>
<tr>
<th>Name</th>
<th>Start Time [s]</th>
<th>End Time [s]</th>
<th>Area</th>
<th>% of total Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>186</td>
<td>39.89</td>
<td>41.23</td>
<td>123.4</td>
<td>26.5</td>
</tr>
<tr>
<td>285</td>
<td>45.00</td>
<td>48.13</td>
<td>245.7</td>
<td>52.8</td>
</tr>
</tbody>
</table>

**Overall Results for sample 3:**
- **RNA Area:** 486.5
- **RNA Concentration:** 228 ng/μl
- **RNA Integrity Number (IRN):** 19.0 (B.02.03)

**Fragment table for sample 3:**

<table>
<thead>
<tr>
<th>Name</th>
<th>Start Time [s]</th>
<th>End Time [s]</th>
<th>Area</th>
<th>% of total Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>186</td>
<td>39.90</td>
<td>41.23</td>
<td>125.4</td>
<td>25.6</td>
</tr>
<tr>
<td>285</td>
<td>44.41</td>
<td>48.27</td>
<td>261.6</td>
<td>53.4</td>
</tr>
</tbody>
</table>

**Overall Results for sample 4:**
- **RNA Area:** 498.1
- **RNA Concentration:** 232 ng/μl
- **RNA Integrity Number (IRN):** 19.0 (B.02.03)

**Fragment table for sample 4:**

<table>
<thead>
<tr>
<th>Name</th>
<th>Start Time [s]</th>
<th>End Time [s]</th>
<th>Area</th>
<th>% of total Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>186</td>
<td>39.81</td>
<td>40.99</td>
<td>128.7</td>
<td>26.0</td>
</tr>
<tr>
<td>285</td>
<td>45.05</td>
<td>48.02</td>
<td>244.2</td>
<td>49.0</td>
</tr>
</tbody>
</table>
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Electropherogram Summary Continued ...

Overall Results for sample 9:  
Sample 9

<table>
<thead>
<tr>
<th>Name</th>
<th>Start Time [s]</th>
<th>End Time [s]</th>
<th>Area</th>
<th>% of total Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>186</td>
<td>39.74</td>
<td>41.14</td>
<td>103.3</td>
<td>25.8</td>
</tr>
<tr>
<td>285</td>
<td>44.25</td>
<td>47.96</td>
<td>214.4</td>
<td>53.5</td>
</tr>
</tbody>
</table>

Overall Results for sample 10:  
Sample 10

<table>
<thead>
<tr>
<th>Name</th>
<th>Start Time [s]</th>
<th>End Time [s]</th>
<th>Area</th>
<th>% of total Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>186</td>
<td>39.66</td>
<td>40.96</td>
<td>90.9</td>
<td>27.1</td>
</tr>
<tr>
<td>285</td>
<td>44.05</td>
<td>47.74</td>
<td>173.9</td>
<td>51.8</td>
</tr>
</tbody>
</table>

Overall Results for sample 11:  
Sample 11

<table>
<thead>
<tr>
<th>Name</th>
<th>Start Time [s]</th>
<th>End Time [s]</th>
<th>Area</th>
<th>% of total Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>186</td>
<td>39.65</td>
<td>40.85</td>
<td>85.5</td>
<td>27.5</td>
</tr>
<tr>
<td>285</td>
<td>44.70</td>
<td>47.70</td>
<td>159.4</td>
<td>51.3</td>
</tr>
</tbody>
</table>

Overall Results for sample 12:  
Sample 12

<table>
<thead>
<tr>
<th>Name</th>
<th>Start Time [s]</th>
<th>End Time [s]</th>
<th>Area</th>
<th>% of total Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>186</td>
<td>39.61</td>
<td>40.91</td>
<td>96.6</td>
<td>27.2</td>
</tr>
<tr>
<td>285</td>
<td>44.75</td>
<td>47.79</td>
<td>191.4</td>
<td>53.8</td>
</tr>
</tbody>
</table>
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Electropherogram Summary

Overall Results for sample 1:
- Sample 1
  - RNA Area: 93.7
  - RNA Concentration: 44 ng/µl
  - RNA Integrity Ratio (28S/18S): 2.2
  - RNA Integrity Number (RIN): 19.0 (B.02.03)

Fragment table for sample 1:
- Name | Start Time [s] | End Time [s] | Area | % of total Area
- 18S | 39.51 | 41.23 | 20.4 | 21.8
- 28S | 44.61 | 48.38 | 45.4 | 48.4

Overall Results for sample 2:
- Sample 2
  - RNA Area: 71.3
  - RNA Concentration: 72 ng/µl
  - RNA Integrity Ratio (28S/18S): 2.1
  - RNA Integrity Number (RIN): 19.0 (B.02.03)

Fragment table for sample 2:
- Name | Start Time [s] | End Time [s] | Area | % of total Area
- 18S | 39.24 | 41.29 | 35.1 | 22.9
- 28S | 44.56 | 48.71 | 75.2 | 49.1

Overall Results for sample 3:
- Sample 3
  - RNA Area: 280.6
  - RNA Concentration: 95 ng/µl
  - RNA Integrity Ratio (28S/18S): 2.0
  - RNA Integrity Number (RIN): 19.0 (B.02.03)

Fragment table for sample 3:
- Name | Start Time [s] | End Time [s] | Area | % of total Area
- 18S | 39.95 | 41.21 | 48.2 | 24.3
- 28S | 45.39 | 48.11 | 99.2 | 49.2

Overall Results for sample 4:
- Sample 4
  - RNA Area: 165.7
  - RNA Concentration: 78 ng/µl
  - RNA Integrity Ratio (28S/18S): 2.3
  - RNA Integrity Number (RIN): 19.0 (B.02.03)

Fragment table for sample 4:
- Name | Start Time [s] | End Time [s] | Area | % of total Area
- 18S | 39.92 | 41.03 | 39.0 | 23.5
- 28S | 44.42 | 48.24 | 88.7 | 53.5

Appendix 3

Electropherogram Summary Continued...

**Overall Results for sample 5:**
- **Sample 5**
- RNA Area: 204.0
- RNA Concentration: 95 ng/µl
- RNA Ratio [28S / 18S]: 2.0
- RNA Integrity Number (RIN): 90.0 (8.62.02)

**Fragment table for sample 5:**

<table>
<thead>
<tr>
<th>Name</th>
<th>Start Time [s]</th>
<th>End Time [s]</th>
<th>Area</th>
<th>% of total Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>18S</td>
<td>39.02</td>
<td>41.08</td>
<td>49.0</td>
<td>24.0</td>
</tr>
<tr>
<td>28S</td>
<td>45.48</td>
<td>48.00</td>
<td>57.4</td>
<td>47.7</td>
</tr>
</tbody>
</table>

**Overall Results for sample 6:**
- **Sample 6**
- RNA Area: 180.1
- RNA Concentration: 85 ng/µl
- RNA Ratio [28S / 18S]: 2.1
- RNA Integrity Number (RIN): 90.0 (8.62.02)

**Fragment table for sample 6:**

<table>
<thead>
<tr>
<th>Name</th>
<th>Start Time [s]</th>
<th>End Time [s]</th>
<th>Area</th>
<th>% of total Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>18S</td>
<td>39.00</td>
<td>41.16</td>
<td>43.0</td>
<td>23.9</td>
</tr>
<tr>
<td>28S</td>
<td>45.39</td>
<td>48.11</td>
<td>88.6</td>
<td>49.2</td>
</tr>
</tbody>
</table>

**Overall Results for sample 7:**
- **Sample 7**
- RNA Area: 184.8
- RNA Concentration: 87 ng/µl
- RNA Ratio [28S / 18S]: 2.0
- RNA Integrity Number (RIN): 90.0 (8.62.02)

**Fragment table for sample 7:**

<table>
<thead>
<tr>
<th>Name</th>
<th>Start Time [s]</th>
<th>End Time [s]</th>
<th>Area</th>
<th>% of total Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>18S</td>
<td>39.03</td>
<td>41.33</td>
<td>46.1</td>
<td>25.0</td>
</tr>
<tr>
<td>28S</td>
<td>44.46</td>
<td>49.47</td>
<td>50.5</td>
<td>49.0</td>
</tr>
</tbody>
</table>

**Overall Results for sample 8:**
- **Sample 8**
- RNA Area: 140.8
- RNA Concentration: 64 ng/µl
- RNA Ratio [28S / 18S]: 2.1
- RNA Integrity Number (RIN): 90.0 (8.62.02)

**Fragment table for sample 8:**

<table>
<thead>
<tr>
<th>Name</th>
<th>Start Time [s]</th>
<th>End Time [s]</th>
<th>Area</th>
<th>% of total Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>18S</td>
<td>39.22</td>
<td>41.18</td>
<td>35.1</td>
<td>24.9</td>
</tr>
<tr>
<td>28S</td>
<td>44.45</td>
<td>47.99</td>
<td>72.7</td>
<td>51.6</td>
</tr>
</tbody>
</table>
Appendix 3

Electropherogram Summary Continued ...

Overall Results for sample 9 :  

Sample 9

- RNA Area: 158.2
- RNA Concentration: 75 ng/ul
- rRNA Ratio (28s / 18s): 2.2
- RNA Integrity Number (RIN): 9.0 (B.02.03)

Fragment table for sample 9:

<table>
<thead>
<tr>
<th>Name</th>
<th>Start Time [s]</th>
<th>End Time [s]</th>
<th>Area % of total Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>186</td>
<td>39.85</td>
<td>41.08</td>
<td>38.2  24.1</td>
</tr>
<tr>
<td>285</td>
<td>45.05</td>
<td>48.09</td>
<td>82.0  52.3</td>
</tr>
</tbody>
</table>

Overall Results for sample 10 :  

Sample 10

- RNA Area: 112.3
- RNA Concentration: 53 ng/ul
- rRNA Ratio (28s / 18s): 2.0
- RNA Integrity Number (RIN): 9.0 (B.02.03)

Fragment table for sample 10:

<table>
<thead>
<tr>
<th>Name</th>
<th>Start Time [s]</th>
<th>End Time [s]</th>
<th>Area % of total Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>186</td>
<td>38.50</td>
<td>41.18</td>
<td>25.6  22.8</td>
</tr>
<tr>
<td>285</td>
<td>44.41</td>
<td>48.13</td>
<td>50.5  45.0</td>
</tr>
</tbody>
</table>

Overall Results for sample 11 :  

Sample 11

- RNA Area: 115.2
- RNA Concentration: 55 ng/ul
- rRNA Ratio (28s / 18s): 1.8
- RNA Integrity Number (RIN): 10.0 (B.02.03)

Fragment table for sample 11:

<table>
<thead>
<tr>
<th>Name</th>
<th>Start Time [s]</th>
<th>End Time [s]</th>
<th>Area % of total Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>186</td>
<td>39.02</td>
<td>41.13</td>
<td>27.9  24.0</td>
</tr>
<tr>
<td>285</td>
<td>44.36</td>
<td>48.14</td>
<td>51.7  44.5</td>
</tr>
</tbody>
</table>

Overall Results for sample 12 :  

Sample 12

- RNA Area: 102.8
- RNA Concentration: 48 ng/ul
- rRNA Ratio (28s / 18s): 2.0
- RNA Integrity Number (RIN): 10.0 (B.02.03)

Fragment table for sample 12:

<table>
<thead>
<tr>
<th>Name</th>
<th>Start Time [s]</th>
<th>End Time [s]</th>
<th>Area % of total Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>186</td>
<td>39.23</td>
<td>41.14</td>
<td>22.6  22.0</td>
</tr>
<tr>
<td>285</td>
<td>44.36</td>
<td>48.08</td>
<td>45.5  44.3</td>
</tr>
</tbody>
</table>
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