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ABSTRACT

Temporal and spatial changes in nearshore bathymetry result from sediment trans-

port interactions with the hydrodynamic processes and provide a highly variable

and rapidly changing environment. Rip currents are one example of a morphody-

namic system presenting a significant hazard to swimmers unfamiliar with their

behaviour. Rip currents pose a particular threat as they can develop suddenly and

quickly transport water offshore.

The widely accepted beach state model of Wright & Short (1984) uses param-

eters which are functions of breaking wave height, wave period and sediment

(Dean 1973, Gourlay 1968, Guza & Inman 1975) to classify the beach environment

into distinct morphological states. These states range from reflective through inter-

mediate to dissipative.

Breaking wave type is influenced by the bathymetry as the wave approaches

breaking point within the surf-zone and can be classified by the the Iribarren num-

ber or surf-similarity parameter (Battjes 1974). Intermediate beach states can be

more difficult to assess with these parameters and may even consist of a combina-

tion of outer dissipative and inner locally reflective zones.

The aim of this study is to capture data relating to near shore spatial and tem-

poral bathymetry variations common to high-energy beaches as found in the study

area. An analysis of images derived from video and a numerical model is em-

ployed to determine the contributions of factors responsible for observed morpho-



ii

logical changes. Near-shore wave transformation, hydrodynamics and morpholog-

ical modeling is used to simulate and support observed transitions between two

well-defined and commonly occurring intermediate beach states. The model re-

sults support the hypotheses relating the behaviour of beach state transitions to

specific environmental forcing. This outcome supports ongoing research which

aims to predict hazardous beach conditions.
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1. INTRODUCTION

The complexity of the nearshore zone, particularly the highly dynamic surf zone,

presents a natural hazard to beach users. Temporal and spatial changes in near-

shore bathymetry result from sediment transport interactions with the hydrody-

namic processes and provide a highly variable and rapidly changing environment.

Rip currents are one example of a morphodynamic system presenting a significant

hazard to swimmers unfamiliar with their behaviour. Rip currents pose a particular

threat as they can develop suddenly and quickly transport water offshore.

A fact sheet produced by the World Health Organization (WHO 2003) lists

drowning as the second leading cause of unintentional injury death after road traf-

fic injuries. Tourists were noted to be at unacceptably high risk of drowning. A

study of drownings in Australia (Mackie 1999) presents a figure of 32% of non-

boating related drownings occurring at the surf and ocean with 18% comprising

overseas tourists.

Of the 88 tourists from 12 countries drowned in Australia during 1992-1997,

89% drowned in the ocean. 61% are noted as drowning at surfing beaches or else-

where in the ocean. The 2006 National Surf Safety Report from Surf Life Saving

Australia (SLSA) shows that 62 people drowned around the Australian coast in

2005-06, five more than the previous year. In Queensland, nine people drowned,

three of these were on Gold Coast beaches. This was a 31% decrease from the previ-

ous season’s total of 13. Rips were identified as a major factor in this, being directly

responsible for 10 of the national drowning deaths and playing a role in over 90% of

surf rescues on Australian beaches. The report states that of the 98% of Australians

who intend to visit the beach this summer, more than 70% do not know how to
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recognise a rip current by looking at the water (Surf Life Saving Australia 2006).

Short (2000) ranked Northcliffe, Southport, Surfers Paradise and the Gold Coast

Spit as among the most hazardous beaches in Queensland. Surfers Paradise, the

hub of national and international tourism on the Gold Coast and one of the most

popular beaches in Australia was rated a 6-7 on a scale of 1 to 10, 1 being the safest

and 10 the most hazardous.

The management of beaches and provision of safety for beach users can be ad-

vanced from a static assessment of hazard by incorporating short-term changes

based on prevailing and forecast environmental conditions. Long-term monitoring

of physical coastal processes provides the basis for the development of predictive

models of our coastal environment. A continuous data collection program can also

provide real-time information to authorities charged with the duty of care of coastal

users and management of coastal infrastructure.

Economic impacts resulting from decreased tourism and threats to infrastruc-

ture associated with episodic erosion ensure that coastal management remains a

high priority for Gold Coast City Council (GCCC). As a result of the cumulative

impacts from 5 successive cyclones encountered in 1967, the foreshore disappeared

resulting in an economic depression which lasted 3 years (Smith 1994).

Safety considerations were included in the design of the Narrowneck reef as

part of the Northern Gold Coast Beach Protection Strategy (NGCBPS). The strat-

egy aimed to decrease the magnitude of economic loss following storm events by

increasing the volume of sand within the storm buffer seaward of the ocean front

boulder wall (Boak, McGrath & Jackson 2000).

The NGCBPS objectives were:

1. To widen the beach and dunes along the Surfers Paradise Esplanade so as to:

a) Increase the volume of sand within the storm buffer

b) Provide additional public open space; and
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2. To improve the surf quality at Narrowneck by the construction of a sub-

merged reef to stabilise the nourished beaches (Jackson & McGrath 1993).

1.1 Contribution to knowledge

Research interests in the coastal zone recognise the important role of rip currents

in sediment transport. Brander (1999) provides a brief review of studies into rip

current interactions with morphology and suggests that further research examining

the hydrodynamic processes driving morphological adjustments is necessary.

The impacts of morphological change in the near shore on beach safety may

be improved by a better understanding of the near shore dynamics and resulting

sediment transport. Insight into the effect of hydrodynamics on morphology may

be gained by monitoring beach state and numerical modelling of physical processes

in the near shore zone.

Specifically, numerical sediment transport modelling and long-term video mon-

itoring can be utilised for the investigation of:

• the mechanisms underlying beach state transitions and changes in near-shore

morphology,

• the formation of intertidal features and their possible relationship to the de-

velopment of rip currents and crescentic bars in the surf zone,

• the dependance on antecedent morphology of beach state responses to envi-

ronmental forcing.

The identification of the potential for rip current formation and other hazardous

situations will assist authorities to manage resources related to public safety. An

additional outcome is enhanced information on short term variability of the near

shore which could be useful for beach management and erosion control.

Whilst analysis, observation and monitoring are performed as part of a coastal

project’s preliminary impact assessment, these are rarely continued after the pro-
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posed project is completed or are conducted only briefly. Analysis of shoreline

changes, extraction of inter-tidal morphology and observations of wave break-

ing frequency at the Narrowneck reef site have already demonstrated the impor-

tance of establishing and maintaining long term data collection programs (Turner

et al. 2001).

The incorporation of detailed time series of environmental conditions in a high

resolution physical process model and the analysis of remote observations will en-

able a conceptual model of beach state response to be validated. The simulation

of transition scenarios in the morphological model will be used to identify factors

contributing to the beach state transitions.



2. AIMS

It is hypothesized that surf zone morphological development is dependant on the

preceding beach state, rate of change of wave height, the duration and direction of

a particular swell event, wind strength and direction and other inter-related vari-

ables. There are inherent difficulties in collecting suitable data for adequate val-

idation of spatial and temporal bathymetric models of beach evolution. Because

of this, relatively few studies perform empirical validation of nearshore morpho-

logical models (Sutherland, Peet & Soulsby 2004). Most model validation studies

have focussed on hydrodynamics, rather than bar morphology (Grunnet, Walstra

& Ruessink 2004).

This study aims to address the validity of morphological modelling of beach

state transitions by comparing the evolution from a numerical model with data ob-

served using remote imaging.

The process based numerical model of the Narrowneck beach region located on

the Northern Gold Coast will be developed with the Delft3D WAVE, FLOW and

MOR modules. Delft3D is provided under license from DELFT Hydraulics Labo-

ratory in The Netherlands. The model will be calibrated with bathymetric, velocity

and sand transport data obtained by GCCC during the design stage of the Narrow-

neck artificial reef, implemented as part of the NGCBPS. The model will be tested

for it’s capability to incorporate parameterised wave fields, antecedent morphol-

ogy and sediment transport characteristics and reproduce observed morphological

changes.
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Recent advances in video image analysis enable cost-effective, long-term data

collection of near-shore hydrodynamic processes. This allows for the investigation

of changes in near-shore morphology over longer time periods than is possible with

conventional data collection methods. The results obtained from the video moni-

toring will be correlated against the model results to investigate the parameters

most influential in the predictive capability of the modeling approach.

This study ultimately aims to establish a predictive capability for beach state

transitions. This is to be achieved through the development of a conceptual beach

state transition model supported by analysis of field observations and results from

the process-based modelling. The outcomes of this research will contribute to the

development of a predictive assessment tool for beach conditions that quantifies

the spatial and temporal near-shore morphodynamic changes based on antecedent

surf-zone characteristics and forecast environmental parameters.



3. REVIEW OF LITERATURE

3.1 Overview

Following a period of consultation including a workshop held at Coasts and Ports

2001 the Australian National Committee for Coastal and Ocean Engineering has

established the following priority goals:

• Improved management of the coastal zone through understanding of the

coastal environment.

• Developing strategies for hazards and risk in the coastal zone.

• Establishment of a national coastal and near-ocean data program integrat-

ing advanced technologies such as satellite, airborne and shore-based remote

sensing (Institution of Engineers Australia 2000).

A USA report (Thornton et al. 2000) arising from a workshop on the state of Nearshore

Processes Research identified the priority issues of:

• Fluid and sediment processes in the swash zone.

• Breaking waves, bottom boundary layers and associated turbulence.

• Wave and breaking-wave induced currents.

• Near-shore sediment transport.

• Morphology.
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It was generally agreed that a suitable research strategy should combine numerical

models of nearshore processes with observations from field experiments. The ulti-

mate goal being to further the understanding of near-shore processes well enough

to enable the development of a realistic coupled waves-currents-morphologic evo-

lution model.

To this end, the following recommendations were suggested:

• Field observations and numerical modeling efforts should be better integrated.

• Further development of model components and the inclusion of absent pro-

cesses (e.g. swash zone processes) will improve morphology predictions.

• Continued development of measurement technologies can be used for model

testing and data assimilation techniques can improve real-time predictive ca-

pabilities for near-shore circulation and morphology. Forecasts from models

can then be used to guide further field experiments.

• Long term wave and morphology monitoring programs are invaluable for

the identification of processes important to large scale coastal behavior.

The remainder of this chapter presents a review of the literature pertaining to

the physical processes influencing the morphology of coastal areas. A description

of the Wright & Short (1984) method for classifying of the range of beach mor-

phologies is followed by a discussion of relevant research into the measurement

and monitoring of waves and rip currents, the nature of surf zone bar structures,

sediment transport modelling and progress in the use of video imaging techniques

for coastal process research.

3.2 Beach states

The widely accepted (empirical) beach state model of Wright & Short (1984) classi-

fies the highly variable beach environment into a series of sequential and distinct
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morphological states. These states range from a reflective through intermediate to

dissipative and can be parameterised by using the wave and sediment characteris-

tics.

Fig. 3.1: Wright & Short (1984) Bar Type Classification Scheme
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The dimensionless fall velocity, Ω, is a function of wave height, period and sed-

iment.

Ω =
Hb

ωsT
(3.1)

where Hb is breaker height and T is wave period (Dean 1973). ωs is the dimension-

less fall velocity of sediment (Gourlay 1968) and is given by:

ωs = 273D50
1.1 (3.2)

where D50 is the median grain size of sediment (mm). . A value of Ω < 1 indicates

that the beach state will either already be or tend towards the reflective, incident

wave dominated state.

The range 1 > Ω < 6 represents the intermediate states most commonly found

at Narrowneck, while Ω > 6 indicates a dissipative beach state dominated by infra-

gravity wave motions.

Occurrence of the various states were also found by Wright, Chappell, Thom,

Bradshaw & Cowell (1979) and Wright & Short (1983) to depend on beach slope and

wave parameters. The widely used surf-scaling parameter, ε (Guza & Inman 1975)

relates the beach characteristics of breaker height, wave period and beach slope.

ε =
2π2Hb

gT 2S2
(3.3)

where T is wave period, Hb is breaker height and S is beach slope. The type

of breaking wave is largely determined by the transition of bathymetry as the

wave propagates into the surf zone (Peregrine 1983, Battjes 1988, Sayce, Black &

Gorman 1999). The Iribarren number, ξb, or surf-similarity number (Battjes 1974)

is used to relate beach slope with wave steepness, H/L∞, and describes breaking
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conditions.

Inshore, ξb = S
(Hb/L∞)1/2

Deep water, ξ∞ = S

(H∞/L∞)
1
2

where L∞ = deep water wavelength and H∞ = deep water wave height.

Breaker classification ranges using the Iribarren number for deep water and near-

shore were found to be:

Spilling, ξ∞ < 0.5, ξb < 0.4

Plunging, 0.5 < ξ∞ < 3.3, 0.4 < ξb < 2.0

Surging, ξ∞ > 3.3, ξb > 2.0

For the two Wright & Short extremes, dissipative and reflective:

dissipative occurs when, 30 < ε < 100 or ξb = 0.2− 0.3

and reflective when, ε < 1 or ξb > 2.

Intermediate states are difficult to assess with these parameters and often con-

sist of a range of breaker types as waves traverse the outer and inner bars. There

also may be combinations of outer dissipative regions with inner locally reflective

zones at any given time.

A fine grained beach with a high energy wave climate will generally be domi-

nated by states a through c (dissipative) while a coarse grained ocean beach or lake

will cycle through d, e and f depending on wave conditions.

There is commonly less profile variation observed in dissipative and reflective

beaches and greatest in intermediate beaches which are highly 3-dimensional. Con-

sequently many previous studies are concerned with less complex planar beach or

linear bar configurations.



18 3. Review of Literature

Fig. 3.2: Wright & Short (1984) (left) and Lippman & Holman (1990) (right) Bar Type Clas-
sification Scheme

Lippmann & Holman (1990) through the use of video imaging extended the

Wright and Short model further characterizing the intermediate states of long-shore

bar-trough (LBT), rhythmic bar and beach (RBB), transverse bar and rip (TBR),

ridge-runnel or low tide terrace (LTT). They extended the LBT to include the pres-

ence of long-shore variability, indicating curvilinearity and the TBR to include rhyth-

mic or non-rhythmic attached bars.

Ranasinghe, Symonds, Black & Holman (2004) identifies three areas of beach

state dynamics that are in need of further research, these are: a) an objective means

to classify beach states, b) increased understanding of the environmental condi-
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tions leading to (and presumably responsible for, and including antecedent state)

an incidence of a particular beach state, and c) further understanding of the mor-

phodynamic processes occurring during transitions. Their approach to a) was to

examine the longshore variation in pixel intensity obtained from Timex video im-

ages of Palm Beach, NSW and compare resulting classifications of beach state with

those obtained visually from an independent panel of 10 experts.

3.3 Rip currents

Rips are offshore directed currents mainly composed of feeder channels (shoreward

of the breaker zone, or longshore bars), a rip neck (narrow channel where velocities

are at a maximum) and the rip head (offshore diverging flow). Maximum velocities

have been measured in the rip - neck region and feeder - rip neck convergence zone

where the rip channel is deepest and the flow turns obliquely offshore (Brander &

Short 2000).

Rip currents tend to occur during intermediate beach states and dominate near-

shore circulation under low wave energy conditions (Brander 1997). The risk posed

by rips to swimmers is enhanced by the low wave height conditions and crescentic

bar morphology usually encountered during accretionary sequences. Investigation

into rip currents (Brander 1999) provides additional quantification of the Wright &

Short (1984) model of intermediate beach state evolution.

3.3.1 Observations of rip current and channel dynamics

Early observations of rips (Shepard, Emery & LeFond 1941, Shepard & Inman 1950)

described three main characteristics: 1) driven by longshore variations in wave

height, 2) fluctuate periodically in time and are often periodically spaced along-

shore, 3) strength increases with wave height. Observations have also noted an

increase in rip current magnitude at low tide (e.g. Shepard et al. 1941, Brander

& Short 2000, MacMahan, Thornton, Stanton & Reniers 2005). The observed in-
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crease in rip current velocity with wave height and with the occurence of low

tide have been confirmed with laboratory studies (Haller, Dalrymple & Svendsen

2002, Drønen, Karunarathna, Fredsøe, Mutlu-Sumer & Deigaard 2002). An in-

crease in wave height in the rip channel due to the wave-current interaction was

also detected in the laboratory study by Haller (2002). Measurement of along-

shore pressure gradients in the field have been attempted but have not provided

clear results (Sonu 1972, Nielsen, Brander & Hughes 2001, MacMahan, Thornton

& Reniers 2006). MacMahan (2006) describes three types of measurements that are

considered requirements for rip current experiments. These are: 1) comprehensive

velocity measurements within the rip channel and neighbouring shoals, 2) accurate

bathymetry and 3) offshore directional wave measurements.

Short (2006) notes that regular rip spacing on sandy barred surf beaches is

related to wave period and edge wavelength citing examples of short rip spac-

ing on microtidal northern Australian beaches exposed to low wave periods and

those of higher wave height and longer period southern Australian beaches where

rip spacing is significantly larger. The moderate to high energy, micro-tidal, fine

grained beaches of the East Australian coast are characterised by mean rip spacing

of around 250m and respond to changes in prevailing wave conditions.

It is generally agreed that oblique wave incidence dampens rip current gener-

ation but for small angles of oblique wave incidence longshore migration of rip

currents may occur. A transient type of rip is one that occurs in different locations

as opposed to a topographic rip controlled by the underlying bathymetry or topo-

graphic features such as headlands or groynes. It has been suggested that these

transient rips are produced by shear wave instabilities which produce a jet like

current or vortices which propagate offshore (Johnson & Pattiaratchi 2003).

3.3.2 Rip current pulsing and tidal modulation

The effects of tidal modulation on surf zone hydrodynamics and influence on sed-

iment transport are yet to receive much attention. Some exceptions are observa-
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tions of tidal asymmetry in sediment suspension (Davidson, Russel, Huntley &

Hardisty 1993, Masselink & Pattiaratchi 2000).

Thornton & Kim (1993) investigated longshore current variations at tidal fre-

quencies and suggest that breaking wave heights are tidally modulated. Thus radi-

ation stress, being a function of the wave height, induces longshore current forcing

at tidal frequencies within the surf zone.

The horizontal and vertical movement of the shoaling zone, surf zone and swash

zone, throughout the tidal cycle, has been investigated for the relative effects of

each on the intertidal beach profile. Masselink & Short (1993) found that swash

and surf zone processes contribute less as the relative tide range and contribution

of shoaling processes increase. Field experiments have demonstrated that the in-

creased tide range during spring tides retards bar-trough topography more than the

smaller range during neap tides (Wright, Nielsen, Shi & List 1986, Wright, Short,

Boon, Kimball & List 1987).

Oscillations in longshore velocities in the rip feeder channels and rip-pulsing

are often observed at lower frequencies (such as at wave group temporal scales,

e.g. Shepard & Inman (1950) and Brander & Short (2001)) and have been linked to

the effects of shear waves and infragravity phenomena. Hydrodynamic instability

associated with shallow water jets may account for the low frequency oscillations of

small vortices observed in wave basin experiments (Haller, Dalrymple & Svendsen

1997, Fowler & Dalrymple 1991).

The Superduck experiment of 1986 discovered significant energy levels in the

so-called far-infragravity band (Holman 1995). Observations have revealed that

instabilities occuring in the long shore current can be identified with periods of

the order of 100 to 1000 seconds (e.g. Bowen & Holman 1989, Howd, Oltman-Shay

& Holman 1991, Lippmann, Herbers & Thornton 1999). These instabilities known

as shear waves have little or no accompanying sea surface (gravity wave) signal.

Shear wave energy is greater on barred beaches and can account for up to 26%

of the wave variance at the trough of an inner bar system (Holman 1995, Howd
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et al. 1991).

3.3.3 Rip current morphodynamics

Brander (1999) conducted field measurements of a low energy rip current system

at Palm beach, NSW to examine the morphodynamic evolution during an accre-

tionary or decreasing wave energy period.

A modified version of the Wright and Short model is presented, specific to

the location and decreasing energy period of the field study. The beach state is

observed to progress from the classic LBT to a somewhat subdued form of non-

periodic RBB, then to TBR and finally LTT. Specific emphasis is centered on the

dynamics of the rip system featuring in all intermediate states. In-situ evidence is

provided supporting the observation that as the TBR morphology evolves the rip

current magnitude reaches a maximum.

Despite the common view of TBR transitions occuring in reponse to periods of

low waves following a ’reset’ LBT event, observations and modelling have shown

the opposite transition can occur at Narrowneck during an increase in wave energy

and a change from oblique to shore-normal wave incidence (Strauss, Browne, Tom-

linson & Hughes 2006). An important distinction from the Palm Beach, NSW case

is the presence of a prevailing longshore current usually existant at Narrowneck.

The longshore gradient in wave set-up and set-down (Bowen, Inman & Simmons

1968, Dalrymple 1975) is one mechanism which has been proposed for the gener-

ation of rip currents. The evolution of longshore variations in bar morphology,

particularly the presence of rhythmic bars, has been linked to the non-linear in-

teractions of hydrodynamics and morphology (e.g. Caballeria, Coco, Falques &

Huntley 2002). In these cases non-linear interactions would also be considered to

be associated with the formation of rip currents.

A further suggestion is that the formation of nearshore rip currents is linked to

irregularites in the swash zone during the initial stages of beach accretion. Currents

in the inner surf zone are deflected by the irregular motions of the swash zone.
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Fig. 3.3: A six stage conceptual model of sequential rip current evolution under decreasing
energy conditions

Mini rip currents have been observed to form opposite beach cusps or ridges in the

swash zone (Walsh & Tomlinson 1999).

Observations and studies have related surf zone width to rip spacing; as wave

height and surf zone width increases so does the rip spacing (e.g. Brander & Short

2000, Huntley & Short 1992). Brander & Short (2000) further suggests that there is

a scaled relationship between the behaviour of intermediate beach rip systems for

high and low energy beaches but states that a physical explanation for the mech-

anisms is lacking. Field studies on high energy intermediate beaches are rare and

would assist further research in this area.

From an extensive set of observations of Australian beach systems (Short 2006)
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noted that non-topographically controlled rips tended to have a regular spacing

related to wave height. In contrast, a recent study by Turner, Whyte, Ruessink &

Ranasinghe (2007) based on three years of observations at Surfers Paradise found

that there was a high standard deviation of 98m (or 47% of the mean rip spacing)

along this coast. The results of a study using two years of Argus video from the

embayed beach of Palm Beach, NSW, revealed that the probability of rip channels

developing after storms was 78%, with a mean longshore spacing of 193m and

a standard deviation of 52m (Ranasinghe, Symonds, Black & Holman 2000). In

contrast to studies at Narrabeen(Short 1985), rip locations at Palm beach did not

have preferred locations.

The spacing of rips at Palm Beach more closely followed Reniers, Thornton,

Stanton & Roelvink (2004) and Damgaard et al (2002) than the earlier work of

Bowen et al. (1968) and Dalrymple (1975). They observed rips migrating under

oblique wave approach at 2-20 m/day. Models were used to investigate the varia-

tion of rip magnitude with water depth over an idealised topography, supporting

observations that rip strength was maximised at low tide. A model including edge

waves at the same frequency as the wave groups and modulating the water level

rather than wave height produced rip spacing consistent with that observed from

video image analysis (Symonds, Holman & Bruno 1998).

Numerical models have been used to investigate rip magnitude, spacing, tem-

poral and spatial persistence response to environmental forces such as water depth,

wave direction and wave height (Komar 1998). Rip strength correlated well with

wave height and water level, rip spacing did not respond to changes in wave height

once established, however migration did occur under the influence of obliquely in-

cident waves (Ranasinghe et al. 2000). The results support observations (Symonds

et al. 1998) both from conventional data collection and video image analysis.
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3.4 Rhythmic beach morphology

The features that develop on beaches such as cusps, rips and surf zone bars are

often observed to repeat with a quasi-periodic longshore wavelength (Masselink

2004). There are two theories that currently have support for the emergence of

rhythmic beach morphologies. The first of these is based upon the action of spatial

variation of wave groups causing hydrodynamic forcing which results in rhythmic

evolution of morhpology. An alternative explanation treats the rips or cusps as a

self-organising feature which is a result of the interaction between nearshore hydro-

dynamics and the morphology (e.g. Werner & Fink 1993, Calvete, Dodd, Falqus &

van Leeuwen 2005, Caballeria et al. 2002) Each of these theories will be discussed

in separate sections to follow. The next section describes the low frequency phe-

nomenon known as surfbeat.

3.4.1 Bound long waves / surfbeat

The existence of low frequency waves (period > 20 seconds) were first observed in

the surf zone by Munk (1949) and Tucker (1950) and is commonly termed surfbeat.

Studies have demonstrated that water motions associated with infra-gravity energy

can be important to sediment suspension in the surf zone. The generally accepted

theory is that the short wave stirring suspends the sediment which is transported

by the infragravity motions and longshore currents.

Surfbeat results from the combination of free and bound infragravity motions

generated by narrow-banded swell. Wave periods normally associated with these

subharmonic motions are in excess of 20 seconds up to minutes. As the highest

waves travel with the long wave troughs, the highest orbital motions and maxi-

mum suspension coincide with the offshore motion of the infragravity trough.

As the wave groups approach shore the amplitude of the bound waves in-

creases and as the incident waves break the bound waves are released, reflecting

and then propagating offshore. For small angles of incidence the low frequency
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Fig. 3.4: Bound Long Wave (Reniers et al. 1995)

waves released from the incoming wave groups are reflected and may escape (or

leak) from the nearshore as free waves (Fredsoe & Diegaard 1992).

Observations by Elgar, Herbers & Guza (1994) found the ratio of seaward di-

rected infragravity energy to shoreward propagating energy increased with in-

creasing wave energy. In contrast, reflected energy in the sea-swell range decreased

with increasing wave energy. The reflected infragravity energy was noted to dissi-

pate rapidly offshore under high wave energy conditions.

Fig. 3.5: Reflected Long Wave (Komar 1998)
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3.5 Edge waves and rip spacing

While Bowen (1969) examined the role of edge waves in the generation of rip cur-

rents, spatial and temporal variations of rip currents are still not well understood.

Bound long waves travelling with obliquely incident waves may become coastally

trapped due to increased refraction upon their release in the surf zone and reflec-

tion from the shoreline. This follows from the free wave dispersion relation (e.g.

Herbers & Guza (1995)) such that the longer period waves experience greater re-

fraction than the short period incident wave groups. For a typical beach slope this

may result in edge waves propagating alongshore. This has been an active area of

research due to the likelihood that edge waves interacting with near-shore currents

play a role in the development of rips and bar morphology.

Bowen & Inman (1971) investigated the link between edge waves and crescentic

bars noting that the longshore wavelengths of the bars were half that of the edge

waves. Beach cusps are another feature commonly found on pocket beaches with

small tidal ranges and low incident wave heights conducive to infragravity wave

motions near-shore.

Fig. 3.6: Modelled Edge wave surface elevation (van Dongeren & Svendsen 2000).
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Beach cusp formation has also been simulated with a self-organisation approach

that did not incorporate edge wave motions (Werner & Fink 1993, Coco, Huntley

& O’Hare 2000). The difficulty of obtaining field data corresponding to cusp for-

mation has meant that evidence supporting either mechanism is still not conclu-

sive, however a study by Masselink (2004) collected hydrodynamic data that was

inconsistent with zero-mode edge wave forcing. Masselink (2004) also reviews sev-

eral other recent studies which seem to support the self-organisation approach for

beach cusps. The self organisation approach for the development of rhythmic bar

morphology is reviewed in a later section.

Edge waves are described by the edge wave dispersion relation (Ursell 1952)

Le =
gTe

2π
sin[(2n+ 1)β] (3.4)

where Le is the edge wave-length, Te is the edge wave period, β is the slope (in

radians) , n is the mode of the wave and g is gravitational acceleration. Motions

associated with mode 0 are known as subharmonic edge waves and these often

have a higher amount of energy than the primary edge waves.

A beach bounded by structures or headlands such as a pocket beach will confine

the edge wave-lengths according to:

Le =
2Λ
n

(3.5)

where Λ is the length of the beach.

Observations of swash motions have revealed the dominant period of the en-

ergy to be within the infra-gravity range (> 20 seconds) particularly for dissipa-

tive beaches (Guza & Thornton 1982). Other measurements from a cross-section of

the surf-zone such as one study by Wright & Short (1983) reveal that the energy

contained with the infra-gravity range decreases with respect to the incident wave

energy with increasing water depth. Thus for a dissipative beach the incident wave

energy dominates outside the surf zone whilst the dissipation in height and energy
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due to continued breaking of incident waves across the surf zone entails that the

low frequency wave motions dominate in the near-shore and swash zones.

Using the Irribarren number to represent the range of beach states from dissi-

pative to reflective, the ratio of swash wave period to incident wave period demon-

strates the tendency for infragravity wave periods to dominate on dissipative beaches

while incident wave periods dominate swash motions towards the reflective beach

state.

Fig. 3.7: Ratio of swash periodicity. As the beach becomes more dissipative (reduced Irib-
arren number) the ratio increases Komar (1998)

Another interesting observation for dissipative beaches was that of Guza &

Thornton (1982) that the horizontal excursion lengths for swash motions at infra-

gravity frequencies increased with increasing offshore incident wave heights while

the swash excursion lengths for motions at incident frequencies were nearly con-

stant. The suggestion was that the increase in surf zone width with wave height

entailed that the wave bores had little effect on swash excursion, a consequence
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of the depth-limited height of bores in a fully saturated inner surf-zone which is

typical of dissipative beaches.

Fig. 3.8: Horizontal run-up comoponent for a dissipateive beach, spectrally separated to
incident (less than 20 secs) and infragravity (greater than 20 secs) (Komar 1998)

3.5.1 Standing edge waves

Edge waves increase in amplitude shoreward as the incident wave amplitudes de-

crease due to dissipation of energy by wave breaking (Holman 1983). As such edge

wave motions are considered important in the transport of suspended sediment in

the nearshore. Holman & Bowen (1982) have observed morphological features of

a similar order as the spatial scales of these low frequency waves. Early investi-

gation speculated that edge waves have effects on beach morphology, specifically

a role in the generation of offshore crescentic bars and formation of beach cusps

(Holman 1983). An alternative theory for beach cusp formation by Werner & Fink

(1993) is that of a self-organisation model of flow-morphology feedback in which a

depression on an otherwise plain beach face is amplified and the resulting swash

circulation enhances erosion and deposition of adjacent areas. This theory has been
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supported in a recent study by Masselink, Russell, Coco & Huntley (2004) during

which beach cusps were formed in the absence of standing edge waves.

Fig. 3.9: The alongshore progression of a mode 0 edge wave. The amplitude is at a maxi-
mum alongshore and decreases exponentially offshore (Holman 1983)
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Edge wave interactions with incident waves in the near-shore may also produce

long-shore variations in wave height assisting the development of rip current cir-

culations once initiated. Edge waves, trapped at the shoreline by refraction can be

best observed on the beach due to run-up and run-down where the incident wave

energy amplitudes are lowest. Spectral analysis of currents within the surf zone

can be employed to separate incident wave energy from long period infragravity

wave energy. Sand resuspension and transport in the swash zone and inner surf-

zone were noted to be dominant at infragravity frequencies by Osborne & Rooker

(1999) for a high energy, dissipative New Zealand beach using this method.

Fig. 3.10: Mode 3 edge wave pattern displaying complex cross-shore water-level variations
(Komar 1998)

Higher mode edge waves can also lead to water level variations in the cross-

shore in addition to alongshore variations and in the presence of headlands such as

in the case of a pocket beach, progressive edge wave interaction may cause stand-

ing edge waves to occur. Bowen & Inman (1969) examined the role of standing

edge waves in the generation of rip currents in a flume. There has been significant

interest in the potential development of rhythmic bar morphologies being linked

to edge wave motions.

A morphological modelling study using a research version of Delft3D was able

to generate a barred beach intersected by rip channels from an initially plane slop-

ing beach due to a spatial variation in normally incident wave forcing. In this
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Fig. 3.11: Standing edge wave pattern displaying nodes and antinodes alongshore (Komar
1998)

case the model domain was laterally bounded to allow reflection as in the case

of a pocket beach. The study did not consider the case of obliquely incident swell

but supported the development of rips under normally incident swells (Reniers

et al. 1995).

Long period oscillations and pulsing of rip currents have been observed in the

field (e.g. Shepard & Inman 1950, Sonu 1972, Brander & Short 2000). It has been

suggested that alongshore variations in wave height generating additional cross-

shore varaiations in set-up and set-down may contribute to rip current variability.

Incident wave interaction from opposing directions have been observed to gen-

erate alongshore variations in wave height (Dalrymple 1975) and standing edge

waves resulting from normally incident waves can produce a stationary alongshore

wave height variation (Bowen & Inman 1971). An analysis of the length scales of

these alongshore wave height variations showed shorter length scales than that of

rip current spacing. Symonds & Ranasinghe (2000) were able to demonstrate that

stationary alongshore wave height variations arising from subharmonic standing

edge waves of normally incident surf beat created much longer wavelengths.

Reniers, Roelvink & Van Dongeren (2000) showed that infragravity waves de-

rived from broad-banded wave spectrum combined with sea and swell could create
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bar morphology with holes from an initially planar beach which then lead to the

development of rip currents.

Further studies of infra-gravity energy such as edge waves and shear waves

continue to provide insight into their interactions with near-shore morphology, in-

cluding near-shore currents and rip formation associated with patterns of sediment

transport.

3.6 Self-organising nearshore bar behaviour

Another explanation for the development of regular spacing of rips or nearshore

bars is the self-organisation mechanism that considers the evolution of morphology

in response to small initial pertubations of an equilibrium state (e.g. Kennedy 1963,

Barcilon & Lau 1973, Hino 1974, Werner & Fink 1993, Deigaard, Drønen, Fredsøe,

Jensen & Jørgensen 1999).

The stability approach assumes that there is a straight and uniform morphology

which is in equilibrium at the start of the modelling and that there are no bed slope

effects. The sediment transport is assumed to be parallel to the direction of the

depth integrated current. Thus for a uniform longshore current there are no sedi-

ment transport gradients. The addition of small perturbations to the morphology

around the bar crest induces a local response in the hydrodynamics and transport

gradients are created (Deigaard et al. 1999). The water level tends to be lower over

the higher pertubations of the bar and higher over deeper sections. Shoreward of

the bar the water level is higher behind the shallower sections of the bar due to

increased wave breaking and setup.

Wave focussing due to refraction also tends to contribute to higher energy break-

ing and alongshore variations in water level shoreward of the raised perturbations

of the bar. A circulation is induced by the water level gradients and sediment is

eroded and deposited by the combined action of the wave breaking and modified

hydrodynamics. Generally speaking there will be a tendency for shoreward flow
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over the higher perturbations and offshore flow in the lowered areas (Sonu 1972).

Deigaard (1999) calculated that sediment transport decreased with decreasing wa-

ter depth (shoreward), even though the mean current velocity is increasing, ex-

plaining that this is due to the dominant decrease in wave height, orbital veloci-

ties and turbulence relative to the increased current velocity. The suggestion that

the sediment transport increases in the flow direction for offshore directed flows,

causing increasing erosion seaward, is explained as the reverse process. Applying

obliquely incident waves will lead to a downstream meandering of the transport

from the interaction with bed perturbations.

This approach has been applied to a long straight coast with obliquely inci-

dent waves with the result that the most unstable perturbation wave length was

typically 10 times the distance from the bar crest to the shoreline. An increase in

longshore current velocity was found to result in an increase in preferred wave

length of the perturbation. Further, an increase in trough cross-sectional area also

produced increased wavelength (Deigaard et al. 1999).

There have been many other applications of instability methods to investigate

the existence of free behaviour of coastal rhythmic features such as beach cusps,

crescentic bars and rip currents (e.g. Falqués, Coco & Huntley 2000, Caballeria et al.

2002, Dodd, Blondeaux, Calvete, De Swart, Falques, Hulscher, Rozynski & Vittori

2003, Calvete et al. 2005).

3.7 Longshore bars

Surfzone bars which are uniform alongshore present themselves in a Linear Bar and

Trough (LBT) configuration according to the Wright and Short intermediate beach

state classification. An alongshore uniform bar occuring outer-most in the surf zone

(sometimes on a multi-bar beach) is often referred to as a storm bar because of the

tendency to migrate offshore and become linear in response to increasing incident

wave energy.
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Several mechanisms governing the formation and movement of linear bars are

proposed in the literature. The most common is the combined result of undertow

and wave asymmetry effects converging at a bar crest leading to deposition of sed-

iment on the crest with enhanced erosion either side.

Process studies on the morphodynamics of outer bars in high energy environ-

ments are inherently difficult so there are relatively few. Advances in video imag-

ing techniques are constantly improving research using wave dissipation as a proxy

for bar locations.

A study by Shand, Bailey & Shepard (1999) reviewed the phenomenon of net

offshore bar migration (NOM) where there is an observed continual seaward bar

migration on multi-bar beaches culiminating with the levelling of the outer bar

and the formation of a new bar in the nearshore. This phenomenon has been ob-

served in The Netherlands (e.g. Ruessink & Kroon 1994), North Carolina, USA (e.g.

Birkemeier 1984, Lippmann, Holman & Hathaway 1993) and New Zealand’s West

coast (Shand et al. 1999).

In some cases bar-switching was observed where long-shore parallel bars would

become discontinuous and re-align with each other. It appeared that there were

preferential locations where bar switching was likely to occur and that it was more

likely to occur during periods of strong longshore currents (Shand, Bailey & Shepard

2001).

Howd, Bowen & Holman (1992) were able to demonstrate theoretically that a

strong longshore current could combine with progressive edge waves forced by

high incident wave energy to assist offshore bar migration.

3.8 Crescentic bars

Crescentic bars are commonly found on long straight beaches but are particularly

well developed in bays and pocket beaches. There may be associated shoreline

cusps if bars attach to shore. Crescentic bars are usually confined to areas of small
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to medium tidal range and low sloping, typically dissipative beaches. While gener-

ally symmetrical, bars may become skewed in response to oblique wave incidence

and low net longshore sediment transport rates (Homma & Sonu 1963). Stronger

longshore currents tend to lead to a straightening of the bars and possibly net off-

shore migration as discussed previously. Crescentic bars can provide an indication

of little or no longshore transport and shore-parallel wave breaking (Komar 1998).

Crescentic bar length scales are larger than those of beach cusps and rip cur-

rent induced rhythmic topography, often occuring as the outer bar on multiple bar

beaches. Their lengths can range from 100 to 2000 m in length, and commonly have

larger lengths the further offshore they are found (Homma & Sonu 1963). A study

by van Enckevort et al. (2004) observed temporal crescentic bar wavelength and

amplitude variations at Northern Gold coast beaches, suggesting that there can be

length differences of a factor of 2 at any given time resulting from the merging and

splitting of shorter and longer bars respectively.

One explanation for crescentic bar formation by Bowen & Inman (1971) involves

the velocity field of edge waves on a sloping beach providing the sand transport

mechanism to accumulate sand at areas of low velocity. Laboratory experiments

were able to create inner and outer crescentic bars however the inner crescentic bar

for the mode n=2 was unstable and short-lived.

Holman & Bowen (1982) did similar experiments with opposing edge waves

with different modes and obtained obliquely trending bars, similar to observed

welded or transverse bars. Also a transverse channel would quickly develop into a

rip confusing the issue of which developed first when observed in the field.

A study by Falqués et al. (2000) involved the application of linear stability anal-

ysis and normally incident waves to investigate the feedback between pertubations

of the bed and the gradients of radiation stress which led to the emergence of cres-

centic bar features. This was further extended to a non-linear approach producing

crescentic bar spacing proportional to the surf zone width (Caballeria et al. 2002).

The model results support the classification of beach state by Short (1999) describ-
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ing a rhythmic bar and beach (intermediate) state or crescentic bar morphology

associated with fine sediment beaches exposed to mainly moderate wave heights.

3.9 Video imaging techniques

Particle Image Velocity (PIV) methods (Raffel, Willert & Kompenhans 1998) have

been increasingly applied to the measurement of surface currents in the surf zone

from video imagery (e.g. Chickadel, Holman & Freilich 2003, Cohen 2003).

Wave breaking zones and individual positions and times of breaking waves

can be distinguished from other image features. Timestack images can be used

to produce breaking wave field statistics and empirical algorithms to detect the

leading edge of breakers have been developed (Lippmann 2001).

A classifcation method by Browne, Strauss, Tomlinson & Blumenstein (2006)

derived from the statistical properties of video image pixel intensities was able to

correctly classify 85% of beach states compared to a human expert classification.

Remotely sensed wave celerity has been used to estimate nearshore bathymetry

(Stockdon & Holman 2000, Piotrowski & Dugan 2002). Determination of depth is

becoming increasingly more accurate using video data by the inversion of equa-

tions relating the break point to wave height and depth or assimilation of video

derived data into dissipation models (Aarninkhof et al. 2005, van Dongeren et al.

2008). In addition, shoreline detection (Turner et al. 2001), foreshore slope (Plant &

Holman 1997), rip spacing and inter-tidal measurements have all been obtained us-

ing video image analysis techniques (Ranasinghe et al. 2000, Misra, Kennedy, Kirby

& Dalrymple 2000, Aarninkhof 2000).
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Narrowneck beach is located just north of Surfers Paradise at the northern end of

the Gold Coast, Queensland. A typical open coast, east Australian beach usually

consisting of a bar-trough topography and experiencing a net northward littoral

drift of approximately 500,000 m3/yr.

Fig. 4.1: Narrowneck Reef

For the Gold coast, median sediment size is 0.2-0.22 mm (Hyder Consulting, Pat-

terson Britton & Partners and WBM Oceanics Australia 1997). The primary source

of natural sand is derived from the Clarence and Richmond Rivers in NSW which

produce quartz and feldspar sand grains (Moffatt 1991). The tidal range is classed

as micro tidal and tidal range varies up to 2.1m with a mean range of 1m.

Seabed profiles were obtained during bathymetric surveys prior to construction

of Narrowneck reef. The profiles show a steep beach face, and either: (1) a nearly
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horizontal beach platform or channel merging with an offshore bar; or (2) a well

developed channel and bar system. The profile is nearly linear further offshore with

a gradient of approximately 1:50. There is usually only one breakpoint longshore

bar, but its cross-shore position varies considerably (Hutt, Black & Mead 1998).

The winter wave climate is dominated by the passage of low pressure systems

to the south generating moderate to high energy south to south east swells. The

narrow, sediment rich continental shelf refracts the swell with the result being an

oblique wave approach angle. It is this dominant condition that results in the net

northward littoral drift. During summer months, particularly December to May,

cyclones may form, either crossing the coastline or moving away to the east gen-

erating large seas and North to North east swells. These larger swells, often with

associated destructive winds, result in episodes of severe coastal erosion.

Average deep-water wave heights generally range from 0.8 to 1.4m with peri-

ods of 7 to 9 seconds (Jackson 1992). Extreme events such as cyclones can produce

waves heights up to 14m and wave periods up to 18 seconds (Environmental Ser-

vices Division - Coastal Services 2004). Typically, while waves over 1.5m will result

in the formation of a storm bar along Gold Coast beaches, the reflective extreme of

the Wright and Short (1984) beach state model is seldom observed.

Narrowneck beach typically has a surf zone of 150-200m with an inner, at-

tached, continuous bar cut by few rips. During or after high wave events deep

rips may occur every 200 to 250m. An outer bar is cut by more widely spaced rips

and a continuous deep trough lies between. It has been ranked as a 6 on a hazard

scale of 1 - 10, with 10 being the most hazardous (Short 2000).

The Narrowneck site is particularly vulnerable to erosion and when severely

eroded, behaves likes a small headland. Works to protect the newly constructed

highway in 1923 and to prevent the breakthrough of the Nerang river, resulted

in the seawall being built 35m seaward of the general seawall alignment (Jackson

et al. 1997).

In 1967, severe erosion of the northern beaches occurred due to a sequence of
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five cyclones in one year resulting in damage to infrastructure and property. Due

to the economic impacts of such significant episodes of erosion and the threat to

infrastructure, an investigation by Delft Hydraulics Laboratory was commissioned

by Gold Coast City Council. The Surfers Paradise to Narrowneck area was iden-

tified as an area of high priority requiring ongoing nourishment (Delft Hydraulics

Laboratory 1970). A subsequent nourishment of the area in 1974 was deemed to be

successful (Smith 1994).

4.1 Northern Gold Coast Beach Protection Strategy (NGCBPS)

The Northern Gold Coast Beach Protection Strategy (NGCBPS) was developed to

provide a long-term sustainable coastal management plan for the protection of in-

frastructure and natural amenity which are vital to the local tourist based economy.

The strategy aimed to reduce the need for ongoing sand nourishment and included

the installation of a multi-functional submerged geotextile reef breakwater (Jackson

et al. 1997). The reef was designed with the dual purpose of providing a control

point to stabilise the up-drift nourished beaches (Turner et al. 2000) and to improve

the surf quality in the area.

Nourishment began in February 1999 and continued until June 2000 with around

1,170,000 m3 being supplied to the beach and nearshore zone. In June 2000, an ad-

ditional 37,000 m3 was applied and a further minor nourishment of approximately

59,000 m3, obtained from dredging operations in the Broadwater, was added to

Surfers Paradise beaches between January and April 2005 (Turner 2006).

The first reef construction phase began in August 1999 until December 2000.

Additional geo-containers were placed on the reef during a second contruction

phase ending January 2001 and a further 15 bags late in 2001. Between Novem-

ber 2002 and August 2004, 29 additional bags had been added. The most recent

addition to the reef was in May 2006.

The sand-filled geo-containers vary from 150-300 tonnes, and are typically 20m
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by 5m. The reef is 450m long and 205m across and consists of approximately 430

bags (Turner 2003). Depth ranges from -1m to -10m below chart datum (Boak

et al. 2000). The reef was designed to be placed far enough offshore to discourage

the formation of a tombolo and to allow sufficient longshore transport to prevent

extreme erosion of the downdrift beaches. Additional sand was also expected to

pass over the submerged structure (Ranasinghe, Hacking & Evans 2001).

4.2 Beach state research at Narrowneck beach

Walsh (2000) analysed long-shore and cross-shore features observed from video

images at Narrowneck. The data was obtained using a temporary video camera

which operated between 7th January 1999 and July 13th 1999. The intention was to

extend the Wright and Short model of beach state classifications to encompass the

range of morphological structures encountered at the site and to provide baseline

characteristics of the site prior to the construction of the Narrowneck artificial reef

(Walsh, Tomlinson, McGrath, Boak & Jackson 1999).

4.2.1 Observations of bar morphology at Narrowneck beach

Analysis of a series of video images at Narrowneck following high energy wave

conditions by Walsh & Tomlinson (1999) identified a high level of dynamic vari-

ability. Irregularities along the outer edge of the swash zone were often noted.

Additional irregularities were identified on the inner edge of the inner bar. Cur-

rents deflected by these features associated with wave breaking may initiate the

formation of mini rips opposite swash zone ridges. The direction of rip current ori-

entation was seen to be opposite to the direction of the wave approach for obliquely

incident swells.

A single continuous trough with linear inner and outer bars represented the

most commonly occurring condition. Other conditions encompassing curvilinear-

ity, attached and discontinuous bars and low tide terrace states were most often
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observed to occur briefly during transitional stages produced by the rise or fall of

significant storm or swell events.

The presence of an alongshore non-uniform (either transverse or crescentic) bar

structure, is indicative of the presence of rip currents which poses the greatest threat

to the safety of water users. The highest rescue risk according to the analysis of

lifeguard statistics was associated with a surf zone consisting of an attached bar,

single curvilinear trough and high intensity outer surf zone. Not surprisingly, this

type is associated with the largest average of significant wave heights and highest

mean wave period of all the categories. The next highest also exhibit curvilinear

bar structures and higher beach usage which may contribute to the higher rescue

risk during instances of more moderate wave heights.

4.2.2 ARGUS research at Narrowneck Beach

An ARGUS coastal imaging system was installed at Surfers paradise, prior to Nar-

rowneck reef construction, in July 1999 and was operational by August 1st, 1999.

The system was installed by Water Research Laboratory (WRL) of the University

of New South Wales (UNSW) with assistance from WL | Delft Hydraulics and the

Australian Defence Force Academy (ADFA). The installation on behalf of The Gold

Coast City council aims to provide continuous, quantitative information and long-

term monitoring of coastal change. Of particular interest is the regional response

to the construction of the reef.

A study by Dronkers (2001) assessed the 3-dimensional intertidal beach vari-

ability using ARGUS images. The process involved the use of a shoreline detection

model and a shoreline elevation model. The shoreline detection model uses colour

(RGB) information and luminance (greyscale) to detect shorelines in images.

Intertidal beach mapping assumes small changes in morphology throughout

the tidal cycle and detects shorelines at different water levels. Each shoreline is then

assigned an elevation and is treated as a beach contour. Volume changes were then

computed from the series of intertidal beach profiles for a 1km length of shoreline to
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Fig. 4.2: Narrowneck Beach Snapshot (left) and timex (right), 16th Jan 2005 (Argus)

evaluate accretion or erosion processes in the lee of the reef. The shoreline mapping

was conducted monthly on days with Hsig ≤ 1m which yielded the most reliable

results.

The technique was found to be an acceptable method for the quantification of

intertidal beach volumes with mean errors typically of 15-30%. The beach map-

ping was able to detect erosive episodes in the intertidal area and revealed the net

northward migration of shoreface nourishments.

Regular shoreline monitoring since August 1999 provides useful data for the

assessment of long term shoreline changes in response to the nourishment and sta-

bilising effects of the reef. Nourishment began in February 1999 and ended in June

2000, since then an additional 20-30m of beach has developed with respect to the

adjacent beaches which were un-nourished (Turner 2003).
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5.1 Data collection

The aim was to capture data relating to near shore spatial and temporal bathymet-

ric variations common to high-energy beaches as found in the study area. Various

image processing methods were considered for comparison with traditional sur-

veying to obtain cost effective and long term bathymetric data collection. These

included the estimation of breaking wave height in the surf zone, estimates of

shoreline position and the classification of beach state from video images (Browne,

Strauss, Tomlinson & Blumenstein 2006).

5.1.1 Bathymetric data

Detailed bathymetric data is difficult to obtain from high energy beaches. Some

representative profiles have been obtained from GCCC beach profile surveys. Sur-

vey lines ETA67 and ETA68 lie directly south and north of Narrowneck reef and

have been periodically surveyed prior to reef construction. A detailed survey of

the completed reef was undertaken in May 2006 and a trial of a LIDAR survey was

conducted during early 2006. Hydrographic charts have been digitised to provide

offshore bathymetric data.

In order to obtain data relating to bathymetric changes on similar temporal

scales to beach state changes a small submersible sled was designed and constructed.

The sled can be fitted with two pressure gauges and towed to record water level

and wave data across the beach profile. In practice, data collection using the sled

proved to be quite difficult in all but the calmest conditions.



46 5. Methodology

5.1.2 Meteorological data

Meteorological data was obtained from the Bureau of Meteorology for the Gold

Coast Seaway Automatic Weather Station (AWS). Offshore wind speed and direc-

tion data was derived from the Global Forecast System (GFS) with NOAA Wave-

watch III (WW3) global wave model data for the grid point co-located on the east-

ern boundary of the wave model.

5.1.3 Offshore wave data (NOAA WaveWatch III)

Acronyms:

NOAA - National Oceanic & Atmospheric Administration

NWS - National Weather Service, NOAA

NCEP - National Centers for Environmental Prediction, NOAA

WW3 - WAVEWATCH III, NOAA/NCEP

GFS - Global Forecast System, NOAA/NCEP

An automated data collection system was developed to archive analysis and

forecast data from the NOAA WAVEWATCH III operational wave model. WW3

uses output from the NCEP GFS as input for the operational wave models and

generates global output on a 1 x 1.25 degree grid from latitude 78 to -78 (x 1 deg)

and longitude 0 to 358.75 (x 1.25 deg).

The system comprises a series of scripts which access the output GRIB (GRId-

ded Binary) data 4 times daily at 00z, 06z, 12z and 18z and extracts the records for

wind speed (m/s), wind direction (deg), significant wave height (m), wind wave

mean period (s), wind wave direction (deg,) primary swell mean period (s), pri-

mary swell direction (deg), secondary swell mean period (s) and secondary swell

direction (deg).

Each record contains a current analysis (00z) and 180 hours of forecasts at 3hr

intervals for the entire grid. Regional plots are generated routinely and data for
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Fig. 5.1: Significant Wave Height (NOAA WW3)

the closest grid point to the study site (at 28S, 153.75E) are archived at each 6 hour

interval.

The data collected at the closest grid point, 31.5km East of Surfers Paradise (28S,

153.75E), was used as boundary conditions for the near-shore wave model, SWAN

(Simulating WAves Nearshore).

5.1.4 Wave-rider buoy data

Directional wave rider buoy data for Point Lookout and Tweed River and non-

directional for Gold Coast Seaway was available from the Coastal Services Division

of the Environmental Protection Authority of Queensland, Australia (EPA). Data

from a directional wave-rider near the Tweed River was available but not used in

this study as an analysis of the data revealed significant sheltering and refraction

of south swells due to the location in the lee of Cook Island.

The Gold Coast Seaway wave rider buoy is located at 27o57.921′S latitude and

153o26.569′E longitude, at a depth of 18m. The Point Lookout wave rider buoy is
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located at 27o49.575′S latitude and 153o37.705′E longitude at a depth of 73m. Data

is logged at 30-min intervals by the EPA.

Fig. 5.2: Waverider, Argus and Wavewatch III data source locations

5.1.5 Nearshore wave data

Breaking wave height has been estimated from wave buoy data (Caldwell 2004).

Artificial Neural Networks (ANN’s) have also been employed to relate the wave
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parameters of the surf zone with more readily available offshore data (Browne,

Strauss, Castelle, Blumenstein, Tomlinson & Lane 2006). The estimation of breaking

wave height in the surf zone can be extended to a routine forecast using the WW3

data as input.

5.1.6 Estimating surf height from wave buoys

A method of obtaining surf height at the breakpoint from offshore wave data de-

rived by Komar & Gaughan (1972) is given by:

Hb = 0.39g0.2(THO
2)0.4

where Hb is breaking wave height, T is wave period and HO is offshore wave

height.

Following Komar & Gaughan (1972) Caldwell (2004) derived an alternative

measure of surf height, Hsurf , for coastal zones with narrow shelves, steep bottom

slopes and high refraction given by:

Hsurf = HbKr(Hb)

where Kr is the empirical estimation of the refraction coefficient as a function of

shoaling only, buoy-estimated breaker height, Hb and is given by:

Kr = −0.0013Hb
2 + 0.1262Hb + 0.3025

The method is based on comparisons between buoy measured significant wave

height in deep water in close proximity to locations where visual observations were

taken of trough to crest vertical wave height at the break point.

Brander (1999) derived rms wave heights from pressure sensor readings using

Nielsens method (1988) and used the CERC (1984) formulation for approximating

breaking wave height as Hrms = 2.8σ where σ is the standard deviation of the

pressure sensor records.
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5.2 Video image analysis

An identification of baseline characteristics of the Narrowneck region prior to con-

struction of the reef was undertaken using video images acquired from January

1999 to July 1999 (Walsh 2000). The subsequent installation of an Argus system

producing daily timex images provides a quick visual identification of the occur-

rence of beach states and the transition period from one state to another.

Additional video derived data is available from shore mounted, live streaming

video cameras. These images were used to collect time series derived from pixel

intensity data and detect individual breaking waves (Lane, Short, Strauss, Tomlin-

son, Tan & Blumenstein 2010, Browne, Strauss, Tomlinson & Blumenstein 2006).

Estimates of surface velocity fields using particle image velocimetry are increas-

ingly used from shore mounted cameras (Holland, Puleo & Kooney 2001). These

techniques all contribute to the identification of the underlying morphology, rip

currents, wave climate, breaking characteristics and other processes in the surf zone

(Browne, Blumenstein, Tomlinson, Strauss & Lane 2005).

Two cameras are currently operational at Narrowneck beach and archiving video

data. Subjectivity is naturally introduced when classifying beach states and mor-

phology using video images. An example is the objective classification of beach

states by Wright et al. (1987) which only resulted in a 36% agreement (Ranasinghe,

McLoughlin, Short & Symonds 2004). Applying image processing techniques to

the video data has shown encouraging results for obtaining beach state informa-

tion directly from time-averaged video images (e.g. figures 5.3 and 5.4). This fea-

ture detection method which uses the pixel intensity distributions of the breaking

waves to enable beach state classification is described in detail in Browne, Strauss,

Tomlinson & Blumenstein (2006).
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Fig. 5.3: Linear bar & trough, from Argus (WRL, UNSW)

Fig. 5.4: Transverse bar & rip, from Argus (WRL, UNSW)

5.3 Numerical modelling

Numerical models are increasingly being used to simulate and predict morpho-

dynamic responses to wave driven hydrodynamics over timescales from hours to

months. Numerical modelling of coastal processes is applied in this study to eluci-

date the relationship of the wave climate and near-shore circulation to the sediment

transport in the surf zone. Antecedent beach states and modelled nearshore hydro-

dynamic scenarios are tested for their ability to simulate the observed beach state

transitions.

Models of nearshore processes are often based on schematised wave forcing or

other simplifications due to the inherent difficulties in collecting accurate bathy-

metric and environmental data. While simulations using complete time series and

surveyed bathymetry in the coastal zone are rare there have been modelling studies

based on an analysis of video images of beach morphology (Ranasinghe, Symonds,

Black & Holman 2004) and tidal inlet dynamics based on time series (Elias, Clev-

eringa, Buijsman, Roelvink & Stive 2006).

Time series of wave forcing which results in an identified transition were used

to drive a morphological model, initially using idealised bathymetry. Reliable
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methods of estimating bathymetry from video are still being researched therefore

surveyed transects of the beach were used to create idealised initial bathymetry.

5.4 Sediment transport models

Conceptual models of beach morphodynamics based on observation are useful to

classify the range of morphological variability and can be related to some of the

physical processes. However, there are inherent limits to how they can be used

predictively. Process based energetics type sediment transport models developed

for unidirectional river flows (Bagnold 1966) relate sediment transport to the near

bottom flow field and have often been used to predict morphological evolution.

Numerical process-based models may provide a better temporal and spatial reso-

lution of a site and allow for design investigations when an area is impacted by hu-

man intervention or protective structures. Mathematical formulations of physical

processes of wave driven flows, sediment transport and bed changes are commonly

employed in coastal process models (Elias et al. 2006).

Sediment transport models usually represent the mechanisms of bed-load and

suspended transport separately. Bed-load accounts for the transport of a layer of

sediment which remains in close contact with the bed at all times. Bed shear stress

upon the sand is primarily responsible for this transport mechanism. Suspended

load occurs when particles are removed from the bed due to turbulence and trans-

ported by the hydrodynamic processes.

Suspended sediment is transported according to:

S(t) =
∫ h+η
0 (u(t) · c(t))dz

where:

h = water depth

η = water level

u(t) = velocity at height z from bottom

c(t) = sediment concentration at height z from bottom.
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Improved results are reported from including undertow, wave asymmetry, tur-

bulence induced by breaking waves and infra-gravity waves in the hydrodynamic

models (Gallagher, Elgar & Guza 1998).

The Bijker (1971) formula for sediment transport is commonly used in coastal

areas and separates transport in this way while accounting for the effects of cur-

rents and waves. In addition it is possible to include wave asymmetry effects for

sediment transport in the wave direction and bed slope following Bailard (1981).

Details of the Bijker sediment formulation are included in the Methodology chap-

ter.

5.4.1 Sediment transport by longshore currents induced by oblique wave

approach angle

The calculation of radiation stress with the simplest solutions and thus most com-

monly used is that of Longuet-Higgins (1970). The onshore flux of y-directed mo-

mentum due to waves can be written as product of wave-energy flux per unit shore-

line length.

P = ECn (5.1)

where

E is the wave energy density, E = 1/8ρgH2

C is phase velocity,

Cn is group velocity, (n=1/2 in deep water and n=1 in shallow water).

For waves crests arriving at an angle, α, to the shoreline the shoreward energy

flux becomes:

P = (ECn) cosα (5.2)

The longshore component of radiation stress due to oblique wave approach is



54 5. Methodology

then given by:

Sxy = En sinα cosα (5.3)

where:

E is the wave energy density,

α the angle wave crests make with the shore and

n is the ratio of wave group and phase velocities, (1/2 in deep water and 1 in

shallow water).

The dissipation of Sxy in the nearshore is a generating mechanism for longshore

currents. Note that when α→ 0, Sxy → 0 i.e. no longshore current is generated due

to waves.

Assuming a steady longshore current which is constant alongshore (Longuet-

Higgins 1970), the y-component of the equations of motion reduce to:

δSxy

δx
− < Ry > +

δ

δx
[µe(η̄ + h)

δυ

δx
] = 0 (5.4)

where < Ry > is the time averaged frictional drag due to the longshore velocity, υ,

h is the still water depth,

η̄ is wave set-up (or set-down) produced by the cross-shore component of the radi-

ation stress Sxx and

µe is the horizontal eddy coefficient in the horizontal mixing term.

The horizontal mixing component effectively smooths the longshore current

profile across the nearshore zone. The other terms represent a balance between

longshore current generated by the angle of the waves and frictional drag.

Neglecting horizontal mixing, µe = 0, Longuet Higgins (1970) obtained

< Ry >=
2
π
Cfρumυ (5.5)
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where um = γ
2 [g(η̄+h)]1/2 is the maximum horizontal orbital velocity of the waves

(by shallow water theory) and γ = H
(η̄+h) .

γ is usually considered to be constant with a value between 0.6 - 1.2. From the

above equations, and taking E = 1
8ρgH

2, n = 1 and cosα ' 1 for small α,

δSxy

δx
=

5
4
ρu2

mζm sinα cosα (5.6)

where m = −dh
dx is beach slope (which is assumed constant) and

ζ =
1

[1 + 3
8γ

2]
(5.7)

is also constant. Then longshore velocity, υ, can be derived from equations 5.4, 5.5

and 5.6 above as:

υ =
5π
8
ζ
m

Cf
um sinα cosα (5.8)

It follows that for constant m and Cf the longshore current is proportional to

um sinα, i.e. the longshore component of wave orbital velocity.

Komar & Inman (1970) investigated two relationships for predicting littoral

drift and obtained ῡl = 2.7um sinαb cosαb which corresponds closely to average

velocity measured at the mid surf position. Alternatively Komar (1979) demon-

strated using linear wave theory and substituting um =
√
ghb =

√
gHb/γ that the

magnitude of the longshore current at the mid surf position could be expressed by:

ῡl = 1.17(gHbr)1/2 sinαb cosαb (5.9)

where Hbr is the root-mean-square wave breaker height.

This expression was supported by extensive field and laboratory data (Komar

1998). A similar comparison of laboratory and field data with the CERC (1973)

formula, which contains a beach slope parameter, m, is given by:



56 5. Methodology

ῡl = 41.4m(gHb)1/2 sinαb cosαb (5.10)

The inclusion of beach slope results in decreasing accuracy of longshore current

predictions, particularly as beach slope increases. Komar concluded that longshore

current is not directly proportional to beach slope as implied by the CERC relation-

ship (Komar 1998).

5.4.2 Cross-shore gradients in sediment transport

Bailard (1981) and Bailard & Inman (1981) extended the steady flow model of Bag-

nold (1966) to also include oscillatory flows. These models assume no long-shore

gradient in long-shore sediment flux. There has been minimal research on the im-

portance of the effects of long shore bathymetric variations on sediment transport

and near shore circulation. It has been suggested that the cross-shore transport gra-

dients are much larger than the long-shore sediment transport gradients such that

the long-shore sediment flux gradients are usually neglected (Gallagher et al. 1998).

Long-shore bar and trough beaches exhibit enhanced breaking near the bar crest

and reduced breaking in troughs (Lippmann, Thornton & Reniers 1996). An en-

ergetics based model, using bottom velocities obtained from field experiments at

Duck, NC, predicted offshore migration of the sand bar during high energy wave

conditions and periods of strong mean flows. However, the onshore motions dur-

ing low wave energy periods were not successfully predicted. The best agreements

between observed and modeled results occurred when the steady long-shore cur-

rent contributed significantly to sediment suspension which was transported off-

shore by the cross-shore flow (Thornton, Humiston & Birkemeier 1996).

Gallagher et al. (1998) improves the predictions of the same model with the

inclusion of cross-shore varying sediment fall velocity. Once again, the onshore

migration is not well predicted although the offshore migration of bars during

periods of high wave energy and strong currents is successfully predicted. It is
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suggested that bed-forms and the effects of fluid accelerations on suspended sed-

iment when oscillatory currents are larger than mean flows may contribute to the

poor performance of energetics based models under low wave energy conditions

(Hallermeier 1982, Hanes & Huntley 1986). Another factor may be due to the effects

of phase lag between sediment suspension and transport (Hallermeier 1982, Inman

& Bowen 1963).

More recently shoreward migration of bars has been successfully modeled by

incorporating suspended sediment concentration gradients in the presence of hori-

zontal eddy diffusivity for narrow-banded swell (Black, Gorman & Bryan 2002). In-

corporating the effects of skewed accelerations due to pitched forward waves in the

surf zone into an energetics based model has also demonstrated an improvement

in the ability to reproduce observed on-shore and offshore bar migration (Hoefel &

Elgar 2003).

5.4.3 Wave model (SWAN)

In order to provide accurate estimates of the wave climate experienced at the study

site, and thus incorporate the effects of wave breaking and increased bed shear

stresses on the flow characteristics, a regional wave model was required.

The large grid extended from south of the Queensland and New South Wales

border. This was considered necessary to include the significant effects that Cook

Island and surrounding shoals have on wave propagation and reduce lateral bound-

ary effects on the nearshore grids. The northern boundary of the regional wave

model extended to Point Lookout located at the Northern extremity of North Strad-

broke Island. The depth at the offshore (eastern) boundary is approximately 100m

(figure 5.5).

Nested grids were created using the deep water bathymetry of the regional

model and incorporated longshore uniform outer and inner bar and trough mor-

phology derived from several Gold Coast City Council survey profiles.

The sensitivity to grid size and optimal distance to the offshore boundary for
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Fig. 5.5: Bathymetry for regional wave model (SWAN)

the morphological modelling were analysed for very small grids. The highly vari-

able wave climate, particularly with respect to direction, required that approxi-

mately 6km of beach was needed to reduce boundary effects in the area of interest.

The transformation of wave properties from deep to shallow water were modelled

using the SWAN wave model. The boundary conditions were derived from the

NOAA WW3 global model hindcasts. Output from within the model domain was

extracted at the locations of the Gold Coast Seaway and Point Lookout wave-rider

buoys for model verification. Model output was also collected in the surf zone for

comparison with processed video images from a shore mounted camera installa-

tion at Narrowneck beach (Strauss, Tomlinson, Lane & Blumenstein 2009).
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5.4.4 SWAN model formulation

Spectral action balance equation

The SWAN wave model (Holthuijsen, Booij & Ris 1993, Ris, Holthuijsen & Booij

1999, Booij, Ris & Holthuijsen 1999) for simulating wave propagation within Delft3D

was developed at Delft University of Technology, The Netherlands. SWAN is based

on the discrete spectral action balance equations, is fully spectral and can provide

realistic estimates of wave propagation in the coastal zone. The action balance

equation is solved with a full discrete two-dimensional wave spectrum by an itera-

tive technique for wave propagation in all directions over the domain. SWAN com-

putes wave generation by wind, dissipation due to bottom friction, white-capping

and depth-induced wave breaking and includes non-linear quadruplet and triad

wave-wave interactions.

The spectral action balance equation for Cartesian coordinates (Hasselmann

1974) used in SWAN is:

δ

δt
N +

δ

δx
cxN +

δ

δy
cyN +

δ

δσ
cσN +

δ

δθ
cθN =

S

σ
(5.11)

where N(σ, θ) is the action density spectrum, equal to energy density divided

by relative frequency, E(σ,θ)
σ .

σ is the relative frequency (in the frame of reference moving with current veloc-

ity) and θ is the wave direction.

Dissipation

The dominant mechanism identified in the literature for depth-induced dissipation

in continental shelf seas with sandy bottoms is bottom friction (e.g., Bertotti and

Cavaleri, 1994) represented by:
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Sds,b(σ, θ) = −Cbottom
σ2

g2 sinh2(kd)
E(σ, θ) (5.12)

where Cbottom is a bottom friction coefficient.

While many formulations for computing the bottom friction coefficient exist,

SWAN can use the following:

• Empirical JONSWAP model, typically with different values for swells (0.038m2s−3)

(Hasselmann, Barnett, Bouws, Carlson, Cartwright, Enke, Ewing, Gienapp,

Hasselmann, Kruseman, Meerburg, Müller, Olbers, Richter, Sell & Walden

1973) and wind seas (0.067m2s−3) (Bouws & Komen 1983),

• Drag law non-linear model (Collins 1972) or

• the eddy viscosity model of Madsen, Poon & Graber (1988)

More details of SWAN implementation in Delft3D-WAVE can be found in the

Delft3D-WAVE manual (DHL 2005b).

5.4.5 Boundary conditions

For coastal area models the incoming wave energy in usually prescribed only on

a deep-water boundary and not the lateral boundaries, this leads to a propagation

of erroneous wave energy into the domain. Typically a triangular area extends

from the corner points of the deep water boundary and lateral boundaries into the

model domain at the coast. The angle is typically 30 to 45 degrees (for wind seas or

equal to the one-sided width of the directional distribution of the incoming wave

spectrum). Thus it is necessary to make the lateral boundaries far away from the

area of interest.
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5.4.6 Sediment transport model (Delft3D)

Delft3D, developed by WL|Delft Hydraulics is a suite of modules, grouped around

a central interface, which together form a fully integrated 3D modeling framework

for coastal, river, lake and estuarine areas. It can simulate flows, sediment trans-

port, waves, water quality, ecology and morphological development.

The MOR module of Delft3D integrates the effects of waves, currents and sedi-

ment transport on morphological developments. It has been designed to simulate

the morphodynamic behaviour of rivers, estuaries and coastal areas on time scales

of days to years due to the complex interactions between waves, currents, sediment

transport and bathymetry. Each of these processes are dealt with in separate mod-

ules. The module simulates the processes on the curvilinear grid system as it is

used in the FLOW module, which allows a very efficient and accurate representa-

tion of complex areas.

Component general description

MAIN: Overall Steering module that couples the process models.

WAVES: In the module two types of wave models are available (HISWA and

SWAN).

FLOW: A multi-dimensional (2D or 3D) hydrodynamic simulation program,

optionally including online computation of Transport and Bottom update modules.

TRANSPORT: Computes sediment transport on the curvilinear flow grid. It has

a choice of numerous formulations to describe the sediment transport (table 5.1).

BOTTOM: Determines the bed level changes based on the spatial gradients or

the entrainment/deposition rates of the computed sediment transport.

Algebraic sediment transport formulae

In the Transport module there are sediment transport formulas that predict the

total sediment transport, but there are also more advanced formulas available that

make a clear distinction between the bed load and the suspended sediment. From
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Tab. 5.1: Sediment transport Formulae
Formula Total Mode Suspended Mode Waves

Engelund & Hansen (1967) YES NO NO
Meyer-Peter & Muller (1948) YES NO NO

Swanby (Ackers & White 1973) YES NO NO
General Formula YES NO NO
Van Rijn (1984) YES YES NO

Bijker (1971) YES YES YES
Soulsby (1997) YES YES YES
Van Rijn (1993) YES YES YES

the suspended load an equilibrium sediment concentration can be derived which,

in combination with an advection-diffusion equation, can be used to obtain local

(depth averaged) concentrations.

In Suspended Mode, the transport of suspended sediment is determined with

an advection diffusion equation. The suspended sediment transport components

are derived from these concentrations accounting for both advective and diffu-

sive sediment fluxes. In this mode only those sediment transport formulas can

be applied that distinguish between bed load and suspended load. The suspended

load determined by the selected algebraic sediment transport formula is then in-

terpreted as the equilibrium concentration which is used in the advection-diffusion

equation.

On-line 3D sediment transport model

A recent modification to the Delft3D FLOW module (Version 03.54.10.00) is the

integration of sediment transport and morphological updating into the DELFT3D-

FLOW hydrodynamic module to account for vertical variations in suspended sed-

iment concentrations which are not accounted for in depth averaged flow calcu-

lations (Lesser, J. van Kester & Roelvink 2001). Bed level changes are now im-

mediately accounted for in the hydrodynamic calculations and density effects of
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suspended sediment are included (Lesser, Roelvink, van Kester & Stelling 2004).

This new on-line morphological update of bed-level at each computational step

takes waves into account by alternating calls to the wave module and flow module.

Vertical diffusion of sediment particles is stored separately from the vertical diffu-

sion coefficient for momentum and other constituents. Comparisons of modeled

results with field measurements have shown good agreement for cross shore and

long-shore currents in the surf zone even when there are deviations in the wave

forcing (Elias, Walstra & Roelvink 2000).

5.5 Delft3D FLOW

Delft3D FLOW forms the basis for the modelling carried out in this study. It is

coupled with Delft3D WAVE to account for wave driven flows and wave - current

interaction. It can be applied in two (depth averaged mode) or three dimensions

and solves the unsteady shallow water (Navier Stokes) equations consisting of the

horizontal equations of motion, the continuity equation, and the transport equa-

tions (DHL 2005a).

5.5.1 FLOW equations

The depth-averaged mode of Delft-3D FLOW uses an ADI (Alternating Direction

Implicit (Leendertse 1987, Stelling 1984)) finite difference scheme to solve the the

vertically integrated equations of motion and momentum (Stelling 1984).

5.5.2 Continuity equation

The depth averaged continuity equation is given by:

δζ

δt
+

1√
Gξξ

√
Gηη

δ[(d+ ζ)U
√
Gηη]

δξ
+

1√
Gξξ

√
Gηη

δ[(d+ ζ)V
√
Gξξ]

δη
= Q (5.13)
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where Q represents the sources and sinks of water if any (e.g. evaporation and

precipitation) ξ, η are the horizontal, curvilinear co-ordinates√
Gξξ,

√
Gηη in m are the coefficients used to transform curvilinear to rectangu-

lar co-ordinates

U in ms−1 is the depth-averaged velocity in x or ξ direction

V in ms−1 is the depth-averaged velocity in y or η direction

d is the depth below the horizontal reference plane

ζ is the water level above datum.

5.5.3 Momentum equations

The momentum equations in horizontal curvilinear, ξ and η and scaled vertical σ

co-ordinates are:

δu

δt
+

u√
Gξξ

δu

δξ
+

v√
Gηη

δu

δη
+

ω

d+ ζ

δu

δσ
+

uv√
Gξξ

√
Gηη

δ
√
Gξξ

δη

− v2√
Gξξ

√
Gηη

δ
√
Gηη

δξ
− fv = − 1

ρ0

√
Gξξ

Pξ + Fξ+

1
(d+ ζ)2

δ

δσ
(νmol +max(ν3D, ν

back
V )

δu

δσ
) +Mξ (5.14)

δv

δt
+

u√
Gξξ

δv

δξ
+

v√
Gηη

δv

δη
+

ω

d+ ζ

δv

δσ
+

uv√
Gξξ

√
Gηη

δ
√
Gηη

δξ

− u2√
Gξξ

√
Gηη

δ
√
Gξξ

δη
+ fu = − 1

ρ0

√
Gηη

Pη + Fη+

1
(d+ ζ)2

δ

δσ
(νmol +max(ν3D, ν

back
V )

δv

δσ
) +Mη (5.15)

where,

σ is the scaled vertical co-ordinate,

u, v and w are the velocities in the ξ and η and σ directions respectively,
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f is the Coriolis coefficient,

ρ is the density of water,

Pξ and Pη are the in ξ and η directions repsectively,

Fξ and Fη are the wind forces (horizontal Reynold’s stresses) in ξ and η directions

repsectively,

Mξ and Mη represent the contributions due to external sources or sinks of mo-

mentum (external forces by hydraulic structures, discharge or withdrawal of water,

wave stresses, etc.).

5.5.4 Courant number

The time step solver for shallow water equations on a rectangular grid requires a

time step condition based on the Courant number for wave propagation:

CFLwave = 2∆t
√
gh

√
1

∆x2
+

1
∆y2

< 1 (5.16)

where:

∆t is the time step,

g is the acceleration of gravity, (m2s−1)

h is the total water depth (m) and

∆x and ∆y are the smallest grid spaces in x- and y-direction of the physical space.

The time step condition is required to satisfy criteria of robustness, accuracy,

efficiency and to be suitable for time-dependant and steady state problems (Stelling

1984).

5.5.5 Discretization

To discretise the finite difference numerical shallow water equations in space an

orthogonal curvilinear grid is applied to the model domain in cartesian or spherical

co-ordinates. The variables of water level and velocity (u,v,w) are arranged on a

staggered grid of the Arakawa C-grid type (Arakawa & Lamb 1977). Water level
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is defined in the centre of a grid cell while the velocity components are arranged

perpendicular to the cell faces.

Fig. 5.6: Grid Cell Mapping

The implicit solution does not restrict numerical stability due to the grid size

or time step, however accuracy decreases with increasing time-step. Stelling (1984)

suggests maintaining a courant number less than 4
√

2 to obtain accurate results.

5.5.6 Bijker (1971) 2DH Sediment Transport Formulation

Bijker (1971) extended a formula for bed-load due to currents and waves based on

the transport formula of Kalinske-Frijlink (Frijlink 1952) for bed load in rivers due

to currents alone. Bijker included the increased bottom shear stress due to waves

and a distribution of suspended load according to the Einstein-Rouse concentration

profile (Einstein 1950).

S = Sb + Ss (5.17)

where Sb is the bedload sediment transport and Ss is the suspended sediment trans-

port.

The bed-load sediment transports including wave effects are given by:
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Sb = bD50
q

C

√
g(1− ε)exp(Ar) (5.18)

and suspended transport by:

Ss = 1.83Sb(I1loge(
33.0h
rc

) + I2) (5.19)

where C is the Chèzy coefficient, h is the water depth, q is the flow velocity magni-

tude, ε is porosity and

Ar = max(−50,min(100, Ara)) (5.20)

b = BD −max
(

0,min
(

1,
(hw/h)− Cd

Cs − Cd

))
(BS −BD) (5.21)

where BS is the coefficient for shallow water (default value 5)

BD is the coefficient for deep water (default value 2)

Cs is the shallow water criterion (hs/h) (default value 0.05)

Cd is the deep water criterion (default value 0.4)

rc is the roughness height for currents [m] and

I1 and I2 are the Einstein integrals:

I1 = 0.216
A(z∗−1)

(1−A)z∗

∫ 1

A

(
1−B

B

)z∗

dB (5.22)

I2 = 0.216
A(z∗−1)

(1−A)z∗

∫ 1

A

(
1−B

B

)z∗

lnBdB (5.23)

where
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A =
ks

h
(5.24)

B =
z

h
(5.25)

z∗ =
ωs

κu∗,c
(5.26)

where u∗,c is the current friction velocity

With combined waves and currents, u∗,c is replaced by u∗,wc, wave-current fric-

tion velocity and Sb is the bed-load for combined wave and current.

Ara =
−0.27∆D50C

2

µq2
(

1 + 0.5
(
ψUb

V

)2
) (5.27)

µ =
(

C

18 log10(12h/D90)

)1.5

(5.28)

z∗ =
w

κq
√

g
C

√
1 + 0.5

(
ψUb

q

)2
(5.29)

Ub =
ωHrms

2 sinh(kwh)
(5.30)

ω =
2π
T

(5.31)

fw = exp
(
−5.977 +

5.123
a0.194

0

)
(5.32)

a0 = max
(

2,
Ub

ωrc

)
(5.33)
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ψ = C

√
fw

2g
if wave effects are included (T > 0)

ψ = 0 otherwise

where:

C is the Chèzy coefficient

(Hrms) is the wave height

kw is the wave number

T is the wave period computed by the waves model

Ub is the wave velocity

w is the sediment fall velocity [m/s]

∆ is the relative density (ρs − ρw)/ρw

κ is von Karman’s constant (0.41)

The parameters specified in the Transport input file (md-tran.xxx) are:

BD,BS,Cs, Cd, D90, rc, Tuser and w.

5.5.7 Bailard transport in wave propagation direction

The Bailard (1981) approach for including sediment transport in the wave direction

due to wave asymmetry can be applied when using the Bijker transport formula.

The Bailard approach includes separate expressions for wave asymmetry and

bed slope according to:

~S = ~Sb,asymm + ~Ss,asymm + ~Sb,slope + ~Ss,slope (5.34)

where the asymmetry components for bed load and suspended transport in the

wave direction respectively are:
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Sb;asymm(t) =
ρcfεb

(ρs − ρ)g(1− p) tanϕ
[|u(t)|2u(t)] (5.35)

Ss;asymm(t) =
ρcfεs

(ρs − ρ)g(1− p)w
[|u(t)|3u(t)] (5.36)

The components in ξ and η directions are obtained by multiplying with cosine

and sine of the wave angle θw and the bed slope components as:

Sb;slope,ξ(t) =
ρcfεb

(ρs − ρ)g(1− p) tanϕ

[
1

tanϕ
|u(t)|3

]
δzb
δξ

(5.37)

Ss;slope,ξ(t) =
ρcfεs

(ρs − ρ)g(1− p)w

[εs
w
|u(t)|5

] δzb
δξ

(5.38)

and similar for the η direction where:

u(t) is the near bed velocity signal [m/s],

ρ is the density of water [kg/m3],

ρs is the density of the sediment [kg/m3],

cf is the coefficient of the bottom shear stress [-] (constant value of 0.005),

p is the porosity [-] (constant value of 0.4),

ϕ is the natural angle of repose [-] (constant value of tanϕ = 0.63),

w is the sediment fall velocity [m/s],

εb is the efficiency factor of bed load transport [-] (constant value of 0.10),

εs is the efficiency factor of suspended transport [-] (constant value of 0.02, but in

the implemented expression for suspended bed slope transport the second εs is re-

placed by a user-specified calibration factor; see Eq. 5.41).

These transports are determined by generating velocity signals of the orbital

velocities near the bed by using the Rienecker & Fenton (1981) method, see also

Roelvink & Stive (1989).
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The (short wave) averaged sediment transport due to wave asymmetry, Eqs.

5.35 and 5.36, is determined by using the following averaging expressions of the

near bed velocity signal (calibration coefficients included):

〈
u|u|2

〉
= FacA

〈
ũ|ũ|2

〉
+ 3FacUu

〈
|ũ|2

〉
(5.39)

〈
u|u|3

〉
= FacA

〈
ũ|ũ|3

〉
+ 4FacUu

〈
|ũ|3

〉
(5.40)

in which:

ũ is the orbital velocity signal

u is the averaged flow velocity (due to tide, undertow, wind, etc.)

FacA is the user-specified calibration coefficient for the wave asymmetry,< FACA >,

FacU is the user-specified calibration coefficient for the averaged flow,< FACU >,

The suspended transport relation due to the bed slope according to Eq. 5.38 is

implemented as:

Ss;slope,ξ(t) =
ρcfεb

(ρs − ρ)g(1− p)w

[εsl
w
|u(t)|5

] δzb
δξ

(5.41)

where:

εsl is the user-specified bed slope calibration coefficient < EPSSL >.

The calibration coefficients FacA, FacU and εsl are user specified in the file

”coef.inp”. Nipius (1998) suggested values of FacA = 0.4, FacU = 0.0 and εsl =

0.11 for the Dutch coast.
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5.5.8 Three dimensional hydrodynamics and sediment transport

The 3D transport of sediment at each time step is calculated by solving the 3D

advection-diffusion (mass-balance) equation for suspended sediment.

δc

δt
+
δuc

δx
+
δvc

δy
+
δ[(w − ws)c]

δz
− δ

δx

[
εs,x

δc

δx

]
− δ

δy

[
εs,y

δc

δy

]
− δ

δy

[
εs,z

δc

δz

]
= 0 (5.42)

where:

c is the concentration of sediment [kg/m3]

u, v and w are flow velocity components [m/s]

εs,x,εs,y and εs,z are the eddy diffusivities of the sediment fraction [m2/s] and ws is

the hindered sediment settling velocity of sediment fraction [m/s].

A comparison to the 2DH model of (Nicholson, Broker, Roelvink, Price, Tan-

guay & Moreno 1997) shows similar results on a large scale but differences in

smaller scale features. Features differ from upper to lower layers and undertow

and helical flow formations are present in the 3D case (Lesser et al. 2001).



6. RESULTS

6.1 Introduction

This section presents an analysis of observations in the study area and the results of

the application of numerical modelling to simulate beach state transitions. It begins

with the description of the application of a regional wave model (SWAN) to sim-

ulate wave propagation into the nearshore area. Hindcast deep water wave data

from NOAA/NCEP global Wavewatch III model has been archived since 1997 and

routine forecasts of up to 180hrs are available. This forecast output has been inte-

grated into automated nearshore spatial wave condition forecasts (Strauss, Deshoulieres,

Tomlinson & Lane 2007).

The boundaries of the regional model were driven with input from the Wave-

watch III global model and the regional model output is shown to be in good agree-

ment with measured buoy data within the region. The nearshore wave climate de-

rived from the model is used in conjunction with Argus timex video images for the

identification and analysis of several instances of beach state transitions.

Following the extraction of the wave forcing time series surrounding a transi-

tion of beach state a wave driven hydrodynamic and sediment transport model is

developed. The nested grid model is within the regional model using Wavewatch

III time-series boundary conditions. Following sensitivity testing of model param-

eters the model is employed to experiment with a range of forcing and response

mechanisms acting on idealised initial surf zone bathymetry.
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6.2 Gold Coast regional wave model - SWAN

The Gold Coast regional wave model was designed to include coastal topography

which could affect the transformation of off-shore waves to the near-shore study

site. This area includes North Stradbroke Island to the north and extends to Point

Danger and Cook Island to the south. Thus the model encompasses significant

offshore reefs and shoals. The seaward open boundary was extended to an ap-

proximate depth of 100m. Bathymetric data was interpolated on an orthogonal

curvilinear grid with a resolution of 200-500m.

Several tests were made to investigate the effect of different grid sizes. The

results were compared to buoy data obtained from the Gold Coast Seaway and

Point Lookout wave-rider buoys. An additional grid point, located at a depth of

15m near Narrowneck (Table 6.1), was selected to evaluate the effect of grid size on

wave conditions at the boundary of nested grids.

The boundary conditions for the model were derived from the nearest grid

point of the Wavewatch III global model for the period of 12th January 2005 to

17th January 2005. This period coincided with a transition of beach state from LBT

to TBR and corresponding wave data for the Gold Coast and Point Lookout buoys

were available for validation.
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Fig. 6.1: Regional Wave Model Domain
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Fig. 6.2: Regional Wave Model Bathymetry
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Tab. 6.1: Model output locations
Location Easting(m) Northing(m) Depth(m)

Gold Coast buoy 543637 6906681 18m
Pt Lookout buoy 562059 6958836 74m

Narrowneck beach 543266 6905575 15m

The nearshore model output responds to the rise in offshore wave height at

hour 101 (figure 6.3). A shift to a south swell direction results in a decrease in wave

height at the nearshore modelled buoy locations. This is despite the continued

increase in south swell offshore. The exposure of the Point Lookout buoy to the

south swell is confirmed by the continued increase in the modelled wave height

output.

Fig. 6.3: Regional Wave Model Significant Wave Height

The grid resolution of the regional grid initially ranged from 200-500m. Dou-

bling the grid resolution resulted in a maximum difference of Hs of 1.2%. The

largest differences occurred during the most obliquely incident (southerly) swells

and was not considered significant enough to justify the additional computational

effort incurred with pursuing a more detailed regional grid.

Between 50 and 70 hours there is a distinct rise in measured significant wave

height which is not reproduced in the model (figure 6.4). This is explained by the
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boundary forcing not containing this additional energy. Applying a low pass fil-

ter and resampling the smoothed Gold Coast (30 minute) wave-rider buoy data to

match the 3 hourly sample rate of the Wavewatch III input time series has a cor-

relation coefficient of 0.96. A linear regression through the origin of the modelled

and measured Hs scatter plot has R2 = 0.7871 (figure 6.5).

Fig. 6.4: Significant Wave Height, Buoy vs modelled

The period from 100-117 hours demonstrates the degree to which the Gold

Coast buoy is sheltered during south swells in contrast to the Point Lookout buoy

location. The initial increase in offshore wave height is matched by an increase at

the Gold Coast and Point Lookout buoy sites. The rise is followed by a continued

increase in wave height at Point Lookout and a corresponding decrease at the Gold

Coast buoy location.

To further explore the influence of incident wave direction on the nearshore

wave climate a one year time series of daily hind cast wave heights derived from

the Wavewatch III global model were applied as boundary input for the SWAN

wave model.
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Fig. 6.5: Linear Regression measured vs modelled Hs

6.2.1 Wave model results - 1/7/2007 to 30/6/2008

Several periods occur where the significant wave heights from SWAN are underes-

timated with respect to the wave buoy measurements (figure 6.6). This is noted to

occur when Hs is less than 1m and co-incident with a northeast wave direction. A

possible explanation for this discrepancy is that of northeast winds generating lo-

cally high seas. Wind growth effects were explored and are summarised in section

6.2.2.

Both wave height and wave direction is in good agreement for swells of an

easterly origin including four separate events exceeding where Hs exceeded 3.5m.

During one of these events Hs exceeded 4.5m. It is interesting to note that each of

these higher energy events appears as a double peak in the significant wave height

time series.

The SWAN wave direction output at the Gold Coast buoy location departs from

the observations for swells of southerly origin. This effect increases as the WW3

input tends further south. During most of these brief events the SWAN model



80 6. Results

tends to under-predict Hs by as much as 0.5m. This may be related to the resolution

of the Wavewatch III input given that the grid point used as boundary input is the

closest wet cell to the coast and there are significant shoals and islands close to the

southern boundary. This is investigated further by examining the data from the

Tweed Heads wave-rider buoy.

Fig. 6.6: Significant Wave Height, Gold Coast Buoy and SWAN

Fig. 6.7: Wave Direction - Wavewatch III (input), Gold Coast Buoy and SWAN

The SWAN model over-predicts the highest wave events at the location of the

Tweed wave-rider buoy (figure 6.8). The Tweed buoy is located near the south
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boundary of the model and boundary effects combined with poor resolution of the

complex bathymetry of this area is possibly causing the over-prediction. Double

peaks also appear at this location for the highest wave events, possibly indicating

the influence of tidal modulation of wave height during storm events.

Fig. 6.8: Significant Wave Height - Tweed Buoy and SWAN

Fig. 6.9: Wave Direction - Wavewatch III (input), Tweed Buoy and SWAN

The wave direction results also demonstrate an increase in southerly bias dur-

ing south swell events. The reason for this is unclear but may be related to the

Wavewatch III input. The 1x1.25 degree grid resolution may not be sufficiently re-

solving the small islands and shoals directly offshore of the far northern NSW coast.
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While the accuracy of the wave height transformation is considered to be accept-

able the effect of a increased southerly wave direction could have implications for

the treatment of sediment transport due to increased radiation stress during such

events. Further analysis of the nearshore wave direction on the refined grid follows

and it is expected that the nearshore bathymetry will continue to affect the prop-

agation of obliquely incident swell into the nested hydrodynamic and sediment

transport model.

6.2.2 Wave growth due to wind

Evaluation of wind growth effect was conducted with modelled and observed data

for the period beginning January 23rd, 2005 and ending January 31st, 2005. During

this period significant wave height ranged from 1m to 3m and direction varied

between SE and E which is typical of the variation experienced in the model area.

Wave growth due to wind was enabled in the SWAN model using data from

the automatic weather station located at the entrance to the Gold Coast Seaway

(Strauss, Mirferendesk & Tomlinson 2007). The resulting significant wave height

departed from the observations by up to 1m for wind speeds exceeding 10 knots

while the simulations without wind growth were generally within 0.5m of the ob-

served values (figure 6.10). Wind growth did not improve the modelling and the

wind recorded at the shore-based observation station would not be considered to

be significantly affecting the wave height except during storm conditions. Since we

are predominantly considering the propagation of existing swell, there is very lit-

tle wind growth expected. The inclusion of local wind effects on wave growth did

not sufficiently increase the accuracy of the output and therefore were not included

further in this model.
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Fig. 6.10: Regional Wave Model results including wind growth
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6.3 Observed beach state transitions

6.3.1 January 12th 2005 to January 17th 2005

Geo-referenced Argus images of Narrowneck beach provide a means for quick vi-

sual identification of beach state and bar morphology. In the sequence below (figure

6.11) from January 12th 2005 to January 17th 2005, the sub-tidal bar structure con-

sists of an initial long-shore uniform bar south of the influence of the submerged

reef at Narrowneck. Over the course of the five days until the 17th January there is

an obvious increase in curvilinearity of dissipation patterns on the outer bar result-

ing in well-defined rip channels and transverse bar structures.

Fig. 6.11: Left to Right Sequence of Argus timex images displaying Long-shore Bar and
Trough beach state transition to Transverse Bar and Rip
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Fig. 6.12: Significant wave height measured at Gold Coast Seaway wave-rider and Wave-
watch III offshore hindcast

Fig. 6.13: Peak wave period measured at Gold Coast Seaway wave-rider and Wavewatch
III offshore hindcast

Fig. 6.14: Wave direction measured at Gold coast Seaway wave-rider and Wavewatch III
offshore hindcast

The wave climate for the 5 days prior to the beach state transition, January

7th until January 12th, is displayed in figures 6.12, 6.13 and 6.14. This period was

characterised by a low (1m Hs) 12 second (peak) period swell from the southeast

that lasted until January 7th. A 1.5m Hs, shorter period (8s Tp) southeast swell
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prevailed by January 8th 2005. January 9th was characterised by a strong southerly

shift in swell direction and an increase in swell period and height. Wave height

and period remained steady until January 12th however the direction progressively

shifted to the east. During this time it is expected that there would be a gradual

decrease in net northward long-shore drift.

The bar morphology was consistently in the longshore bar and trough state

during the low-energy long-period SE swell (prior to 8th of January) and moderate

energy, short period S-SE swell (8th and 9th of January). This is a recurring fea-

ture of the northern Gold coast beaches during extended periods of low obliquely

incident swells.

From the 10th of January until the 12th of January the wave climate could be de-

scribed as low-moderate (Hsig of 1.5m) shore-normally incident (east-northeasterly)

short-period swell (Tp of 8 seconds). The beach state remained in the long-shore

bar and trough state for these three days.

On the 13th of January there was a significant rise in energy to a peak signif-

icant wave height of 2.5m and peak period of 11 seconds on the 14th of January.

Wave direction prevailed from the east at approximately 85 degrees. The surf zone

bar morphology responded to the increase in wave driven rip cell circulation and

the Argus images in figure 6.11 clearly show increased curvilinearity of the wave

dissipation occurring in response to alongshore non-uniform wave breaking.

By the 16th of January the significant wave height decreased to 1m. The wave

direction turned to the south on the 17th of January and wave dissipation was con-

fined to the transverse bars. There was minimal wave breaking in the rip channels.

The transverse bar and rip morphology remained until another high energy

event caused a ’reset’ on the 25th January 2005.

Similar transitions of beach state have been observed in the dataset of recent

years that were considered in this work and these are described below.
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6.3.2 13-20 March 2006

Following a peak in swell around January 20, 2006 the surf zone exhibited a uni-

form LBT morphology (figure 6.15). This gradually developed into a rhythmic

curvilinearity as approximately equidistant sections of the outer bar migrated shore-

ward (figure 6.16). Subsequent moderate to low wave energy (Hs around 1m) fol-

lowed until mid-February when some sections of the bar were observed to weld to

the shore (figure 6.17). The beach remained in this shore-attached welded rhythmic

bar configuration through to the 21st of February (figure 6.18).

Fig. 6.15: Argus image January 20, 2006

Fig. 6.16: Argus image January 29, 2006

Fig. 6.17: Argus image February 9, 2006

Between the 21st of February and the 1st of March 2006 a rise in swell from

1 to 2m co-incided with the development vigorous rip cell circulation and strong
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Fig. 6.18: Argus image February 21, 2006

alongshore non-uniform bar features. Figure 6.19 shows the wave height and di-

rection from the Wavewatch III global model during March 2006. A high energy

event occurred in the first week of March 2006 and offshore significant wave height

exceeded 4m.

Fig. 6.19: Wavewatch III Wave Height and direction, March 2006

Wave direction progressively turned from ENE (75 deg) at the height of the

energetic swell event on the 3rd of March to ESE (108 deg) prior to abating on the

5th of March. Evidence of offshore migration and a formation of a storm bar and

trough morphology appeared in timex images on March 5, 2006 (figure 6.20).

The swell dropped below 2m from the SE on 6th March 2006 and wave breaking

on the outer bar ceased. An alongshore uniform inner bar and trough or terrace fea-

ture was evident at this time. A low south swell arrived between the 6th and 11th

of March during which time there was persistent linearity of the inner breaking
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Fig. 6.20: Argus image March 5, 2006

zone (figure 6.21).

Fig. 6.21: Argus image March 6, 2006

The arrival of a short period ENE swell initially around 1m was followed by

the first indication of curvilinearity of the inner bar on the 12th March. As the

swell rose to 2m and the period lengthened from 5-6 to 8-9 seconds some wave

breaking began to occur on the outer remnant storm bar. Between the 15th and

20th of March strongly non uniform morphology developed in the vicinity of the

previously linear inner bar (figure 6.22).

An increase in swell from the southeast occurred on the 21st March. At this time

the rip channels became less defined and appeared to become skewed to the north.

Linearity was restored to the bars and accompanied by significant breaking on the

outer bar by the 26th March (figure 6.23).



90 6. Results

Fig. 6.22: Transition to TBR beach State, March 13-19 2006

Fig. 6.23: Argus image, Bar straightening March 23-26 2006
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6.3.3 17-25 May 2006

The period from May 17 2006 to May 25 2006 was characterised by low swell. There

is evidence of two closely spaced breaking zones with the most active wave dissi-

pation occurring on the inner bar (figure 6.24). Some dissipation is evident on the

outer breaking zone which appears to have migrated shoreward during the in-

tervening period of lower swell events since the high energy wave conditions of

March 2006.

Fig. 6.24: Argus image, May17 2006

Fig. 6.25: Argus image, May20 2006

A south swell peaked at 3m (offshore Hs) on 16th May following a sustained

period of low south swell. The morphology of May 17 appears as filled former rip

channels skewed northwards. This process manifests as a straightening of the inner

bar and is likely to present a remnant series of holes or topographic depressions

within the nearshore bar morphology.

A shift in wave direction to the east from the 17th to the 20th May (figure 6.26)

coincides with the appearance of irregularly spaced near shore rips and associated

curvilinearity of the inner bar. This transverse bar and rip morphology of the inner

bar prevailed under low swell conditions (less than 1m) until another rise and re-
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Fig. 6.26: Wavewatch III Wave Height and direction, May 2006

turn to southerly swell direction around the 26th May. Considering the low energy

of this transition, the remnant topographic depressions remaining from the skewed

former rip channels may have played a significant role in the initiation of rip cell

circulation.
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6.3.4 12-28 February 2007

All through January 2007 the bar morphology of the Northern Gold Coast beaches

exhibited strongly curvilinear alongshore non uniform features. Low southeast to

east swell prevailed before a rise in SE swell to 2.5m on the 13th February. Lin-

earity began to appear on the outer bar between the 12th and 13th February 2007

(figure 6.27). The outer bar was observed to straighten significantly in contrast to

the curvilinearity of the previous six weeks. A series of skewed rips appeared sepa-

rated by regions where continuous dissipation occurred from the outer to the inner

bar.

Fig. 6.27: Argus image, Feb 12 2007

By the 17th February an almost continuous long shore trough separated the in-

ner and outer bars (figure 6.28). Despite the appearance of the longshore trough

and straightening of the outer bar there remained alongshore non-uniform features

in the inner bar. The inner bar at this time could be considered to be shore at-

tached. It is assumed that shoreline irregularities existed from the prolonged period

of non-uniformity. These inter-tidal features may have encouraged the persistence

of alongshore non-uniform circulation nearshore.

Fig. 6.28: Argus image, Feb 17 2007

Between the 18th and 19th of February significant curvilinearity returned to the

outer bar (figure 6.30). The longshore trough and outer (or currently single) bar
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was repeatedly interrupted by closely spaced rip channels. Wave heights persisted

at around 1.5-2m and wave direction progressively turned from the southeast to

the east between 17th and 28th February (figure 6.29). The observed series of rips

and transverse bar structures remained with very little change until February 28th

(figure 6.31).

Fig. 6.29: WW3 and SWAN model wave climate, February 2007

Fig. 6.30: Argus image, Feb 19 2007

Fig. 6.31: Argus image, Feb 28 2007

6.3.5 March-April 2007

Following a short-lived pulse of moderate south swell, (Hs of 2m at the Gold Coast

buoy and 4m offshore) from the 26th to 29th of March 2007, the bar morphology
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was characterised by an alongshore uniform linear outer breaking zone and a se-

ries of bars and troughs which skewed northwards between the inner and outer

breaking zones (figure 6.32).

Fig. 6.32: Argus image, Mar 28 2007

The wave climate changed to around 1.5m Hs from the east between the 29th

and 31st March (figure 6.33). Irregularities began to appear in the outer bar dissipa-

tive zone at this time, manifesting as possible rip head excursions offshore near the

seaward ends of the remnant skewed bar/trough features. Little change occurred

on the 2nd April as wave direction shifted to a southerly approach again and wave

height eased further nearshore.

Fig. 6.33: WW3 and SWAN model wave climate, March and April 2007

Fig. 6.34: Argus image, March 31 2007

Wave height increased from the east again from the 3rd to the 6th of April 2007
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and co-incided with the development of strong curvilinearity of the outer bar. The

remnant skewed bars across the previous trough began to dissipate as the essen-

tially now single curvilinear bar became intersected by rips.

Fig. 6.35: Argus image, April 6th 2007

6.3.6 Summary and discussion of morphological transitions

Prior research has noted that the LBT and RBB states can develop during an ac-

cretionary sequence following antecedent dissipative beach states or the associated

wave conditions (Wright & Short 1984, Wright et al. 1986). The 4m swell event of

early March 2006 provides an example of this type of beach state transition. These

are often termed ’reset’ events and support the premise that LBT morphology is a

result of high energy (erosive) wave events (e.g. van Enckevort & Ruessink 2003,

Ranasinghe, Symonds, Black & Holman 2004, Smit, Reniers, Ruessink & Roelvink

2008). Furthermore, Black & Mead (2007) contend that ”the most prominent bar

and trough will form when waves approach perpendicular to the coast” (Scarfe

2008). Further observations suggest that LBT states are restricted to tide ranges

below 1.5m (Wright et al. 1986).

The Gold Coast wave climate is such that oblique wave incidence events (par-

ticularly south to south east) are common and can exhibit the full range of wave

heights experienced. This combined with the prevalence of LBT beach state occur-

rences outside of the mechanisms listed above suggests that an alternative mech-

anism also has the capacity to produce LBT morphology at this site. Instances of

significant longshore current and the absence of topographical features nearby (e.g.

headlands, islands and reefs), results in an effectively long straight beach. This
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combined with the prevalence of relatively short period oblique swell which does

not undergo complete refraction en-route to the surf zone could explain a mecha-

nism which can result in transitions to LBT profiles on this coast.

Following the analysis of the beach state transitions above it is hypothesized

that a transition to a long-shore bar and trough state can occur in response to a

change to oblique swell direction on the Northern Gold coast beaches. This is not

limited to antecedent high energy dissipative conditions but can occur for a wide

range of wave heights.

It is further hypothesized that transitions to TBR morphology on the Northern

Gold coast beaches can occur in response to a change to shore-normal wave inci-

dence during both increasing and decreasing swell events.

The next section deals with the application of a numerical process-based model

to further investigate each of these hypotheses.
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6.4 Numerical Model

Repeated model runs using rectilinear grids and an idealized bathymetry consist-

ing of a single linear bar and trough morphology were performed to assess the

impacts of model parameters on the hydrodynamics and resulting sediment trans-

port. A single bar is often observed between 300m and 500m offshore at a depth

of approximately 3m with a trough immediately shoreward. The seaward face of

the outer bar extends almost linearly to a depth of at least 15m where it is assumed

there is little or no transport occurring due to the range of environmental forcing

being applied here.

Fig. 6.36: Initial Linear Bar and trough profile

A typical initial longshore uniform single bar morphology was applied with a

profile as shown in figure 6.36
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The bathymetry was created by extrapolating the profile alongshore on a re-

gional rectilinear grid consisting of 80m cells with 15 in the crosshore direction and

195 alongshore resulting in a domain extending 1.2km in the east-west (X) direction

by 15.6 km in the north-south (Y) direction. The extent of the Y-direction was cho-

sen to accommodate the variability in swell direction such that extremely oblique

wave angles would not suffer from (regional-model) boundary induced effects on

the detailed wave and flow model.

Nested within the regional wave grid a higher resolution wave grid was con-

structed with a cell size of 13.33m. This grid consisted of 74x477 grid cells resulting

in a model domain of 0.986km (X) by 6.358km (Y). A separate computational flow

grid was constructed to fit within the detailed wave grid.

6.4.1 Wave model parameters

Stationary mode incident wave parameters applied on the eastern boundary of the

regional wave model were:

Hs = 1.5m

Tp = 10s

Dp = 90◦

The wave spectrum assumes a JONSWAP shape with the default Peak enhance-

ment factor of 3.3. Directional Spreading was set to 5◦. Battjes and Janssen depth

induced breaking was applied with Gamma of 0.73, Non-linear triad interactions

were included with default values (alpha 0.1, beta 2.2).

JONSWAP bottom friction was applied with a coefficient of 0.067 (as recom-

mended for short period swells). The computed radiation stress gradients and

wave field information is stored in a communication file and passed to the FLOW

module following successful completion of the WAVE module.

Wind growth, white-capping and quadruplets were deactivated, propagation

including refraction and frequency shifting were activated.
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The computational flow grid was constructed to fit within the nested wave

model. The grid consists of 477 grid cells in the alongshore direction and 74 in

the cross-shore direction. Considering that a perfectly uniform alongshore mor-

phology is unlikely in nature it is acceptable to apply a small random perturbation

to the bathymetry and to reduce the computational time needed to initiate a mor-

phodynamic response (e.g. Smit, Reniers & Stive (2005)). The initial bathymetry

is expected to influence the location and morphology of rip channel development

such that their modelled characteristics are sensitive to the initial morphology, thus

precluding an accurate prediction of growth rates or spacing (Smit et al. 2008, Cal-

vete, Coco, Falqués & Dodd 2007). The focus for this study therefore remains on

the mechanisms driving changes to beach state which result in the appearance of

rips in beach morphology.

6.4.2 Flow model parameters

Best results were obtained using a flow time step of 0.1 mins (to satisfy Courant

number criterion) with a morphological scale factor set to 10. The morphological

scale factor scales up the morphological response by a factor of 10 for each time

step. Since the output is stored after 60 mins of run time each hour output im-

age thus represents 10 hours of morphological evolution. Initial model runs were

scheduled for 48 hours however this was reduced to 12 hours as the emergence of

morphological features was satisfactory after only a few hours of the simulation.

Since the wave driven hydrodynamics were expected to dominate the emer-

gence of features a static water level was set for the offshore boundary. Neumann

boundary conditions are imposed at the lateral boundaries (North and South), this

imposes a fixed zero alongshore water level gradient in the cross-shore direction at

these boundaries (Roelvink & Walstra 2004).

Several hydrodynamic model parameters were initially fixed, e.g. model spin-

up time of 30 mins, minimum transport depth of 0.1m and Van Rijn’s reference

height of 0.4m (default value). Threshold sediment thickness was 0.2m, and ripple
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height set equal to 1 (Recommended range is 1 to 3). Sediment size was uniform

at 0.2mm and a uniform bed thickness of 10m was chosen to accommodate signifi-

cant erosion volumes. Based on the results of preliminary model runs the uniform

horizontal eddy viscosity was chosen as 1 m2/s and uniform horizontal eddy diffu-

sivity of 0.1 m2/s. Further discussion of the sensitivity of changes to selected model

parameters and calibration coefficients follows below. (Model were repeatedly run

to test the effects of changes to such parameters however it would be impractical

to present every result here).

This model represents a simplified case based on actual survey data. The wave

conditions are hypothetical (albeit typical of actual conditions) and no actual bathy-

metric data is available for calibration of the model output. It is only possible to

qualitatively assess the impact of the model calibration factors on the model’s abil-

ity to reproduce observed features of bar morphology in the subject area. Here,

we are primarily interested in assessing the model performance and sensitivity to

calibration parameters.

Tab. 6.2: Calibration Values

Calibration Factors Value
ThetSD 1

fsus 1.4
fbed 0.8

fsusw 0.3
fbedw 0.5

where:

ThetSD = Factor for erosion of adjacent dry cells

fsus = Multiplication factor for suspended sediment reference concentration

fbed = Current related multiplication factor for bed load transport vector magni-

tude

fsusw = Wave related suspended sediment transport factor
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fbedw = Wave related bed-load sediment transport factor

Table 6.2 lists the calibration parameters selected with guidance from calibrated

studies in the literature (e.g. Grunnet et al. (2004)) and adjusted during model

testing. The limits for fbed and fsus are 0.5 and 2. Van Rijn, Walstra & Van Ormondt

(2004) recommends confining fsusw within 0 to 0.5 for best results.

Several numerical model parameters were fixed for the sensitivity testing exer-

cises. These included: threshold depth of 0.1m, marginal depth of 0.1m, smoothing

time of 60min and the implementation of a cyclic advection and horizontal forester

filter (which removes any negative concentrations which may occur).

6.4.3 Bijker (1971) - 2DH with idealised bathymetry

The depth-averaged sediment transport formulation of Bijker (1971) was adopted

as initial model tests generally produced a more realistic morphological evolution

than with the default sediment transport formulation of Van Rijn (2000). The Bi-

jker (1971) formulation (section 5.5.6) is commonly used in coastal areas and in-

corporates wave-driven suspended and bed-load transport. It produces transport

of the right order of magnitude under the combined action of currents and waves

(DHL 2007).

Waves with 2m significant wave height and 8 second peak period incident from

a shore normal direction were applied at the offshore boundary. A cosine power

of 4 was chosen for directional spreading, map results were obtained every 60min

and communication file written every 10 mins. After 6 hours of simulation time rip

currents developed, intersecting the former uniform linear bar (figure 6.37). This is

equivalent to 60 hours of morphological evolution.
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Fig. 6.37: Initial Linear Bar and trough profile (left) after 6 hrs simulation (60 hours)
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6.5 Sensitivity testing

6.5.1 Bailard(1981) transport in wave propagation direction

Implementing the Bailard transport in wave propagation direction requires the

specification of two user-defined coefficients, FacA and EpsSL. Increasing FacA, the

user-defined calibration coefficient for the wave asymmetry, increases the onshore

transport due to wave asymmetry. Increasing the calibration co-efficient EpsSL in-

creases the offshore transport. Modification of these parameters and their ratio af-

fects the shape, slope and response time of the morphological evolution. Applying

the default values of FacA = 0.4 and EpsSL = 0.11 produced enhanced shoreward

transport in the the bar crest area of the cross-shore transect. This is shown in figure

6.38 after a period of 12 hours (120 hours) of run time (morphological evolution).

Halving the coefficients (FacA = 0.2 and EpsSL = 0.055) had a negligible impact on

the result.

Fig. 6.38: Bar crest evolution for Bijker (1971) and inclusion of Bailard (1981) transport in
wave propagation direction
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6.5.2 Bottom roughness

A Chèzy uniform bottom roughness formulation was applied with the default value

for the Chèzy coefficient (C) of 65. This corresponds to to a friction coefficient (Cf )

of 0.0023. The Flow manual (DHL 2007) suggests a first estimate of the Chèzy fric-

tion coefficient to be: C = 25 +H where H is the total water depth. Values for C of

70, 65, 60, 50, 40 and 35 were tested.

Reducing the value of the Chèzy coefficient results in a decrease in the dimen-

sions of bar features and a reduction in the alongshore rip spacing (figure 6.39).

Fig. 6.39: Chezy coefficient effect on morphology

Validation of Delft 3D with measured data by Hsu, Dykes, Allard & Wang
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(2008) obtained the best agreement of modelled and measured longshore current

data using the default value of 65 for Duck94 and SandyDuck97 data. For data ob-

tained at Santa Barbara a lower bottom roughness (i.e. increased Chèzy coefficient,

C of 70) produced better results.

Following inclusion of the Roller model option (discussed below) the model

was re-tested for Chèzy coefficients of 60, 65 and 70. The difference in morpholog-

ical evolution after 8 hours of run time was negligible with the only appreciable

difference being a reduction in the growth rate of the features with increasing C

(i.e. decreasing roughness, figure 6.40).

6.5.3 Horizontal eddy viscosity and horizontal eddy diffusivity

The default values in Delft3D-FLOW for hydrodynamical simulations are 1 m2/s

for horizontal eddy viscosity and 10 m2/s for horizontal eddy diffusivity. The Flow

manual (DHL 2007) states: ”The value for both the horizontal eddy viscosity and

the horizontal eddy diffusivity depends on the flow and the grid size used in the

simulation. For detailed models where much of the details of the flow are resolved

by the grid, grid sizes typically tens of metres or less, the values for the eddy vis-

cosity and the eddy diffusivity are typically in the range of 1 to 10 m2/s.”

Further researching of the literature was carried out to ascertain suitable esti-

mates for these values for detailed numerical modelling of shallow coastal waters.

Black et al. (2002) states that ”Common values of horizontal eddy diffusivity

obtained for the surf zone are of order 1 (Longuet-Higgins & Stewart 1964) when

the coefficient is used to parameterise a range of processes, as discussed by Thorn-

ton & Guza (1989). Thus, we test the mechanism with values of Eh ranging from

0.1 to 10 m2/s.”

A coastal area model applied to study rip cell circulation by Damgaard, Dodd,

Hall & Chesher (2002) employed a large value for eddy viscosity of 4.5 m2/s strictly

to enhance numerical stability of the model and suggests that 1 m2/s is a more

realistic physical value.
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Figure 6.41 displays the effect of reducing the horizontal eddy viscosity by an

order of magnitude in the leftmost two panels. It is clear that there is more vari-

ability in the circulation and bar morphology in the second (middle) panel. In-

terestingly, a comparison of the left-most and right-most panels corresponds to an

increase of the horizontal eddy diffusivity by an order of magnitude and a similar

effect is noted. Further increasing the horizontal eddy diffusivity to 10 m2/s results

in virtually no visible cell circulation patterns (not shown).

6.5.4 Inclusion of roller model

Earlier models tended to predict bar positions seaward of measured positions (Black

et al. 2002). In the breaking zone the short wave energy is reduced and can be

transformed into roller energy by the introduction of a roller model (DHL 2007,

Roelvink 1993). The roller energy propagates shoreward in the direction of the in-

cident waves at twice the wave group celerity. The roller energy then dissipates

rapidly in shallow water. The spatial and temporal variations introduced to the ra-

diation stress results in a delay of the transfer of wave energy to the wave-induced

current.

Figure 6.42 shows the effect of including the roller model on the morphological

evolution after 8 hours of model run time. The net effect is a smoother bar for-

mation, in particular the seaward face of the outer bar is much less abrupt. The

general circulation is maintained however the smoother bar features and wider

channels result in reduced current velocities in the rips. The shoreward shift in the

distribution of wave energy dissipation due to the inclusion of the roller model is

evident on the bar profile in figure 6.43.

Note: When using the roller option the default (constant) value for γ (breaker

index of 0.73) is set at 0.55 (Baldock, Holmes, Bunker & Van Weert 1998, Hsu et al.

2008). An option to set a variable γ is also available following Ruessink, Walstra &

Southgate (2003) given by:
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γ = 0.76kh+ 0.29 (6.1)

where k is the wave number and h is the water depth.

The cross-shore varying γ effectively reduces the predicted Hrms values in the

trough region of barred profiles and increases the transfer of energy to the roller

(figure 6.44). A validation study with measured data in Hsu et al. (2008) revealed

better agreement of modelled and measured longshore current data using variable

γ.



6.5. Sensitivity testing 109

Fig. 6.40: Chezy coefficient effect on morphology with roller
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Fig. 6.41: Sensitivity testing of horizontal eddy viscosity and eddy diffusivity
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Fig. 6.42: Inclusion of Roller model
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Fig. 6.43: Effect of Roller model on Cross shore profile

Fig. 6.44: Cross-shore roller energy for constant and variable γ
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Fig. 6.45: Effect of γ on Morphological evolution
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6.6 Wave climate effects

6.6.1 Wave period sensitivity

The Gold Coast wave climate rarely presents very long period swells. Typical swell

events possess periods which vary between 6 and 12 seconds. Distant swells orig-

inating from the Southern Ocean or high energy events from intense east coast

lows or cyclones may arrive with periods of 12 to 15 seconds. Rare long period east

swells generated from distant cyclones or from large scale mid latitude anticyclonic

trade-winds are most likely to generate longer wave periods of 15-18+ seconds.

The effect of changing the wave period of a normally incident 2m swell is pre-

sented in figure 6.47 for 8 second and 10 second peak period swells. Maximum

velocities increase with wave period to between 0.5 and 1 m/s for the 10s wave

period case. The maximum velocities occur in the region of the rip feeder current

and compare favourably with observations for breaking wave heights of the order

of 1-1.5m (e.g. Short & Hogan (1994),Thornton & Stanton (2006)). The cross-shore

profile at Y=6904600 (figure 6.48) located in the middle of the central rip channel

displays increasing offshore transport of sediment from the near shore to the outer

bar occurring with increasing wave period.
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Fig. 6.46: Morphological evolution after 60 hours for 8 second (left panel) and 10 second
(right panel) swell
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Fig. 6.47: Depth averaged velocity after 100 hours of morphological evolution
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Fig. 6.48: Cross-shore profile at Y=6904600 after 100 hours of morphological evolution
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6.6.2 Directional spreading sensitivity

Only parameterized wave data was available for input into the modelling however

the effects of directional spreading of the incident wave spectrum were explored.

The resultant changes to the morphological evolution was tested by varying the

one-sided directional spread of the waves between 6 degrees (representative of

uni-modal narrow-banded swell conditions) and 24 degrees (to represent widely

directional wind sea conditions). Figure 6.50 displays the resultant significant wave

height for values of 6 and 24 degrees as directional spreading input. The broader

banded directional sea state results in lower significant wave heights near shore.

The morphological evolution after 8 hours of run time reveals the formation of an

additional rip for the broad banded directional sea state input model.

Reniers, Roelvink & Thornton (2004) modelled the combined effect of time vary-

ing wave group and infragravity motions on the emergence of vortices, their inter-

actions and resultant rip currents. The temporal and spatial variations of the wave

groups determined the temporal scale of the low frequency circulations. The vari-

ations in the energetics of individual wave groups suggests that the more energetic

wave groups may generate flows and vortices which may persist through the forc-

ing of intervening less energetic incident wave groups. Further, the width of the

alongshore wave group forcing is a function of the directional spreading of the

short waves. Thus for the case here of increased directional spreading (i.e. broad-

banded conditions), the resultant increase in temporal and spatial variability leads

to more complex circulation and results in closer rip current spacing.
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Fig. 6.49: Significant wave height for 6 degree and 24 degree directional spreading.
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Fig. 6.50: Morphological evolution after 8 hours for 6 degree and 24 degree directional
spreading.
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6.6.3 Wave direction sensitivity

The analysis of observed beach state transitions and the prevailing wave conditions

surrounding each event revealed a tendency for bar straightening during oblique

wave incidence. During shore-normal swell events rip cell circulation could be

observed to occur. The wave direction in the model was varied from shore-normal

(90 deg) to 180 degrees in order to examine the sensitivity of the morphological

evolution to the obliquity of the incident wave energy.

Figure 6.51 displays the morphological evolution for 100, 110 and 120 degrees of

wave incidence. In contrast to previous model results for shore-normally incident

waves we observe that the rip currents are skewed northwards and become less

well defined with increasing obliquity.

For a wave angle of 120 degrees there is no evidence of rip cell circulation at all.

The longshore current is uniform with a maximum velocity of 0.7 m/s to the north.

The initial longshore uniform outer bar is no longer present after 12 hours of model

run time (figure 6.52). The breakpoint has migrated offshore with the flattening of

the bar and dissipation at the breakpoint is reduced.

A morphological stability analysis on a long straight coast by Deigaard et al.

(1999), which considered oblique wave incidence, determined that the inertia in

the longshore current acted to reduce the cross-shore flow for small alongshore

bar wavelengths. For large alongshore bar wavelengths, the interaction of the

cross-shore flow over the bar and the flow in the trough reduced the cross-shore

flow. Thus an increase in the longshore velocity increased the preferred alongshore

wavelength of the morphology.
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Fig. 6.51: Morphological evolution for wave directions of 100, 110 and 120 degrees.
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Fig. 6.52: Initial profile and profile evolution for wave direction of 120 degrees.
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6.7 Modelling of observed beach state transitions

The experimental testing of model sensitivity to varying model parameters and in-

put guided the selection of the most suitable parameters to apply to the simulation

of beach state transition modelling. Time series of incident significant wave height,

peak period and direction for identified periods of beach state transitions were ap-

plied at the offshore boundary. The initial beach state consisted of the typical long

shore uniform bar morphology as in the model testing. For the period of January

13th to January 14th 2005, model bathymetry initially remained longshore uniform

during the period of obliquely incident wave direction. A shift to an easterly wave

direction on January 14th 2005 is co-incident with the appearance of offshore di-

rected flows in the model output. The application of an actual time-series of wave

climate encompassing a shift from oblique to normal incidence and the subsequent

appearance of rip currents in a model, supported by observations, has not been

previously reported.
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Fig. 6.53: January 13th to 15th 2005 beach state evolution simulation.
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By the January 15th rip cell circulation is well established and the morphology

could be exerting topographical control on the near shore circulation (figure 6.53).

Indeed the sequence of observations from Argus timex images (figure 6.11) display

the emergence of alongshore non-uniform features on January 14th 2005 and the

subsequent transverse bar and rip morphology. This morphology prevailed for

several days with very little change in the number and spacing of rips following

the change in wave climate.

The final model bathymetry representing the transverse bar and rip morphol-

ogy of January 15th 2005 was used to initialise a model whereby a shift in wave

direction from shore-normal incidence to oblique incidence occurred. A time series

of significant wave height, peak period and direction was obtained for the period

of February 5th to February 7th 2007. During this period significant wave height

eased from 1.5m to 1.2m, wave period varied between 7-8s and incident wave direc-

tion shifted progressively from 93 degrees to 126 degrees (from east to southeast).

While the initial transverse bar and rip bathymetry is effectively arbitrary the

purpose of this experiment was to test the ability of the model to reduce the along-

shore non-uniformity of the morphology. The sequences of Argus timex images

revealed episodes of bar straightening, effectively reducing the incidence of along-

shore non-uniform wave dissipation associated with rips and associated offshore

directed flows. This was observed in association with a shift to oblique wave inci-

dence.
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Fig. 6.54: February 5th to 7th 2007 beach state evolution.
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Figure 6.54 shows detail of depth contours after 2.5 hours (left panel), 26.5 hours

(middle panel) and 96 hours (right panel). The two rips prevailing in the first im-

age tend to skew to the north with the shift in direction of wave incidence and then

progressively migrate northwards. There is a corresponding reduction in along-

shore non-uniformity of the morphology. The rip cell circulation is replaced by a

long-shore current however some offshore directed flow is still evident near the

shoreline at less than 1m depth. Note that the wave climate for this period is char-

acterised by decreasing low energy swell and as such this transition is not be con-

sidered typical of a ’reset’ event as defined by the literature.
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Reducing risks to life and property in the coastal environment requires monitoring

of conditions to enhance our understanding of hazardous coastal processes. The

research presented in this thesis builds upon previous assessments of beach state by

incorporating short-term changes based on prevailing and forecast environmental

conditions. The analysis of transitions and identification of forcing can impact upon

future hazard ratings.

Long-term monitoring of physical coastal processes provides the foundation

for the development of predictive models of our coastal environment. With a con-

tinuous data collection program in place, there is also the opportunity to provide

real-time information to authorities charged with the duty of care of coastal users

and management of coastal infrastructure.

The Wright and Short (1984) beach state classification scheme has been adopted

as the basis for monitoring changes to beaches in response to the environmental

forcing of waves, wind, currents and tides. Because the driving forces are always

changing the beach is in a constant state of change. The environmental forcing

changes faster than the sediment transport so the morphology is rarely able to reach

an equilibrium state. Any attempt at a predictive approach necessitates the inclu-

sion of the antecedent morphology of the beach.

Accurate bathymetry prior to, during and after energetic wave conditions is

highly sought after for this field of research. Several attempts were made to cap-

ture data relating to antecedent beach states for this study using traditional meth-

ods of surveying and with novel designs for pressure gauges mounted on sleds.

The depth data derived from the pressure gauges were good and demonstrated
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the typical bar and trough profile. Errors associated with correcting the position of

the sled relative to the GPS on-board the towing craft were considered to be high.

Repeatability was low due to the dependance on fair weather and the assistance

of Council life guards was required. Hence, initial profiles for sediment transport

were derived from representative profiles obtained by the Gold Coast city council

hydrographic surveys (Strauss et al. 2006). The selection of a survey profile repre-

sentative of an intermediate beach state was assisted by video capture and analysis.

This lead to the development of an objective video derived discrimination of beach

state with potential to provide long term monitoring of beach conditions (Browne,

Strauss, Tomlinson & Blumenstein 2006).

The modelling has demonstrated the emergence of rhythmic features which

compare well to observations. The are inherent limitations resulting from such

uncontrollable inputs as the uncertainty of the accuracy of offshore topographic ef-

fects on wave propagation. The computation time of the model depends on the grid

size and time step so this also required a certain compromise. The model proved to

be stable at the temporal and spatial scales chosen for the study.

It is acknowledged that there is a necessary limitation in the expectation that

observed morphological features will be reproduced when using representative (or

idealised) bathymetry for the initialisation of sediment transport models. The fo-

cus here is thus constrained to describing the overall characteristics of recurring

features and identifying parameters associated with their emergence. The wave

climate applied in the modelling was constructed from time series of deep water

wave hindcasts for the actual transition period and is considered reliable and accu-

rate for this application (Strauss, Mirferendesk & Tomlinson 2007). In the absence

of suitable offshore bathymetry normally required for numerical wave models neu-

ral networks have demonstrated comparable results for short term prediction of

nearshore wave conditions (Browne, Castelle, Strauss, Tomlinson, Blumenstein &

Lane 2007).

The definition of processes resulting in beach state transitions and subsequent
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assessment of hazard associated with a developing beach state prescribe the dy-

namic variations inherent in a particular beach’s safety rating. Research is continu-

ing in this direction to develop assessment tools which integrate data collection and

numerical methods to enable short-term forecasting of coastal processes impacting

upon coastal users. Techniques being integrated range from numerical modelling

and video image analysis to complex artificial neural networks and shape detection

algorithms.

Here, we have reproduced the evolution of rip channel and morphological fea-

tures that represent a particular recurrent beach state. These features correspond to

those which can be observed in the images of an installed video monitoring system.

Data assimilation of video derived information into numerical models is an active

area of research and lends itself to potential operational systems for improvement

of the forecasting of changes to beach morphology on the order of days to weeks.

For example, van Dongeren, Plant, Cohen, Roelvink, Haller & Catalán (2008) de-

scribes a system which incorporates wave celerity, intertidal bathymetry and roller

dissipation terms, obtained through video imaging system, into a model that can

predict profile changes at time scales ranging from an individual storm to a year.

The results obtained in this thesis represent a somewhat rare case where the

prevailing hydrodynamic conditions have been directly identified and associated

with the emergence of specific morphology (Caballeria et al. 2002). Although spe-

cific cases have been identified and modelled with an analysis of the sensitivity to

some parameters, there are many remaining questions regarding the wave climate

to explore. Further research may be focussed upon the morphologic sensitivity to

the duration of a specific wave event and the impact of sequences of independent

directional swell events.
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Several classes of surf zone bar morphology have been described for a section of the

Northern Gold Coast beach. The Wright and Short (1984) classification scheme was

applied to differentiate between the intermediate beach states of longshore bar and

trough, rhythmic bar and beach and transverse bar and rip. Transitions between

these beach states were identified from sequential time averaged video images.

The prevailing wave climate prior to, during and following the transition between

beach states was described using parameterised wave data from wave buoys and

deep water wave model hindcasts (Strauss, Mirferendesk & Tomlinson 2007). Clear

mechanisms were proposed to be responsible for forcing the transitions and a nu-

merical physical process model was tested for its ability to reproduce the identified

beach state transitions (Strauss et al. 2006).

A regional wave model was created with bathymetric data to a depth of 100m,

(the approximate regional location of the continental shelf edge). The model bound-

ary conditions were obtained from a global wave model hindcast. Sensitivity test-

ing of several model parameters was conducted to determine appropriate settings

for wave propagation to the near-shore nested hydrodynamic model.

Nested models allowed a smooth propagation of wave conditions into the near

shore where a detailed hydrodynamic and sediment transport model was applied

to various initial bathymetric configurations.

It was first hypothesized that an initially longshore uniform (long shore bar and

trough) morphology could transform into a transverse bar and rip morphology in

response to a shift in wave direction from obliquely incident to shore-normally

incident. The numerical modelling was able to reproduce this morphodynamic
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sequence for state changes with timescales of the order of three days to a week.

The resulting bathymetry containing rip channels was used as an initial condi-

tion to simulate a morphodynamic sequence of bar straightening. The hypothesis

derived from observations of timex images and analysis of wave conditions is that

a transverse bar and rip morphology can tend towards a longshore uniform mor-

phology under the action of obliquely incident wave conditions. The establishment

of a longshore current induced by gradients in the radiation stress of obliquely ap-

proaching waves increases the longshore transport and tends to smooth out the

antecedent rip channel morphology.

This process was modelled for a low energy wave condition, demonstrating

that a high energy swell event is not necessarily the only requisite condition for the

appearance of a longshore bar and trough morphology. In the case modelled here

however there was only a low relief bar/trough formed. The almost linear profile

tended towards longshore uniform and the dissipation at the breakpoint could be

expected to appear to be longshore uniform, particularly in time-averaged images.

Under the action of increasing wave heights offshore bar migration is commonly

observed and this process was not further investigated in detail here.

In Summary, two scenarios have been described here that increase the likeli-

hood of a change in the existing beach state.

If we consider that:

- a significant change in wave direction can change beach state

- a rapid increase in incident energy can result in offshore bar migration and/or

lead to bar uniformity (e.g. storm bar and trough)

- slowly varying phenomena should be less likely to result in a sudden tran-

sition but a change in state would become more probable with an increase in the

forecast period (with regard to our present forecasting ability).

A combination of these parameters could provide an estimate of the likelihood

of a change from the current state. A potential extension of this research could lead

to a predictive system that forecasts a beach transition between LBT (linear) and
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TBR (curvilinear) states.



136 8. Conclusions



BIBLIOGRAPHY

Aarninkhof, S. G. J. (2000), Video based quantitative assessment of intertidal beach

variability., in ‘Proceedings 27th International Conference on Coastal Engi-

neering, Sydney, Australia, July 16-21, 2000, pp. 1836-1847’.

Aarninkhof, S., Ruessink, B. & Roelvink, J. (2005), ‘Nearshore subtidal bathymetry

from time-exposure video images’, Journal of Geophysical Research-Oceans

110(C6), C06011.

Ackers, P. & White, W. R. (1973), ‘Sediment transport: new approach and analysis’,

Journal of Hydraulics Division 99(1), 2041–2060.

Arakawa, A. & Lamb, V. (1977), ‘Computational design of the basic dynamical pro-

cesses of the ucla general circulation model.’, Methods in Computational Physics

17, 174–267.

Bagnold, R. A. (1966), ‘An approach to the sediment transport problem from gen-

eral physics.’, U.S. Geological Survey Professional Paper 422-I, Washington .

Bailard, J. A. (1981), ‘An energetic total load sediment transport model for a plane

sloping beach.’, Journal of Geophysical Research, 86(C11) 10938-10954 .

Bailard, J. A. & Inman, D. L. (1981), ‘An energetics bedload model for a plane slop-

ing beach: Local transport.’, Journal of Geophysical Research 86 (C3), 2035–2043.

Baldock, T. E., Holmes, P., Bunker, S. & Van Weert, P. (1998), ‘Cross-shore hydrody-

namics within an unsaturated surf zone’, Coastal Engineering 34, 173196.



Barcilon, A. I. & Lau, J. P. (1973), ‘A model for formation of transverse bars.’, Journal

of Geophysical Research 78, 2656–2664.

Battjes, J. A. (1974), Surf similarity., in ‘Proceedings of the 14th International Con-

ference on Coastal Engineering, ASCE, pp. 446-480.’.

Battjes, J. A. (1988), ‘Surf-zone dynamics.’, Annual Review of Fluid Mechanics 20, 257-

293. .

Bijker, E. W. (1971), ‘Longshore transport computations’, Journal of the Waterways,

Harbors and Coastal Engineering Division 97 (4), 687–701.

Birkemeier, W. (1984), Time scales of nearshore profile change., in ‘Proceedings of

the 19th International Conference on Coastal Engineering (ASCE), pp. 1507-

1521.’.

Black, K. P., Gorman, R. M. & Bryan, K. R. (2002), ‘Bars formed by horizontal diffu-

sion of suspended sediment.’, Coastal Engineering 47, 53–75.

Black, K. P. & Mead, S. (2007), ‘Sand bank responses to a multi-purpose reef on

an exposed sandy coast.’, Shore protection and surfing dedicated issue: Shore and

Beach 75(4), 55–66.

Boak, L., McGrath, J. & Jackson, L. A. (2000), IENCE - A Case Study - The Northern

Gold Coast Beach Protection Strategy, Technical report, International Coastal

Management (ICM).

Booij, N., Ris, R. C. & Holthuijsen, L. H. (1999), ‘A third-generation wave model

for coastal regions. 1. model description and validation’, Journal of Geophysical

Research 104(C4), 7649–7666.

Bouws, E. & Komen, G. J. (1983), ‘On the balance between growth and dissipation

in an extreme depth-limited wind-sea in the southern North Sea’, Journal of

Physical Oceanography 13, 1653–1658.

224



Bowen, A. J. (1969), ‘Rip currents 1: Theoretical investigations.’, Journal of Geophys-

ical Research 74: pp. 5468-5478 .

Bowen, A. J. & Holman, R. A. (1989), ‘Shear instabilities of the mean longshoe cur-

rent, 1. theory.’, J. Geophys. Res. 94 (C12), 18,023–18,030.

Bowen, A. J. & Inman, D. L. (1969), ‘Rip currents, 2: Laboratory and field observa-

tions’, Journal of Geophysical Research 74, 5479–5490.

Bowen, A. J. & Inman, D. L. (1971), ‘Edge waves and crescentic bars.’, Journal of

Geophysical Research 76 (36), 8662–8671.

Bowen, A. J., Inman, D. L. & Simmons, V. P. (1968), ‘Wave set-down and set-up’,

JGR, 73, No. 8, 1968 .

Brander, R. W. (1997), Field monitoring of low-energy rip current systems., in ‘Pro-

ceedings of the Institute of Australian Geographers and New Zealand Geo-

graphical Society Second Joint Conference. Hobart, Tasmania’.

Brander, R. W. (1999), ‘Field observations on the morphodynamic evolution of a

low energy rip current system.’, Marine Geology, 157, pp. 199-217 .

Brander, R. W. & Short, A. D. (2000), ‘Morphodynamics of a large-scale rip current

system at muriwai beach, new zealand’, Marine Geology 165 (2000) 2739 .

Brander, R. W. & Short, A. D. (2001), ‘Flow kinematics of low-energy rip current

systems.’, Journal of Coastal Research 17(2), 468–481.

Browne, M., Blumenstein, B., Tomlinson, R., Strauss, D. & Lane, C. (2005), An in-

telligent system for remote monitoring and prediction of beach safety., in ‘The

IASTED International Conference on Artificial Intelligence and Applications

(AIA 2005), Innsbruck, Austria, pp. 533-538.’.

Browne, M., Castelle, B., Strauss, D., Tomlinson, R., Blumenstein, B. & Lane, C.

(2007), ‘Near-shore swell estimation from a global wind-wave model: Spec-

225



tral process, linear, and artificial neural network models’, Coastal Engineering

54, 445–460.

Browne, M., Strauss, D., Castelle, B., Blumenstein, M., Tomlinson, R. & Lane, C.

(2006), ‘Empirical estimation of nearshore waves from a global deep-water

wave model’, IEEE Geoscience and remote sensing letters 3 (4), 462–466.

Browne, M., Strauss, D., Tomlinson, R. & Blumenstein, M. (2006), ‘Objective beach-

state classification from optical sensing of cross-shore dissipation profiles’,

IEEE Transactions On Geoscience And Remote Sensing VOL. 44, NO. 11, 3418–

3426.

Caballeria, M., Coco, G., Falques, A. & Huntley, D. A. (2002), ‘Self-organization

mechanisms for the formation of nearshore crescentic and transverse sand

bars’, Journal of Fluid Mechanics 465, 379–410.

Caldwell, P. C. (2004), An empirical method for estimating surf heights from deep

water significant wave heights and peak periods in coastal zones with nar-

row shelves, steep bottom slopes, and high refraction, in ‘8th International

Workshop on Wave Hindcasting and Forecasting. North Shore, Oahu, Hawaii.

November 14 -19, 2004 http://www.oceanweather.com/8thwave’.

Calvete, D., Coco, G., Falqués, A. & Dodd, N. (2007), ‘(Un)predictability in rip chan-

nel systems.’, Geophysical Research Letters 34.

Calvete, D., Dodd, N., Falqus, A. & van Leeuwen, S. M. (2005), ‘Morphological de-

velopment of rip channel systems: Normal and near-normal wave incidence’,

J. Geophys. Res. 110, 1–18.

CERC (1973), Shore protection manual 12(1&2)., Technical report, U.S. Army

Coastal Engineering Research Centre. Department of the Army Corps of En-

gineers: Huntsville, AL.

226



CERC (1984), Shore protection manual., Technical report, U.S. Army Corps of Engi-

neers, Waterways Experiment Station, Coastal Engineering and Research Cen-

ter, Volumes I and II, U.S.Government Printing Office, Washington, D.C.

Chickadel, C. C., Holman, R. A. & Freilich, M. H. (2003), ‘An optical technique for

the measurement of longshore currents’, Journal of Geophysical Research 108.

Coco, G., Huntley, D. A. & O’Hare, T. J. (2000), ‘Investigation of a self-organization

model for beach cusp formation and development’, Journal of Geophysical Re-

search 105 (C9), 21991–22002.

Cohen, A. (2003), Video-derived observations of longshore currents., Master’s the-

sis, Delft UT.

Collins, J. (1972), ‘Prediction of shallow water spectra.’, Journal of Geophysical Re-

search 77, No. 15,, 2693–2707.

Dalrymple, R. A. (1975), ‘A mechanism for rip current generation on an open

coast.’, Journal of Geophysical Research. 80, 3485–3487.

Damgaard, J., Dodd, N., Hall, L. & Chesher, T. (2002), ‘Morphodynamic modelling

of rip channel growth’, Coastal Engineering 45, 199–221.

Davidson, M. A., Russel, P. E., Huntley, D. A. & Hardisty, J. (1993), ‘Tidal asymme-

try in suspended sand transport on a macrotidal intermediate beach.’, Marine

Geology, 110, 333-353. .

Dean, R. G. (1973), Heuristic model of sand transport in the surf zone., in ‘Proceed-

ings of engineering dynamics in the surf zone, Institute of Engineers, Aus-

tralia, pp 208-214.’.

Deigaard, R., Drønen, N., Fredsøe, J., Jensen, J. & Jørgensen, M. (1999), ‘A morpho-

logical stability analysis for a long straight barred coast’, Coastal Engineering

36 (3), 171–195.

227



Delft Hydraulics Laboratory (1970), Gold Coast, Queensland, Australia: Coastal

Erosion and Related Problems, R257, Technical report, Delft Hydraulics Labo-

ratory, The Netherlands.

DHL (2005a), Delft 3d flow user manual., Technical report, WL/Delft Hydraulics,

the Netherlands.

DHL (2005b), Delft 3d wave user manual., Technical report, WL/Delft Hydraulics,

The Netherlands.

DHL (2007), Delft 3d flow user manual, Technical report, Delft Hydraulics.

Dodd, N., Blondeaux, P., Calvete, D., De Swart, H., Falques, Hulscher, S., Rozynski,

G. & Vittori, G. (2003), ‘Understanding coastal morphodynamics using stabil-

ity methods’, Journal of Coastal Research 19 (4), 849 – 865.

Drønen, N., Karunarathna, H., Fredsøe, J., Mutlu-Sumer, B. & Deigaard, R. (2002),

‘An experimental study of rip channel flow’, Coastal Engineering 45, 223238.

Dronkers, T. (2001), Intertidal morphodynamics at narrowneck reef: Intra-annual

video observations and predictions of long-term shoreline response, Master’s

thesis, Delft University of Technology.

Einstein, H. A. (1950), The bed-load function for sediment transport in open chan-

nel flow., Technical report, Technical Bulletin 1026, U.S. Department of Agri-

culture, Washington, D.C.

Elgar, S., Herbers, T. H. C. & Guza, R. T. (1994), ‘Reflection of ocean surface gravity

waves from a natural beach’, Journal of Physical Oceanography 24, 1503–1511.

Elias, E., Cleveringa, J., Buijsman, M. C., Roelvink, J. A. & Stive, M. J. F. (2006),

‘Field and model data analysis of sand transport patterns in texel tidal inlet

(the netherlands)’, Coastal Engineering 53, 505–529. Delft-3D morphological

model, various parametric settings.

228



Elias, E., Walstra, D. & Roelvink, J. (2000), The egmond model; calibration, valida-

tion and evaluation of delft3d-mor with field measurements, in ‘Proceedings

27th International Conference on Coastal Engineering, July 16-21, 2000, Syd-

ney, ASCE, pp. 2714-2727.’.

Engelund, F. & Hansen, E. (1967), A monograph on sediment transport in alluvial

streams., Technical report, Teknisk Forlag, Copenhagen, Denmark.

Environmental Services Division - Coastal Services (2004), Coastal services monitor

storm event - march 2004, Technical report, Environmental Protection Agency,

Queensland Government.

Falqués, A., Coco, G. & Huntley, D. (2000), ‘A mechanism for the generation of

wave-driven rhythmic patterns in the surf zone.’, Journal of Geophysical Re-

search 105, 24071 – 24087.

Fowler, R. E. & Dalrymple, R. A. (1991), ‘Wave group forced nearshore circulation:

A generation mechanism for migrating rip currents and low frequency mo-

tion’, Center for Applied Coastal Research, Res. Rpt. CACR-91-03 .

Fredsoe, J. & Diegaard, R. (1992), Mechanics of Coastal Sediment Transport, World

Scientific.

Frijlink, H. C. (1952), ‘Discussion des formules de debit solide de kalinske, einstein

et meyer peter et mueller compte tenue des mesures recentes de transport

dans les rivieres neerlandaises.’, HC Frijlink - 2me Journal Hydraulique Societe

Hydraulique de France, Grenoble. pp. 98–103.

Gallagher, E. L., Elgar, S. & Guza, R. T. (1998), ‘Observations of sand bar evolution

on a natural beach.’, Journal of Geophysical Research, 103, C2, pp. 3203-3215 .

Gourlay, M. R. (1968), Beach and dune erosion tests. report no. m935 / m936., Tech-

nical report, Delft Hydraulics Laboratory.

229



Grunnet, N. M., Walstra, D. J. R. & Ruessink, B. G. (2004), ‘Process-based modelling

of a shoreface nourishment’, Coastal Engineering 51, 581–607.

Guza, R. T. & Inman, D. L. (1975), ‘Edge waves and beach cusps.’, Journal of Geo-

physical Research. 80: 2998-3012 .

Guza, R. T. & Thornton, E. B. (1982), ‘Swash oscillations on a natural beach’, Journal

of Geophysical Research 87(C1), 483–491.

Haller, M. C., Dalrymple, R. A. & Svendsen, I. A. (1997), Experimental modeling of

a rip current system, in ‘Waves ’97: Proceed Reprinted from WAVES, Proceed-

ings of the Third International Symposium on Ocean Wave Measurement and

Analysis, Virginia Beach, VA’.

Haller, M. C., Dalrymple, R. A. & Svendsen, I. A. (2002), ‘Experimental study of

nearshore dynamics on a barred beach with rip channels.’, J. Geophys. Res. 107.

Hallermeier, R. (1982), ‘Oscillatory bedload transport: data review and simple for-

mulation.’, Continental Shelf Research, 1, pp. 159-190 .

Hanes, D. & Huntley, D. (1986), ‘Continuous measurements of suspended sand

concentration in a wave dominated nearshore environment.’, Continental Shelf

Research, 6, 585-596 .

Hasselmann, K. (1974), ‘On the spectral dissipation of ocean waves due to white-

capping.’, Boundary Layer Meteorology 6, 107–127.

Hasselmann, K., Barnett, T. P., Bouws, E., Carlson, H., Cartwright, D. E., Enke,

K., Ewing, J. A., Gienapp, H., Hasselmann, D. E., Kruseman, P., Meerburg,

A., Müller, P., Olbers, D. J., Richter, K., Sell, W. & Walden, H. (1973), ‘Measure-

ments of wind-wave growth and swell decay during the Joint North Sea Wave

Project’, Deutsche Hydrographische Zeitschrift 8(12), 1–95. Suppl. A.

Herbers, T.H.C., S. E. & Guza, R. (1995), ‘Generation and propagation of infragrav-

ity waves’, J. Geophys. Res. 100 (C12), 24,863–24,872.

230



Hino, M. (1974), Theory on formation of rip-current and cuspidal coast, in ‘Proc. 14

th Int. Conf. Coastal Eng’, pp. 901–919.

Hoefel, F. & Elgar, S. (2003), ‘Wave induced sediment transport and sanbar migra-

tion’, Science 299, 1885–1887.

Holland, K. T., Puleo, J. A. & Kooney, T. N. (2001), ‘Quantification of swash flows

using video-based particle image velocimetry.’, Coastal Engineering 44, 65 77 .

Holman, R. A. (1983), Edge Waves and the configuartion of the Shoreline, CRC Handbook

of Coastal Processes and Erosion, CRC Press, chapter 2, pp. 21–33.

Holman, R. A. (1995), ‘Nearshore processes’, Reviews of Geophysics 33.

Holman, R. & Bowen, A. (1982), ‘Bars bumps and holes: models for the generation

of complex beach topography’, J. Geophys. Res 87 (C1), 457–468.

Holthuijsen, L. H., Booij, N. & Ris, R. C. (1993), A spectral wave model for the

coastal zone., in ‘Proceedings of the 2nd International Symposium on Ocean

Wave Measurements and Analysis, ASCE, New Orleans, USA, 630-641.’.

Homma, M. & Sonu, C. J. (1963), Rhythmic patterns of longshore bars related to

sediment characteristics., in ‘Proceedings of the 8th International Conference

on Coastal Engineering, Mexico City. pp 248-278’, pp. 248–278.

Howd, P. A., Bowen, A. J. & Holman, R. (1992), ‘Edge waves in the presence of

strong longshore currents.’, Journal of Geophysical Research 97(C7), 11357–11371.

Howd, P. A., Oltman-Shay, J. & Holman, R. A. (1991), ‘Wave variance partitioning

in the trough of a barred beach.’, J. Geophys. Res. 96(C7), 12,781–12,795.

Hsu, Y. L., Dykes, J. D., Allard, R. A. & Wang, D. W. (2008), Validation test report

for delft3d, Technical report, Naval Research Laboratory, Stennis Space Center,

MS, USA.

231



Huntley, D. A. & Short, A. D. (1992), ‘On the spacing between observed rip cur-

rents’, Coastal engineering 17, 211–225.

Hutt, J. A., Black, K. P. & Mead, S. T. (1998), Narrowneck reef. Report 1: Surf Zone

Experiments. Report prepared for GCCC by Centre of Excellence in Coastal

Oceanography and Marine Geology., Technical report, University of Waikato

and NIWA.

Hyder Consulting, Patterson Britton & Partners and WBM Oceanics Australia

(1997), Tweed river entrance sand bypassing project permanent bypassing sys-

tem, Technical report, NSW Department of Land and Water Conservation and

Qld Department of Environment.

Inman, D. L. & Bowen, A. J. (1963), Flume experiments on sand transport by waves

and currents., in ‘Proc. 8th Int. Coastal Eng. Conf., pp 137-150, Am. Soc. of Civ.

Eng., New York’.

Institution of Engineers Australia (2000), Research priorities for coastal and ocean

engineering in australia, Technical report, The National Committee on Coastal

and Ocean Engineering.

Jackson, L. A. (1992), Coastal engineering works - Gold Coast Beach Replenishment

Report, No. 152 , Technical report, Gold Coast City Council.

Jackson, L. A. & McGrath, J. E. (1993), Proposed headland for surfers paradise.,

in ‘12th Australasian Coastal And Ocean Engineering Conference, Adelaide,

May, 1995’.

Jackson, L. A., McGrath, J. & Tomlinson, R. B. (1997), Strategy for protection of

the northern gold coast beaches., in ‘Pacific Coasts and Ports 97: Proceedings

of the 13th Australasian Coastal and Ocean Engineering Conference and the

6th Australasian Port and Harbour Conference, 7-11 September, 1997. Cen-

232



tre for Advanced Engineering, University of Canterbury, Christchurch, New

Zealand. pp. 279-284, ISBN 0-908993-15-3.’. ISBN 0-908993-15-3.

Johnson, D. & Pattiaratchi, C. (2003), ‘Transient rip currents and nearshore circu-

lation on a swell dominated beach.’, Journal of Geophysical Research Oceans,

(CWR publications, ED1771DJ). .

Kennedy, J. F. (1963), ‘The mechanics of dunes and anti-dunes in erodible bed chan-

nels.’, Journal of Fluid Mechanics 16, 521–544.

Komar, P. D. (1979), ‘Beach-slope dependence of longshore currents.’, Journal of Wa-

terway, Port, Coastal, and Ocean Division 105, 460463.

Komar, P. D. (1998), Beach Processes and Sedimentation: 2nd Edition, Prentice Hall,

Upper Saddle River, N.J.

Komar, P. D. & Gaughan, M. K. (1972), Airy wave theory and breaker height pre-

diction., in ‘Proceedings of the 13th Conference on Coastal Engineering, ASCE,

pp. 405-418.’.

Komar, P. D. & Inman, D. L. (1970), ‘Longshore sand transport on beaches’, Journal

of Geophysical Research 75(30), 5514–5527.

Lane, C., Short, A., Strauss, D., Tomlinson, R., Tan, C. & Blumenstein, M. (2010),

Monitoring rips, hazards and risk on beaches, in ‘Paper presented at the 1st

International Rip Current Symposium, February 17-19, 2010, Miami, Florida.’.

Leendertse, J. (1987), A three-dimensional alternating direction implicit model with

iterative fourth order dissipative non-linear advection terms. wd-3333, Tech-

nical report, Rijkswaterstaat, The Netherlands.

Lesser, G. R., J. van Kester, D. W. & Roelvink, J. (2001), ‘Three-dimensional mor-

phological modelling in delft3d-flow’, SASME Book of Abstracts .

233



Lesser, G. R., Roelvink, J. A., van Kester, J. A. T. M. & Stelling, G. S. (2004), ‘Devel-

opment and validation of a three-dimensional morphological model’, Coastal

Engineering 51, 883 915.

Lippmann, T. (2001), ‘Wave breaking and wave driven flow in the nearshore.’, Ab-

stract .

Lippmann, T., Herbers, T. H. C. & Thornton, E. B. (1999), ‘Gravity and shear wave

contributions to nearshore infragravity motions.’, Journal of Physical Oceanog-

raphy 29, 231–239.

Lippmann, T. & Holman, R. (1990), ‘The spatial & temporal variability of sand bar

morphology’, Journal of Geophysical Research. 95 (C7), 11575–11590.

Lippmann, T., Holman, R. & Hathaway, K. (1993), ‘Episodic, nonstationary behav-

ior of a double bar system at duck, north carolina, u.s.a.’, Journal of Coastal

Research. Special Issue, 15, 49–75.

Lippmann, T., Thornton, E. & Reniers, A. (1996), Wave stress and longshore cur-

rents on barred profiles., in ‘Proceedings Coastal Dynamics, ’95, ASCE, New

York, 401-412.’.

Longuet-Higgins, M. S. (1970), ‘Longshore currents generated by obliquely incident

sea waves’, Journal of Geophysical Research 75, 6778–6789.

Longuet-Higgins, M. S. & Stewart, R. W. (1964), ‘Radiation stress in water waves, a

physical discussion with applications’, Deep Sea Research 11, 529–563.

Mackie, I. (1999), ‘Patterns of drowning in australia, ”1992-1997”.’, Medical Journal

of Australia, 171: ”587590. ” .

MacMahan, J. H., Thornton, E. B. & Reniers, A. J. H. M. (2006), ‘Rip current review’,

Coastal Engineering 53, 191–208.

234



MacMahan, J., Thornton, E., Stanton, T. & Reniers, A. (2005), ‘Ripex: Observations

of a rip current system’, Marine Geology 218, 113–134.

Madsen, O. S., Poon, Y.-K. & Graber, H. C. (1988), Spectral wave attenuation by

bottom friction: theory, in ‘Proceedings of the 21th international conference

on coastal engineering’, ASCE, pp. 492–504.

Masselink, G. (2004), ‘Formation and evolution of multiple intertidal bars on

macrotidal beaches: application of a morphodynamic model’, Coastal Engi-

neering 51, 713–730.

Masselink, G. & Pattiaratchi, C. B. (2000), ‘Tidal asymmetry in sediment resuspen-

sion on a macrotidal beach.’, Marine Geology, 163, 257274. .

Masselink, G., Russell, P., Coco, G. & Huntley, D. (2004), ‘Test of edge wave forc-

ing during formation of rhythmic beach morphology’, Journal of Geophysical

Research 109, 6003.

Masselink, G. & Short, A. D. (1993), ‘The effect of tide range on beach morpho-

dynamics and morphology: a conceptual beach model.’, Journal of Coastal Re-

search, 9 (3), 785-800. .

Meyer-Peter, E. & Muller, R. (1948), Formulas for bed load transport., in ‘Proceed-

ings of the 3rd Meeting of IAHR Stockholm; 3946.’.

Misra, S., Kennedy, A., Kirby, J. & Dalrymple, R. (2000), Determining water depths

from surface images using boussinesq equations., in ‘Proc. Int. Conf. Coastal

Eng., Sydney, Australia, July 16-21, 2000.’.

Moffatt, B. (1991), Coastal Studies, Wet Paper Publishers, Gold Coast, Qld.

Nicholson, J., Broker, I., Roelvink, J. A., Price, D., Tanguay, J. M. & Moreno, L.

(1997), ‘Intercomparison of coastal area morphodynamic models’, Coastal En-

gineering 31, 97-123 .

235



Nielsen, P., Brander, R. & Hughes, M. (2001), Rip currents: observations of hy-

drauliic gradients, friction factors and wave pump efficiency., in ‘Coastal Dy-

namics 2001’.

Nipius, K. (1998), Dwarstransportmodellering m.b.v. bailard toegepast op de vo-

ordelta grevelingen-monding (in dutch). msc. thesis., Master’s thesis, Delft

University of Technology.

Osborne, P. D. & Rooker, G. A. (1999), ‘Sand re-suspension events in a high energy

infragravity swash zone’, Journal of coastal research 15, 74–86.

Peregrine, D. H. (1983), ‘Breaking waves on beaches.’, Annual Review of Fluid Me-

chanics 15, 149-178. .

Piotrowski, C. & Dugan, J. (2002), ‘Accuracy of bathymetry and current retrievals

from airborne optical time-series imaging of shoaling waves.’, IEEE Transac-

tions on Geoscience and Remote Sensing, 40 (12), 2602-2612 .

Plant, N. & Holman, R. (1997), ‘Intertidal beach profile estimation using video im-

ages.’, Mar. Geol, 140, 1-24, .

Raffel, M., Willert, C. & Kompenhans, J. (1998), Particle Image Velocimetry, A Practical

Guide., Springer-Verlag, ISBN 3-54063683-8.

Ranasinghe, R., Hacking, N. & Evans, P. (2001), Multi-functional artificial surf

breaks: A review, Technical report, Centre for Natural Resources: NSW De-

partment of Land and Water Conservation.

Ranasinghe, R., McLoughlin, R., Short, A. & Symonds, G. (2004), ‘The southern

oscillation index, wave climate, and beach rotation’, Marine Geology 204, 273–

287.

Ranasinghe, R., Symonds, G., Black, K. & Holman, R. (2000), Processes governing

rip spacing, persistence and strength in a swell dominated, microtidal envi-

ronment., in ‘Proc. Int. Conf. Coastal Eng., Sydney, Australia, July 16-21, 2000.’.

236



Ranasinghe, R., Symonds, G., Black, K. & Holman, R. (2004), ‘Morphodynamics

of intermediate beaches: a video imaging and numerical modelling study’,

Coastal Engineering 51 (2004) 629655 51, 629655.

Reniers, A. J. H. M., Roelvink, J. A. & Thornton, E. B. (2004), ‘Morphodynamic mod-

elling of an embayed beach under wave group forcing.’, Journal of Geophysical

Research 109.

Reniers, A. J. H. M., Thornton, E. B., Stanton, T. P. & Roelvink, J. A. (2004), ‘Ver-

tical flow structure during sandy duck: observations and modeling.’, Coastal

Engineering 51 (2004) 237260 .

Reniers, A., Roelvink, D. & van Dongeren, A. (1995), Morphodynamic response to

wave group forcing, Technical report, Delft University of Technology and WL

— delft hydraulics.

Reniers, A., Roelvink, J. & Van Dongeren, A. (2000), Morphodynamic response to

wave group forcing., in ‘Proceedings 27th International Conference on Coastal

Engineering, July 16-21, 2000, Sydney, ASCE, pp. 3218-3228.’.

Rienecker, M. M. & Fenton, J. D. (1981), ‘A fourier method for steady water waves.’,

Journal of Fluid Mechanics. Vol. 104,, pp. 199–137.

Ris, R. C., Holthuijsen, L. H. & Booij, N. (1999), ‘A third-generation wave model for

coastal regions. 2. verification’, Journal of Geophysical Research 104(C4), 7667–

7681.

Roelvink, D. (1993), Surf beat and its effects on cross-shore profiles., PhD thesis,

Delft University of Technology.

Roelvink, J. A. & Stive, M. J. F. (1989), ‘Bar-generating cross-shore flow mechanisms

on a beach.’, Journal of Geophysical Research Vol. 94, NO. C4, pp 4785–4800.

237



Roelvink, J. A. & Walstra, D. J. R. (2004), Keeping it simple by using complex mod-

els, in ‘The 6th Int. Conf. on Hydroscience and Engineering (ICHE-2004), May

30-June 3, Brisbane, Australia’.

Ruessink, B. & Kroon, A. (1994), ‘The behaviour of a multiple bar system in the

nearshore zone of terschelling: 1965-1993.’, Marine Geology 121, 187–197.

Ruessink, B., Walstra, D. & Southgate, H. (2003), ‘Calibration and verification of a

parametric wave model on barred beaches’, Coastal Engineering 48, 139149.

Sayce, A., Black, K. P. & Gorman, R. (1999), Breaking wave shape on surfing reefs.,

in ‘Proceedings Coasts and Ports 99, Vol. 2, 596-603.’.

Scarfe, B. (2008), Oceanographic Considerations for the Management and Protec-

tion of Surfing Breaks, PhD thesis, Earth and Ocean Sciences, University of

Waikato, New Zealand.

Shand, R. D., Bailey, D. G. & Shepard, M. J. (1999), ‘An intersite comparison of net

offshore bar migration characteristics and environmental conditions’, Journal

of Coastal Research 15 (3), 750–765.

Shand, R. D., Bailey, D. G. & Shepard, M. J. (2001), ‘Longshore realignment of shore-

parallel sand-bars at wanganui, new zealand.’, Marine Geology 179, 147–161.

Shepard, F. P., Emery, M. O. & LeFond, E. C. (1941), ‘Rip currents: A process of

geological importance.’, Journal of Geology, 49, 337-369 .

Shepard, F. P. & Inman, D. L. (1950), ‘Nearshore water circulation related to bottom

topography and wave refraction.’, Eos Trans. AGU, 31(2), 196-212. .

Short, A. (1985), ‘Rip-current type, spacing and persistence, narrabeen beach, aus-

tralia’, Marine Geology 65, 47–71.

Short, A. (2000), Beaches of the Queensland Coast: Cooktown to Coolangatta, Australian

Beach Safety and Management Program, Sydney.

238



Short, A. D. (2006), ‘Australian beach systems - nature and distribution’, Journal of

Coastal Research 22(1), 11–27.

Short, A. D. & Hogan, C. L. (1994), Rip currents and beach hazards, their impact on.

public safety and implications for coastal management., in ‘C.W. Finkl, Editor,

Coastal Hazards, Journal of Coastal Research, Special Issue vol. 12’.

Smit, M., Reniers, A. & Stive, M. (2005), Nearshore bar response to time varying

conditions, in ‘Coastal Dynamics 95: Proceedings of the 5th International Con-

ference on Coastal Dynamics 2005 - Barcelona, Spain - 4-8 April 2005’.

Smit, M. W. J., Reniers, A. J. H. M., Ruessink, B. G. & Roelvink, J. A. (2008), ‘The

morphological response of a nearshore double sandbar system to constant

wave forcing’, Coastal Engineering 55, 761–770.

Smith, A. (1994), ‘Response of beachfront residents to coastal erosion along the

queensland gold coast austral’, Journal of Coastal Research, Special Issue No.12. .

Sonu, C. J. (1972), ‘Field observations of nearshore circulation and meandering cur-

rents.’, Journal of Geophysical Research, 77, 3232-3247. .

Soulsby, R. (1997), Dynamics of marine sands, a manual for practical applications,

Thomas Telford Publications, London.

Stelling, G. (1984), On the construction of computational methods for shallow water

flow problems. rijkswaterstaat communications 35., Technical report, Rijkswa-

terstaat, The Netherlands.

Stockdon, H. & Holman, R. (2000), ‘Estimation of wave phase speed and nearshore

bathymetry from video imagery.’, Journal of Geophysical Research 105, 22,105-

22033. .

Strauss, D., Browne, M., Tomlinson, R. & Hughes, L. (2006), Numerical modelling

and video analysis of intermediate beach state transitions, in ‘Proceeding of

239



the 7th International Conference on Hydroscience and Engineering, Philadel-

phia, USA.’.

Strauss, D., Deshoulieres, A., Tomlinson, R. & Lane, C. (2007), Near-shore wave

condition forecasts for the southeast queensland region, in ‘Inaugural Queens-

land Coastal Conference 2007, 17th - 19th September 2007, Bundaberg, Qld’.

Strauss, D., Mirferendesk, H. & Tomlinson, R. (2007), ‘Comparison of two wave

models for gold coast, australia’, Journal of Coastal Research SI 50.

Strauss, D., Tomlinson, R., Lane, C. & Blumenstein, M. (2009), Assessments of

coastal hazards - coastsafe alive australia, in ‘Queensland Coastal Conference

2009, 12-15 May, 2009, Gold Coast, Australia’.

Surf Life Saving Australia (2006), 2006 national surf safety report, Technical report,

Surf Life Saving Australia.

Sutherland, J., Peet, J. & Soulsby, R. (2004), ‘Evaluating the performance of mor-

phological models’, Coastal Engineering 51, 917 939.

Symonds, G., Holman, B. & Bruno, B. (1998), Rip currents., in ‘Proc. Coastal Dy-

namics 97, E.B. Thornton (ed), Plymouth, U.K., ASCE, 584-593.’.

Symonds, G. & Ranasinghe, R. (2000), On the formation of rip currents on a plane

beach., in ‘Proc. Int.Conf. Coastal Eng., Sydney, Australia, July 16-21, 2000’.

Thornton, E. B. & Stanton, T. P. (2006), Near shore wave and sediment processes,

Technical report, Naval Postgraduate school, Monterey, CA.

Thornton, E., Dalrymple, T., Drake, T., Gallagher, E., Guza, B., Hay, A., Holman,

R., Kaihatu, J., Lippmann, T. & Ozkan-Haller, T. (2000), State of nearshore pro-

cesses research: II; report based on nearshore research workshop, st. peters-

burg, florida, 1998, Technical report, Naval Postgraduate School, Monterey,

California.

240



Thornton, E. & Guza, R. (1989), Models for surf zone dynamics., Plenum, New York.

Thornton, E., Humiston, R. & Birkemeier, W. (1996), ‘Bar/trough generation on a

natural beach.’, J. Geophysical Research, 101 (C5), 12,097-12,110. .

Thornton, E. & Kim, C. (1993), ‘Longshore current and wave height modulation

at tidal frequency inside the surf zone’, J. Geophysical Research, 98(C9), 16,509

16,519. .

Turner, I., Dronkers, T., Roman, C., Aarninkhof, S. & McGrath, J. (2001), The ap-

plication of video imaging at the gold coast to quantify beach response to

sand nourishment and construction of an artificial reef., in ‘15th Australasian

Coastal and Ocean Engineering Conference, IEA, Gold Coast, 5560, 2001.’.

Turner, I. L. (2003), Analysis of shoreline change: August 2002 - january 2003 re-

port 7: Northern gold coast coastal imaging system, Technical report, Water

Research Laboratory, University of New South Wales.

Turner, I. L. (2006), Analysis of shoreline variability, seasonaility and erosion / ac-

cretion trends: August 2005 - january 2006. report 13: Northern gold coast

coastal imaging system, Technical report, Water Research Laboratory, Univer-

sity of New South Wales.

Turner, I., Leyden, V., Symonds, G., McGrath, J., Jackson, L., Jancar, T., Aarninkhof,

S. & Elshoff, I. (2000), Comparison of observed and predicted coastline

changes at the gold coast artificial (surfing) reef,, in ‘Proceedings of the 27th

International Conference on Coastal Engineering, Sydney, Australia.’.

Turner, I., Whyte, D., Ruessink, B. & Ranasinghe, R. (2007), ‘Observations of rip

spacing, persistence and mobility at a long, straight coastline’, Marine Geology

236, 209–221.

Ursell, F. (1952), ‘Edge waves on a sloping beach.’, Proc. R. Soc. A. 214.

241



van Dongeren, A., Plant, N., Cohen, A., Roelvink, D., Haller, M. & Catalán, P.

(2008), ‘Beach wizard: Nearshore bathymetry estimation through assimila-

tion of model computations and remote observations’, Coastal Engineering

55(12), 1016–1027.

van Dongeren, A. R. & Svendsen, I. A. (2000), ‘Nonlinear and 3d effects in leakyin-

fragravity waves’, Coastal Engineering 41, 467–496.

van Enckevort, I. M. J. & Ruessink, B. G. (2003), ‘Video observations of nearshore

bar behaviour. part 2:alongshore non-uniform variability’, Continental Shelf Re-

search 23 (2003) 513532 .

van Enckevort, I. M. J., Ruessink, B. G., Coco, G., Suzuki, K., Turner, I. L., Plant,

N. G. & Holman, R. A. (2004), ‘Observations of nearshore crescentic sandbars’,

Journal of Geophysical Research VOL. 109, 1029–2003.

Van Rijn, L. (1993), ‘Transport of fine sands by currents and waves.’, Journal of Wa-

terway, Port, Coastal and Ocean Engineering 119 (2),, 123143.

Van Rijn, L. C. (1984), ‘Sediment transport, part 1: bed load transport’, Journal of

Hydraulic Engineering 110.

Van Rijn, L. C., Walstra, D. J. R. & Van Ormondt, M. (2004), ‘Description of

transpor2004 and implementation in delft3d, wl — delft hydraulics report

z3748.00’.

Walsh, A. (2000), Surf zone dynamics at the northern gold coast beaches: Baseline

data assessment for the ngcbps environmental monitoring program volume

2., Technical report, GCCM Research Report 00/3.

Walsh, A. & Tomlinson, R. (1999), Rip currents at an open coast beach: Morphody-

namic beach state development and beach safety. GCCM.

242



Walsh, A., Tomlinson, R., McGrath, J., Boak, E. & Jackson, A. (1999), Environmen-

tal monitoring of the northern gold coast beach protection strategy, in ‘Pro-

ceedings of Coasts & Ports 99, 14th Australasian Coastal and Ocean Engineer-

ing Conference and the 7th Australasian Port and Harbour Conference, Perth,

Australia, April 1999,’.

Werner, B. T. & Fink, T. M. (1993), ‘Beach cusps as self-organised patterns.’, Science

260, 968-971 .

World Health Organisation (2003), ‘Facts about drowning.’.

Wright, L., Chappell, J., Thom, B., Bradshaw, M. & Cowell, P. (1979), ‘Morphody-

namics of reflective and dissipative beach and inshore systems: Southeastern

australia.’, Marine Geology, 32, 105-140. .

Wright, L. D., Nielsen, P., Shi, N. C. & List, J. H. (1986), ‘Morphodynamics of a

bar-trough surf zone.’, Marine Geology 70, 251–285.

Wright, L. D. & Short, A. D. (1984), ‘Morphodynamic variability of surf zones and

beaches: A synthesis.’, Marine Geology, 56 93-118. .

Wright, L. D., Short, A. D., Boon, A. D., Kimball, S. & List, J. H. (1987), ‘The morpho-

dynamic effects of incident wave groupiness and tidal range on an energetic

beach.’, Marine Geology 74, 1-20. .

Wright, L. & Short, A. (1983), Handbook of Coastal Processes and Erosion, CRC Press,

Boca Raton., chapter Morphodynamics of beaches and surfzones in Australia.,

pp. 35–64.

243




