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ABSTRACT 
 

 

Non-melanoma skin cancer (NMSC) is the most common cancer in the world with a 

lifetime risk for development as high as 2 in 3 in Queensland, Australia. Mortality is 

quite low, representing an approximate 360 deaths in Australia annually but cost of 

treatment is extremely high, estimated at $232 million each year. Squamous cell 

carcinoma (SCC) and basal cell carcinoma (BCC) are the two most common forms of 

NMSC. Although BCC generally do not have the propensity to metastasise, they are 

highly invasive and can be locally destructive. SCC on the other hand is invasive and 

has metastatic potential. SCC is generally derived from a precursor lesion, solar 

keratosis (SK), which is also considered to be a biomarker of BCC, SCC and malignant 

melanoma. According to one theory, SKs actually represent the first recognisable stage 

of SCC development and therefore may be indicative of the earliest stage of NMSC 

development. In addition to these common forms of NMSC, rarer forms such as 

keratoacanthoma (KA), which spontaneously regress, and SCC in situ, which rarely 

become invasive, may provide clues into protective mechanisms associated with 

prevention of development. 

 

Like all other cancers, NMSC arises from an accumulation of genetic abnormalities that 

result in severe cellular dysfunction. A number of genes have been proposed in the 

development of NMSC, including p53, CDKN2a, Bcl-2 and the Ras family of genes, 

which are typically associated with proliferative and differentiation processes. Also, a 

number of genetic disorders that predispose individuals to NMSC have also been 

identified. Genetic abnormalities in these genes may be a result of somatic mutations 

that may be promoted by environmental carcinogens. For NMSC, ultraviolet (UV) 

radiation is the primary environmental stimulus that acts upon skin to generate 

mutations. UV effects are 2-fold; the first being direct damage produced by UVB 

radiation and the second being indirect damage as a result of UVA-induced oxidative 

stress. In addition to mutations of genes that directly result in carcinogenesis, 

polymorphic variants of genes may also play a role in susceptibility to NMSC. These 

susceptibility genes may have immunogenic, detoxifying or transcriptional roles that 

could be involved in increased mutagenesis or activation of cancer causing genes. 
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The purpose of this study was ultimately to identify further molecular based 

mechanisms associated with the development of non-melanoma skin cancer. Initially, 

this study aimed to examine the effects of aberrant chromosomal regions on NMSC 

development and also to identify candidate genes within these regions that may be 

implicated in the development and progression of NMSC. Also, based on chromosomal 

and functional implications, a number of candidate genes were assessed using 

association analysis to determine their involvement in susceptibility to the earliest 

stages of NMSC development. Implicated susceptibility genes were then further 

investigated to determine their response to UV radiation. Therefore the methodological 

approach of these studies was based on three broad technical applications of 

cytogenetic, association and expression analyses.  

 

Previous comparative genomic hybridisation (CGH) studies implicated the 18q 

chromosomal region in progression of SK to SCC and this region was therefore 

suspected of harbouring one or more tumour suppressor genes that were associated with 

a more malignant phenotype. Following on from this analysis, loss of heterozygosity 

(LOH) analysis was used for further delineation of this region and possibly to implicate 

candidate genes involved in progression. Additionally, CGH was used to investigate 

keratoacanthoma to determine aberrant regions that might be involved in progression 

and also regression of this NMSC.  

 

Genes that had potential functional roles in NMSC development and that were located 

in or near regions implicated by these cytogenetic analyses were further investigated 

using association analysis. Association analysis was performed using polymerase chain 

reaction and subsequent restriction enzyme digestion or GeneScan analysis to determine 

genotype and allele frequencies in an SK affected versus control population for 

polymorphisms within a number of candidate genes. This population was carefully 

phenotyped so that not only genotypic factors could be analysed but also their 

interaction with a number of phenotypic and environmental risk factors.  

 

Genes with polymorphisms that did show association with solar keratosis development 

were then examined functionally. Specifically, gene expression analysis was undertaken 

to investigate their response to UV radiation. Both UVA only and combined UVA/UVB 

treatments were used for short term irradiation and also for long term irradiation with 
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recovery to determine differential effects of UV range and dose in human skin. Relative 

mRNA expression analysis of these genes was performed using quantitative real time 

reverse transcription polymerase chain reaction to determine if UV radiation imposed 

gene expression changes in the skin. 

 

A combination of these methodologies provided a wide basis for investigation of 

NMSC. Cytogenetic, association and expression analyses all allow for the identification 

of molecular risk factors that cause or are associated with NMSC development and 

progression. These analyses provided diverse results that implicated various molecular 

mechanisms in the development of NMSC.  

 

Cytogenetic analysis is a powerful technique, especially for the identification of a broad 

range of aberrations throughout the genome. This study employed LOH analysis to 

investigate an implicated region involved in progression to SCC and to attempt 

identification of candidate genes that may be involved in this process. LOH analysis 

was successfully performed on 9 SCCs, 5 SCCs in situ and 2 SKs using 8 microsatellite 

markers within the 18q region. Polymerase chain reaction (PCR) was used to amplify 

polymorphic regions of these markers and genotypic composition was determined for 

normal and cancerous tissue within the specimen. In heterozygote individuals, 

determined by analysis of normal tissue, the cancerous tissue was examined to 

determine if alleles within the implicated region had been lost. However, after analysis 

of multiple different samples, there was no LOH detected in any of the samples 

examined for this analysis. This does not necessarily reject a role for 18q, or genes 

within this region, as the localisation of candidate tumour suppressor genes within a 

small region may indicate a tighter region of involvement than was expected. As such, a 

more targeted study may further delineate this region and implicate candidate genes in 

progression of SK to the more malignant phenotype of SCC. 

 

Further CGH analysis of keratoacanthoma was also undertaken to identify aberrations 

associated with development and also regression of this skin cancer. CGH was 

performed using universal amplification and nick translation to incorporate a fluorescent 

dye. Differentially labelled normal and tumour DNA were then competitively 

hybridised to a normal metaphase spread and fluorescence emission indicated either 

amplification or deletion of specific chromosomal regions. In total, 6 KA samples were 
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analysed, with 2 samples each from evolving, matured and regressing stages of KA 

development. In general, regressing KAs appeared to be more highly associated with 

deleted regions than evolving and matured KAs. Specifically, the 15q chromosomal 

region that was deleted in regressing KAs but amplified in evolving or matured KAs, 

may be significantly involved in the process of KA regression. Also various candidate 

genes that were being considered for analysis were located in or near some of these 

implicated regions, including GSTM1, GSTP1 and SSTR2. As such, these candidate 

genes were targeted for further investigation.  

 

A number of susceptibility genes that were located in or near aberrant regions 

implicated in NMSC development were investigated using association analysis. These 

genes included members of the somatostatin receptor family (SSTR1 and SSTR2), 

members of the glutathione-S-transferase (GST) family (GSTM1, GSTT1, GSTP1 and 

GSTZ1) and the vitamin D receptor (VDR). Studies detected a number of interesting 

interactions between genetic, environmental and phenotypic factors in the development 

of the early stages of non-melanoma skin cancer. Additionally, genes implicated in 

NMSC development were further investigated using expression analysis to determine 

response to UV radiation. 

 

Association analysis was initially performed on members of the somatostatin receptor 

family. Somatostatin is a growth inhibiting factor, amongst other things, that mediates 

its actions through the somatostatin receptors (SSTRs). The presence of these receptors 

(SSTR1-5) in tumour cells indicates a potential for somatostatin to bind and suppress 

growth, as well as allowing for therapeutic treatment with somatostatin analogues. 

Additionally, expression of these receptors in normal tissue, including skin, should 

allow for potential protection against tumour growth. The genes for SSTR1 and SSTR2 

have been shown to contain dinucleotide repeat polymorphisms, and although these 

polymorphisms may not directly result in altered expression or binding potential, they 

may be linked to another functional polymorphism that does. Using association analysis 

the SSTR1 and SSTR2 genes were investigated to determine whether they play a role in 

the development of solar keratosis. Results showed that there were no significant 

differences between SSTR1 and SSTR2 polymorphism frequencies in the tested solar 

keratosis population (P = 0.10 and P = 0.883, respectively) as compared to an 
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unaffected population. Hence, these studies do not support a role for the SSTR1 or 

SSTR2 genes in solar keratosis development. 

 

Further association analysis and subsequent expression analysis was also performed on 

members of the glutathione-S-transferase family. The GST enzymes play a role in the 

detoxification of a number of carcinogens and mutagens, including those produced by 

UV-induced oxidative stress. This study examined the role of GSTM1, GSTT1, GSTP1 

and GSTZ1 gene polymorphisms in susceptibility to SK development. Association 

analysis was performed to detect allele and genotype frequency differences in SK 

affected and control populations using PCR and restriction enzyme digestion. No 

significant differences were detected in GSTP1 and GSTZ1 allele or genotype 

frequencies, however polymorphisms within both genes were found to be in linkage 

disequilibrium, as previously reported, and a new allelic variant of the GSTZ1 gene was 

identified. Significant associations between GSTM1 (P = 0.003) and GSTT1 (P = 0.039) 

genotypes and SK development were detected, with the null variants of both genes 

conferring an approximate 2-fold increase in risk for solar keratosis development (OR: 

2.1; CI: 1.3-3.5 and OR: 2.3; CI: 1.0-5.0 for GSTM1 and GSTT1, respectively). For the 

GSTM1 gene, this risk was significantly higher in conjunction with high outdoor 

exposure (OR: 3.4; CI: 1.9-6.3) and although the GSTT1 gene showed a similar trend 

(OR: 2.9; CI: 1.1-7.7), this did not reach significance. The increased risk of SK 

development associated with these genes is likely due to a decreased ability of the skin 

to detoxify mutagenic compounds produced by UV-induced oxidative stress, and hence 

a decreased ability to protect against carcinogenesis. 

 

Implication of the GSTM1 and GSTT1 null variants in solar keratosis development 

prompted interest in analysis of gene expression changes in response to UV radiation. 

Due to the high homology of the GSTM1 gene with other GSTM genes, and therefore 

potential issues with primer specificity, the GSTT1 gene was focussed on for the 

expression studies. Real time reverse transcription PCR, incorporating SYBR green 

fluorescence and 18S as a comparative gene, was used to study GSTT1 gene expression 

changes in response to both UVA and combined UVA/UVB radiation. It was found that 

only short term UV radiation had an effect on GSTT1 expression changes, whereas no 

alteration of gene expression was seen after 4 and 12 hours of recovery from long term 

irradiation between irradiated and matched non-irradiated skin samples. This indicated 
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that changes in gene expression for the GSTT1 gene apparently occur relatively quickly 

after exposure to UV radiation. Analysis of both UVA only and combined UVA/UVB 

short term irradiation indicated that an initial decrease in expression, followed by an 

increase was likely to represent translation into protein and subsequent transcription of 

mRNA, and in some cases a second decrease indicated further translation. Hence, it 

appears as though UV radiation does have a significant effect on the expression of at 

least one GST gene, and that UV radiation in combination with genetic variation of 

these genes may play a role in the development of NMSC.   

 

Finally, association and subsequent expression analysis was also performed on the 

vitamin D receptor. The hormonal form of vitamin D, 1α25 dihydroxyvitamin D3, has 

been shown to have numerous cancer-related effects, including antiproliferative, 

differentiation, proapoptotic and antiangiogenic effects. These effects are mediated 

through the binding of 1α25 dihydroxyvitamin D3 to the vitamin D receptor and 

subsequent transcriptional pathways. Polymorphisms within the VDR are known to 

regulate its transcription and therefore expression, which is linked to the ability of 1α25 

dihydroxyvitamin D3 to bind. Association analysis of a 5’ initiation codon variant (Fok 

I) and two 3’ variants (Apa I and Taq I) was performed in SK affected and control 

populations. Although the Fok I variant showed no association with SK development, 

both the Apa I and Taq I variants were found to be associated with SK development (P 

= 0.043 and P = 0.012, respectively). In particular, the Aa and Tt genotypes were 

associated with increased risk of SK. These results were however more complicated, as 

shown by further analysis. This showed that genotypes containing at least one allele that 

conferred decreased VDR transcription (ie. AA/Aa and Tt/tt) increased risk of SK 

development by 2-fold in fair skinned individuals (OR: 2.1; CI: 1.2-3.7 and OR: 1.7; CI: 

1.1-2.7 for Apa I and Taq I variants, respectively) but also found to decrease the risk of 

SK development by 2-fold in medium skinned individuals (OR: 0.5; CI: 0.3-1.0 for Apa 

I variants). Additionally, genotypes containing 2 alleles conferring decreased 

transcription of the VDR gene were found to further increase the risk for SK 

development in fair skinned individuals (OR: 2.5; CI: 1.4-4.5 and OR: 2.4; CI: 1.2-5.0 

for Apa I and Taq I variants, respectively), indicating a possible additive effect for the 

alleles. The highly differential association of the VDR gene polymorphisms amongst 

phenotypes may reflect a combination between the ability of an individual to synthesise 

1α25 dihydroxyvitamin D3 with the binding availability of the VDR. 
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To further investigate the role of VDR in NMSC, expression analysis of the VDR gene 

was undertaken using real time reverse transcription PCR, with SYBR green 

fluorescence and 18S as a comparative gene, to examine expression pattern changes 

associated with UV radiation. It was found that short term irradiation, as well as long 

term irradiation and recovery were associated with gene expression changes. Short term 

irradiation resulted in patterns indicative of translation and subsequent transcription, 

whereas long term irradiated samples resulted in reduction of VDR expression that was 

recovered after an extended period of time. Thus, VDR expression is clearly influenced 

by UV exposure. It would be very interesting to see more specifically if particular VDR 

genotypes, which appear to play a role in NMSC risk, also are affected differentially by 

UV exposure. It is possible that VDR expression is reduced to limit excessive binding of 

1α25 dihydroxyvitamin D3, although since both UVA and UVB radiation affect VDR 

expression, this may not be mediated the effect of 1α25 dihydroxyvitamin D3 but rather 

a different pathway resulting from a general UV response. 

 

 

In summary, the detection of a number of susceptibility genes involved in SK 

development and their subsequent expression analysis in response to UV radiation has 

given further insight into the molecular changes associated with NMSC. In fact, both 

detoxification genes (GSTM1 and GSTT1) and a transcription related gene (VDR), were 

found to confer susceptibility to solar keratosis, an early stage skin lesion with 

tumourigenic potential. This suggests that even the earliest stages of skin cancer are 

mediated through a wide range of effects. Additionally, expression changes related to 

these genes indicate that they are associated with the well known environmental 

carcinogen of UV radiation and that their effects may be mediated through a wide range 

of pathways. Although implication of the 18q region in SCC progression was not 

confirmed in this study, it is still likely to play a role in malignant transformation. The 

implication of this region, as well as the implication of susceptibility genes has vastly 

increased knowledge into processes associated with NMSC. Although additional 

analysis can confirm and further implicate these molecular alterations, this study has 

resulted in a more comprehensive understanding of NMSC that may ultimately be of 

benefit in terms of prognosis and treatment. 
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1.1 GENERAL INTRODUCTION 
 

Non-melanoma skin cancer (NMSC) represents an accumulation of genetic alterations 

that result in a differential phenotype displaying uncontrolled growth and proliferation 

typical of cancer. Although the mortality of NMSC is relatively low, the incidence is the 

highest of all skin cancers and as such, treatment costs and morbidity are high, making 

NMSC a significant problem within the country. 

 

The two main types of NMSC are basal cell carcinoma (BCC) and squamous cell 

carcinoma (SCC), with the latter being less common but showing higher mortality. 

Additionally, the precursor lesion, solar keratosis (SK), is extremely common 

throughout Australia and may in fact represent the earliest stages of NMSC, with 

common phenotypic, aetiological and genetic factors. The risk factors for these three 

types of lesions are fairly consistent with ultraviolet (UV) radiation playing a major role 

in the development of NMSC and phenotypic factors such as fair skin, inability to tan, 

light coloured hair and eyes and propensity to freckle also increasing susceptibility to 

NMSC. 

 

Although NMSC has not primarily been considered an inherited disorder, there are a 

number of familial syndromes that are based on inherent genetic alterations that 

significantly increase the risk of NMSC. Additionally, in non-inherited forms, a number 

of genes have been identified that play a role in one or more types of NMSC. It is the 

involvement of these genes that is the primary interest of this thesis, and as such a 

number of potential susceptibility genes have been studied to determine their role in 

NMSC development. 

 

Cytogenetic analysis and detection of aberrant chromosomal regions can give clues to 

the developmental process of NMSC as amplification and deletion of certain regions 

may indicate the presence of involved oncogenes and tumour suppressor genes. Also, 

aberrant regions may harbour genes that confer susceptibility to NMSC. Association 

analysis can be used to screen these and other potential susceptibility genes in affected 

and control populations to determine if specific genotypes are associated with the 

development of a specific disorder. Although this may reveal association with a specific 
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disorder, it does not necessarily implicate causation and further analysis is often 

required to determine the role of associated genes in that specific disorder. Gene 

expression analysis can be used in a number of ways to determine the epigenetic events 

associated with a specific disorder. In the case of NMSC, expression analysis can be 

used to determine gene response to the environmental effects of UV radiation within 

normal skin. Genes that show increased or decreased expression in response to UV 

radiation may be involved in the development of NMSC.  

 

Overall, this thesis was designed to give an overview of a number of genetic changes 

that occur within NMSC and genetic variations that may induce susceptibility to 

NMSC. A number of different techniques have been used to characterise these 

molecular effects that range from the genetic to epigenetic and chromosomal levels. 

 

 

1.1.1 AIMS 
 

This study was aimed at investigating candidate genes and chromosomal regions 

involved in the development of non-melanoma skin cancer. The underlying hypothesis 

of this research was that the process of tumourigenesis relies on genetic differences and 

changes, whether they are inherited or initiated events. The degree of genetic change 

can be correlated to the degree of malignancy and as such, observation of genetic 

response to initiating and promoting factors and examination of genes involved in early 

stage and progression to more malignant phenotypes will allow for a better 

understanding of the molecular basis of NMSC. Ultimately a better understanding of the 

molecular mechanisms behind the development and progression of NMSC may allow 

for better diagnosis and prognosis and also lead the way for development of more 

specifically targeted therapeutic intervention. 

 

Three molecular approaches were used to investigate these genetic and chromosomal 

changes associated with the development and progression of NMSC. Firstly, 

cytogenetic analysis using loss of heterozygosity (LOH) and comparative genomic 

hybridisation (CGH) was used to further delineate a region involved in NMSC 

progression and to examine chromosomal aberrations associated with development. 
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Secondly, a case-control based association study was used to determine the effects of 

germline polymorphisms on SK development and finally, mRNA expression of 

implicated genes was studied using real time reverse transcriptase polymerase chain 

reaction (RT-PCR) to determine a role in response to UV radiation.  

 

 

1.1.2 SIGNIFICANCE 
 

Non-melanoma skin cancer (NMSC) is a prominent disease, particularly in Australia 

where incidence rates are highest. Lifetime risk of developing NMSC is as high as two 

in three in Queensland and precursor lesions are present in up to 80% of the elderly 

population. Mortality of NMSC is low, with estimates of 360 deaths annually in 

Australia, however morbidity is quite high and direct health system costs have been 

estimated at $232 million annually in Australia [1]. In addition to these direct costs, 

indirect costs such as work days lost and preventative measures make NMSC one of the 

most expensive cancers to treat throughout Australia [1]. 

 

NMSC exhibits varying degrees of malignancy and as these cancers are highly prevalent 

and accessible, they are ideal candidates for research into the malignant continuum 

often seen in many different cancer types. Examination of normal skin, precursor 

lesions and malignant lesions allows identification of genes involved in the varying 

stages of NMSC and may allow for the development of a genetic model that gives an 

indication of essential genes involved in various stages of tumourigenesis. This model 

may aid in the delineation of the genetic differences that contribute to the malignant 

phenotype and may hence pave the way for future treatment and management of 

NMSC. 
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1.2 OVERVIEW OF CANCER 
 

1.2.1 INTRODUCTION TO CANCER 
 

Tumours are characterised by poorly differentiated cells exhibiting uncontrolled growth 

and failure to perform useful functions in the host organism [2]. Benign tumours are 

those that are usually not invasive or destructive to the surrounding tissue, do not 

metastasise and are usually curable or controllable. Although benign tumours may 

interfere with the normal functioning of the host cell, they do not generally affect the 

average lifetime of a host [2]. In contrast to this, cancerous tumours are malignant, 

invasive, non-encapsulated neoplasms that are capable of metastasising throughout the 

body [3]. The behaviour of tumours may vary not only across species but also within 

the same species and even within the same host [2]. Without treatment, cancers often 

result in death with mortality rates dependent upon the type of cancer and a variety of 

both intrinsic and extrinsic factors as well as metastatic capabilities [4]. 

 

Cancer is generally a genetic disorder arising from accumulated inherited and/or 

somatically acquired mutations at different genetic loci that result in a cell type that 

does not function as it should [5]. Although mutations in growth regulating genes, such 

as tumour suppressor genes and oncogenes, are most commonly associated with and are 

considered the general cause of cancer, mutations in various other genes are consistent 

with the genomic instability witnessed in cancer. Speculation has suggested that 

mutations in four to five genes may be necessary for the development of a malignant 

tumour and mutations in six or more genes may be necessary for the process of 

metastasis [6, 7].  

 

 

1.2.2 CANCER DEVELOPMENT 
 

Cancer can be well defined as a polygenic disorder that arises from an accumulation of 

mutations within various genes associated with normal functioning of the cell [5]. 

Primarily, disturbances in a number of growth controlling pathways interrupt the 

delicate balance between cell proliferation and terminal differentiation, allowing cancer 
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formation [8]. Carcinogenesis is a continuous process with the acquisition of genetic 

mutations increasing, as the process progresses through three stages of initiation, 

promotion and progression.  

 

Initiation occurs when there is a permanent and heritable change in the genome of a cell, 

which alone is insufficient to induce malignant transformation [9]. This mutation may 

arise as either an inherited or spontaneous mutation and although many initiated cells do 

not pass beyond this stage, the process is irreversible and is passed on indefinitely to the 

progeny of the cell [9-11]. Initiated cells often appear unchanged morphologically and 

can often not be distinguished from non-initiated cells microscopically [11]. Further 

promotion and progression is required for cancer to develop. 

 

Promotion involves growth of the initiated cell, via continued clonal expansion of 

initiated cells into foci of altered cells [10, 11]. Promotion is a reversible process and as 

such reflects epigenetic changes within the cell, removal of the promoting stimulus may 

therefore result in regression of the expanded clones [9]. As promotion increases the 

number of initiated cells, there is an increased likelihood that a second genetic mutation 

can occur and thus the likelihood of progression increases [11]. However, although 

promotion significantly increases the chance of tumour progression, it is not essential 

and in some cases is bypassed [11]. 

 

Progression is the final stage of carcinogenesis in which additional genetic changes 

occur that result in increased genomic instability and transformation into a malignant 

phenotype [9]. Progression is an irreversible process in which cellular changes are 

morphologically distinguishable in comparison to normal cells [11]. Progression allows 

for increased aggressiveness of a tumour, resulting in increased growth rates, 

invasiveness, metastasis and the ability of a cell to adapt to exogenous factors that 

allows resistance to treatment [9, 11]. 

 

Much of the evidence for a multistage model of carcinogenesis has come from studies 

involving mouse models and skin carcinogenesis. A pertinent skin cancer example 

relates to the identification of specific carcinogens. Dimethylbenzanthracene (DMBA) 

was identified as a necessary initiating agent that induced widespread irreversible 

alterations in each of the cells of mice that were fed this carcinogenic agent [12]. 
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Subsequent application of croton oil onto the skin was found to induce skin tumours, 

irrespective of the time between application of the two carcinogens [12]. As tumours 

did not arise when either of the carcinogens was applied alone or when the order of 

application was reversed, DMBA could be identified as an initiating agent and croton 

oil as a promoting/progressing agent.  

 

 

1.2.3 METASTASIS 
 

Following this carcinogenesis process, metastasis may occur if action is not taken to 

remove the neoplastic cells. Metastasis can be defined as a neoplasm, arising from 

another neoplasm that it is no longer in continuity with, by means of separation and 

transportation of neoplastic fragments [13, 14]. Cells that undergo metastasis must 

undergo transition, resulting in a variety of biological properties including genetic 

adjustments for continued growth, secretion of degradative enzymes, aggregation and 

attachment before metastasis can occur [15]. Six steps are necessary for successful 

metastasis, a process that involves an array of tumour-host interactions. These steps are 

separation, invasion and intravasation, circulation, arrest, extravasation and invasion, 

and growth [13, 14].  

 

For metastasis to occur, cells must detach or separate from the original tumour and then 

invade into the surrounding tissue. Although the mechanisms for detachment are poorly 

understood, it is believed that tumour cells are more easily separable than normal cells 

[15]. Successful detachment relies upon a cell’s ability to become independent of its 

need for cell to cell interaction, which may involve adaptive factors such as reduction in 

cellular adhesion molecules or the production of functionally ineffective cell adhesion 

molecules [14]. In addition to the tumour cells ability to dissociate from the primary 

tumour, it must remain functionally autonomous and thus must make adaptations to 

maintain continued growth and survival, such as the production of growth factors [14]. 

 

Invasion is the process by which tumour cells penetrate the extracellular matrix of the 

surrounding tissue via attachment, enzymatic degradation and movement [13, 15]. An 

increase in the number of tissue specific receptors enhances the ability of cells to attach 
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to common components of the interstitial tissue. In addition, secretion of large 

quantities of hydrolytic enzymes, and chemotaxis involving degradative by products 

accompanied by production of autocrine motility factors all enhance the invasiveness of 

a tumour cell [14]. Intravasation is a similar mechanism to invasion and involves the 

movement of tumour cells into blood vessels, which may have vastly increased in 

number due to angiogenesis [13, 14]. After intravasation, tumour cells may remain, 

proliferate and later shed tumour emboli into circulation or they may go directly into 

circulation [14]. 

 

Circulation throughout the vascular system is the most rate-limiting step in metastasis, 

with cell survival rates estimated anywhere between one in 1,000 and one in 1,000,000 

[13, 14]. However, if tumours are rapidly growing, millions of tumour cells can be shed 

into circulation every day [13]. Numerous physical and immunological forces destroy 

the tumour cells and as such they develop mechanisms to overcome these forces. 

Homotypic and heterotypic aggregation are two processes by which tumour cells protect 

themselves by clumping together into an embolus to protect the inner cells or by which 

tumour cells recruit other cells and organic substances to create a protective buffer coat, 

respectively [11, 14]. It is also important to note that the lymphatic and blood vessel 

systems are interconnected, and as such tumour cells that have entered either of these 

systems can be assumed to have entered both, leading to a common pattern of 

simultaneous lymphatic and systemic metastasis [14]. 

 

After circulation, cells are arrested in the vessels of a target organ, using a number of 

mechanisms, including mechanical wedging and entrapment with platelets and fibrin or 

via specific tumour cell surface receptors [13]. Mechanical wedging, otherwise known 

as filtration occurs for a number of tumours including metastasis of melanomas, 

sarcomas and tumours of the head and neck to the lung and metastasis of carcinomas of 

the pancreas and stomach to the liver [14]. In general, emboli liberated in the systemic 

veins are arrested in the lungs, those liberated in the portal venous system are liberated 

in the liver and those liberated in pulmonary veins are arrested in peripheral tissue to 

which they are carried by the systemic arterial blood [13]. However, site-specific 

metastasis, due to either organ specific receptors or chemotactic induced movement may 

explain the tendency of some tumours to metastasise to a specific organ. Specifically, 

melanoma tumours, that are known to be predisposed to metastasise to the brain show 
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preferential migration towards brain extracts experimentally and malignant cells with 

increased numbers of lamin or fibronectin receptors have been shown to preferentially 

metastasise to the lung or liver, respectively [14]. Additionally, the microenvironment 

of a particular organ may influence a tumour cells metastatic preference based on 

growth factors, growth inhibitors, blood supply and immunosurveillance [14].  

 

In a manner similar to invasion and intravasation, extravasation and invasion of tumour 

cells is necessary for establishment of a secondary tumour [15]. As with invasion and 

intravasation, attachment, degradation and cell movement are necessary for tumour 

extravasation and invasion [15]. The final step required for successful metastasis is 

growth of the tumour. For a tumour to grow larger than 0.5mm in diameter, a new 

vascular supply is required and thus angiogenesis is necessary [13]. Additionally, the 

production and secretion of functionally active growth factors can reduce reliance of the 

tumour on local growth factors allowing for more successful metastasis [13, 14]. After 

initial metastasis, subsequent metastases of this secondary tumour may occur with 

increased efficiency, ultimately leading to mortality [14].  

 

 

1.2.4 CANCER GENETICS 
 

It is generally widely accepted that cancer arises from multiple genetic and epigenetic 

changes that may be inherited or acquired somatically [5]. Although a number of 

mutations throughout the genome will ultimately lead to genomic instability typically 

associated with cancer development, it is the aberrant function of genes involved in the 

cell cycle that allows for the uncontrolled proliferation typical of cancer growth. The 

cell cycle consists of four distinct phases being: an initial growth phase, G1; a DNA 

replication phase, S; a second growth phase, G2; and cell division or mitosis, M [16]. 

The cell cycle also consists of several checkpoints that ensure genetic integrity and 

regulate the cell cycle and thus halts cycle progression if the cell faces stress or damage 

[16]. Important checkpoints exist within G1 and G2, which may prevent the cell from 

replication or cellular division if the cell is damaged, and as such attention has been 

focussed on genes that are involved in regulation of these checkpoints [16]. 
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Primarily, two classes of genes are responsible for carcinogenesis, oncogenes and 

tumour suppressor genes, which regulate cell growth, proliferation, cell adhesion and 

programmed cell death [5]. With the discovery of these classes of genes two decades 

ago, it became apparent that in most cases, more than one mutational event was required 

for carcinogenesis [12]. In addition to oncogenes and tumour suppressor genes, DNA 

repair genes, detoxification genes and immunological factors may also play an 

important role in cancer progression. Although mutations may be inherited, usually 

somatically acquired aberrations in these genes are caused by a variety of mechanisms 

that may be chemical, biological or environmental. Although biological carcinogens 

such as viruses can introduce new genetic material into the genome, chemical and 

environmental carcinogens distort the function of normally present cellular genes by 

mutation, amplification, deletion or translocation [17]. 

 

 

1.2.4.1 PROTO-ONCOGENES AND ONCOGENES 

 

Proto-oncogenes are phenotypically normal genes that code for proteins responsible for 

stimulation of cellular growth or cell survival [18]. These proteins include growth 

factors, growth factor receptors, intracellular signal transducers and transcription factors 

[9, 18]. Mutations in proto-oncogenes give rise to oncogenes, which allow for 

disruption of normal growth, differentiation and intercellular co-ordination and result in 

increased function of the protein and thus cell proliferation [12, 17]. As oncogenes act 

in a dominant fashion, a mutation in only one allele will allow for an increase in protein 

function that will result in increased and uncontrolled cell growth typical of cancer [5].  

 

Weinstein has postulated that within the genomes of higher organisms several hundred 

proto-oncogenes may exist, based upon the number of cell types and the number of 

growth factors involved in each of these types and also upon the dedication of a 

reasonable percentage (1%) of genes within the genome to cellular growth [17]. 

Although the number of proto-oncogenes identified has not reached this estimation, 

numerous proto-oncogenes and gene families have been discovered and a number of 

important oncogenes involved in a vast array of human cancers have been reported. 

These include the myb gene family that encode for transcriptional transactivator proteins 

[19], the ras gene family that play a critical role in signal transduction pathways 
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involved in growth and differentiation [20] and the c-myc gene involved in 

transformation, immortalisation, blockage of cell differentiation and induction of 

apoptosis in cells [21]. Also the genes encoding various growth factors act as proto-

oncogenes, including platelet-derived growth factor (PDGF), epidermal growth factor 

(EGF), fibroblast growth factor (FGF) and vascular endothelial growth factor (VEGF) 

[9]. 

 

 

1.2.4.2 TUMOUR SUPPRESSOR GENES 

 

Tumour suppressor genes can be defined as genes, which regulate cell proliferation and 

differentiation in a restrictive manner [22]. The involvement of tumour suppressor 

genes in cancer was first described by Knudson’s two-hit hypothesis, stating that a germ 

line mutation in the first copy of a gene followed by a somatic mutation in the second 

copy of the gene results in inactivation of a tumour suppressor protein [5, 22]. Although 

this is true for some heritable forms of cancer, many cancers rely on somatic mutations 

of both alleles of a tumour suppressor gene to develop. In this way, tumour suppressor 

genes act in a recessive manner during carcinogenesis with one copy of the gene being 

sufficient to maintain a normal phenotype [20].  

 

Two tumour suppressor genes that are commonly found inactivated in cancer are 

tumour protein 53 (p53) and retinoblastoma (Rb). In human cancers, mutations of the 

p53 gene are apparent in more than 50% of all tumours [9, 18]. The main role of the p53 

tumour suppressor protein is to control cell division by apoptosis or cell cycle arrest 

when DNA damage occurs [9, 22]. Thus, loss of function in both copies of the gene 

renders the protein non-functional and the cell continues to replicate incorporating the 

damaged DNA. Simultaneous mutations in the p53 and Rb genes occur frequently in 

diverse human cancers and some evidence suggests that both defective pathways are 

necessary to commence unregulated clonal growth [7]. Whilst the p53 protein controls 

cell division and proliferation by the mechanism of apoptosis, the retinoblastoma 

protein may inhibit entry into the S phase of cell division, by cell cycle arrest during G1 

and mutations in this gene alone are indicated in various tumours [7, 23]. 
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When either proto-oncogenes or tumour suppressor genes are non-functional, their 

normal roles of controlling cellular growth, differentiation and apoptosis are inhibited. 

Whether mutations occur in dominantly acting genes (oncogenes) or recessively acting 

genes (tumour suppressor genes) they will result in other mutations within the cell 

remaining unchecked causing further cellular disruption [20, 24]. Mutations in both of 

these types of genes as well as other cellular genes are caused by a number of 

environmental factors as well as genetic factors [9]. 

 

 

1.2.4.3 SUSCEPTIBILITY GENES 

 

Spontaneous mutations occur within the cells of the human body at an average rate of 1 

x 10-8 per nucleotide per generation with rates as high as 5 x 10-7 in mutational hotspots 

[25]. As such, various repair mechanisms are utilised to remove these mutations and 

hence prevent them from being passed on indefinitely to the progeny of a cell. 

Inefficient repair mechanisms therefore result in increased mutation rates throughout the 

genome and thus increase the likelihood of cancer development. One of the most 

common examples of this is xeroderma pigmentosum (XP), in which individuals are 

deficient in nucleotide excision repair [26]. As this repair mechanism is commonly 

associated with removal of pyrimidine dimers primarily associated with UV-induced 

DNA damage, XP individuals are highly prone to skin cancer [26]. Additionally, within 

a number of human tumours, mutations have been found in various DNA repair genes, 

including DNA polymerase beta in colorectal cancer [27]. Finally, alterations in 

expression levels of DNA repair genes have been associated with human cancers 

including a loss of expression in mismatch repair enzymes hMLH1 and hMSH2 being 

associated with prognosis and stage of colorectal cancer [28] and a loss of expression 

via hypermethylation of the hMLH1 gene being associated with head and neck 

squamous cell carcinoma [29]. 

 

In addition to DNA repair, a number of detoxification enzymes are present throughout 

the body, which aid in the removal of various cytotoxic and mutagenic agents. In 

general, it is assumed that an individual with a decreased ability to detoxify a particular 

carcinogen would be at a greater risk of developing cancer than an individual that is 

able to detoxify the enzyme if both are exposed to equal doses [30]. Some of the major 
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classes of detoxifying enzymes include the cytochrome P-450s (CYP-450s), the 

glutathione-S-transferases (GSTs) and N-acetyltransferases (NATs) amongst others [30, 

31]. CYP-450 enzymes are phase 1 detoxification enzymes that convert indirect 

carcinogens into active electrophiles capable of interacting with DNA, RNA and 

proteins. Polymorphisms of the genes encoding these proteins have been associated 

with a number of cancers including lung, breast and skin cancer [30, 32]. The GST class 

of enzymes are phase 2 detoxification enzymes and are capable of conjugating 

electrophiles and products of oxidative stress to glutathione (GSH). Polymorphisms of 

the GST genes have been associated with lung, testicular, bladder and skin cancer [30, 

32, 33]. NAT enzymes catalyse the acetylation of carcinogens and other xenobiotics. 

Polymorphisms of the NAT genes have been associated with an increased risk of 

bladder, colon, lung and breast cancer [30, 33]. 

 

The immune system also plays a role in the development of cancer, strongly witnessed 

by increased rates of cancer development in both immunosuppressed and 

immunocompromised individuals. Examples of this can be seen in organ transplant 

recipients that are at higher risk of developing NMSC [34] and in HIV positive patients 

that are at higher risk of developing non-Hodgkin’s lymphoma and Kaposi’s sarcoma 

[35]. Although cancer cells are identified by the immune system as “nonself” and thus 

should be destroyed, tumour cells are able to neutralise the immune system by evading 

detection and therefore prevent an appropriate immune response [36]. Studies have also 

shown that UV irradiation results in immunosuppression and that this may be caused by 

various types of DNA damage. It has been shown that the formation of pyrimidine 

dimers, double strand breaks, psoralen adducts and crosslinks can all result in 

immunosuppression and specifically, that DNA damaged antigen presenting cells from 

the skin have been identified in draining lymph nodes [37]. As such, UV irradiation 

mediates a systemic immunosuppression highlighted by the fact that individuals with 

NMSC, which have experienced UV induced immunosuppression are at a 20-30% 

higher risk of death from other cancers [38]. 
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1.3 SKIN AND SKIN CANCER 
 

1.3.1 THE INTEGUMENTARY SYSTEM 
 

To understand the process and morphology of skin cancer, it is first necessary to 

examine the structure and function of skin. The skin is composed of two general layers, 

the dermis and epidermis with both layers containing four cell types, keratinocytes, 

melanocytes, Langerhans cells and Merkel cells [39]. These four cell types are seen 

throughout different layers within the epidermis and dermis and each is related to a 

different function within the skin. The layers of the skin, as well as other functional 

components can be seen in Figure 1.1 [40] and the histology of normal skin can be seen 

in Figure 1.2 [41]. 

 

 

Figure 1.1: Schematic diagram showing skin morphology. 
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Figure 1.2: Histology of normal skin.  

 

The superficial epidermal layer consists of a basal layer, the stratum spinosum, the 

stratum granulosum, the stratum lucidum (in palms and soles only) and the outermost 

layer of stratum corneum [40]. Keratinocytes are found in all layers of the epidermis 

with their shape and nuclear content adjusting to accommodate changes in the 

environment as they gradually migrate to the outermost layer [39]. Melanocytes are 

located in the basal layer and produce melanin, which acts to protect against the 

damaging effects of non-ionizing ultraviolet (UV) irradiation [39]. Langerhans’ cells are 

immunologic cells found in the stratum spinosum whose function is to recognise and 

present antigens which induce a proliferative response in immunocompetent T-cells 

[39]. Finally, Merkel cells are nondendritic cells that function as sensory receptors 

whose origin is controversial [39]. 

 

The dermis consists of two layers only, the superficial papillary dermis (underneath the 

basal layer of the epidermis) and the reticular dermis which extends to the subcutaneous 

fat [40]. Only the dermal layer contains a lymphatic system and is vascularised, which 

implements diffusion for nutrients to reach the epidermal layer [40]. The dermal layer is 

innervated by millions of microscopic dermal nerve endings which detect touch, 

temperature, pressure, pain and itch via different receptors [40]. Eccrine sweat glands 

which regulate temperature, sebaceous glands which waterproof hair and skin and 

apocrine glands are present in the dermis [39, 40]. Finally, hair is present as an 

additional protective covering and temperature regulator in all skin except that of the 

palms, soles and a few other areas [40].  
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1.3.2 SKIN CARCINOGENESIS 
 

As skin is the largest organ in the human body and is constantly exposed to harsh 

environmental conditions, it is highly prone to cancer development. In fact, within 

Australia, skin cancer accounts for more than 80% of all newly diagnosed cancer cases 

[1]. It is estimated that 8,500 new cases of melanoma and 374,000 cases of non-

melanoma skin cancer arise each year throughout Australia [1]. Additionally, melanoma 

skin cancer and NMSC are responsible for 1,000 and 360 deaths per year, respectively 

[1]. The incidence of skin cancer is increasing each year with Australia experiencing the 

highest per capita incidence in the world [1], most likely due to increased outdoor 

exposure and also harsh environmental conditions associated with geography.   

 

 

1.3.2.1 MELANOMA SKIN CANCER 

 

Melanoma skin cancer typically appears as a brown to black patch and are histologically 

associated with numerous atypical melanocytes that extend laterally exhibiting large, 

hyperchromatic, pleomorphic nuclei, prominent nucleoli and abundant melanin pigment 

within the cytoplasm [42]. Figures 1.3a [43] and 1.3b [44] show the clinical and 

histological appearance of melanoma. Melanoma has been classified into four main 

types of lentigo maligna, superficial spreading, nodular and acral-lentiginous [42]. The 

risk factors for melanoma include UV exposure, particularly intermittent exposure and 

childhood exposure, skin colour, tendency to freckle, family history of melanoma, 

presence of a large number of naevi and increasing age [45]. 

 

 

 

Figure 1.3a: Clinical appearance of  Figure 1.3b: Histological appearance of 

  melanoma skin cancer.   melanoma skin cancer.  
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The incidence of melanoma skin cancer is estimated at 8,500 new cases per year in 

Australia [1] and the fact that melanoma can rapidly metastasise to surrounding lymph 

and blood vessels poses a significant health risk [42]. Although melanoma only 

accounts for about 5% of skin cancers, it has the highest mortality rate with 15% to 20% 

of people dying from the disease within five years [46] accounting for an estimated 

annual death rate of 1,000 individuals in Australia [1]. The incidence of melanoma is 

increasing annually with estimated at 3-7% per year, suggesting a doubling rate of 10-

20 years, although mortality rates are increasing less rapidly [45]. The cost of treatment 

for melanoma is estimated at $66 million annually in Australia [1].  

 

 

1.3.2.2 NON-MELANOMA SKIN CANCER 

 

Non-melanoma skin cancer describes cancers arising from keratinocyte cells within the 

skin. Typically, NMSC describes both basal cell carcinoma and squamous cell 

carcinoma. Basal cell carcinomas are the most common form of NMSC, and are locally 

invasive and highly destructive. Although metastasis is rare and mortality is therefore 

low, BCC cause considerable morbidity and cosmetic disfigurement and therefore 

impose a large economical burden on both the individual and community [47]. 

Squamous cell carcinomas are the second most common form of non-melanoma skin 

cancer, having a much higher propensity to metastasise than BCC [48].  

 

In addition to these common malignancies, this study also involves the investigation of 

solar keratosis, which is a lesion commonly described as a biomarker for both 

melanoma and non-melanoma skin cancer. These lesions are known to undergo 

transformation to squamous cell carcinoma and are clinically and histologically similar. 

It has been proposed that all SCCs are ultimately derived from SKs and as such that 

SKs are actually the first recognisable stage of NMSC [49, 50].  

 

A number of other, rarer variants of NMSCs have also been described, including eccrine 

carcinomas, apocrine and sebaceous gland carcinomas, karposi’s sarcoma, liposarcoma, 

malignant fibrous histiocytoma, cutaneous lymphoma, Merkel cell carcinoma, 

extramammary Paget’s disease, leiomyosarcoma, epithelioid sarcoma, malignant 

schwannoma, malignant granular cell tumour, dermatofibrosarcoma protuberans [51]. 
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Generally, these lesions are not regularly reported and therefore reliable epidemiologic 

data is not available [52]. However, taken together, the incidence of these cutaneous 

tumours accounts for <1% of skin cancer [52]. Keratoacanthoma are another lesion that 

are sometimes histologically and clinically indistinguishable from SCC and as such are 

sometimes classified as a subtype of SCC [48, 53]. These lesions typically display 

patterns of growth, maturation and spontaneous regression and as such are prime 

candidates to study for clues into the relapse of malignancies [48]. Additionally, 

intraepidermal squamous cell carcinoma, more commonly referred to as Bowen’s 

disease (BD) are pre-malignant in situ lesions that are often asymptomatic and rarely 

metastasise but can lead to the development of invasive SCC in about 2-5% of patients 

[54]. 
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1.4 CHARACTERISATION OF NON-MELANOMA SKIN CANCER 
 

1.4.1 CLINICAL AND HISTOLOGICAL PRESENTATION OF NON-

MELANOMA SKIN CANCER 
 

1.4.1.1 BASAL CELL CARCINOMA 

 

Morphologically, basal cell carcinomas can be separated into five subtypes being 

nodular, micronodular, superficial, infiltrating and morpheaform, all with 

distinguishable clinical and histological characteristics [55]. The nodular form is the 

lowest risk subtype of BCC with all other forms being considered high-risk [56]. 

Approximately 80% of BCCs occur on the head and neck with the rest, usually 

associated with the superficial form, usually being present on the trunk [47]. In addition 

to these five variants, BCCs may be a combination of these variants, accounting for 

39% of lesions [57]. 

 

The nodular form (21%) and micronodular form (15%) present clinically as raised, well 

defined, smooth, pearly papules through which dilated blood vessels may show [48, 57]. 

Histologically, in the nodular form large tumour nests can be seen with smooth 

palisaded borders and stromal retraction with possible central tumour necrosis. 

Micronodular BCC differs from this only in the size of tumour nests, which should be 

no larger than follicular structures [55]. The clinical and histological presentation of the 

most common nodular subtype of BCC can be seen in Figures 1.4a [58] and 1.4b [59]. 

 

 

 

 

 

 

Figure 1.4a: Clinical appearance of  Figure 1.4b: Histological appearance of 

  basal cell carcinoma.    basal cell carcinoma.  
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The superficial form of BCC is the second most common subtype accounting for 17% 

of cases [57]. Clinically, superficial BCC present as discrete, well defined slightly 

raised plaques sometimes with a thin, pearly, rolled border with stretching of the skin 

[48]. The superficial BCC is seen budding from the epidermis with all tumour nests in 

continuity with the epidermis [55]. 

 

Infiltrating (7%) and morpheic (1%) subtypes can both be described histologically by 

irregular groups of tumour cells with a spiky appearance with the morpheic variant 

characterised by the presence of stromal fibroblasts [47]. Clinically, infiltrative BCC are 

flesh coloured in appearance with the skin often being rubbery or fibrotic. The morpheic 

from is characterised by a whitish plaque with poorly defined margins that often 

resemble a scar [57]. 

 

 

1.4.1.2 SQUAMOUS CELL CARCINOMA 

 

Squamous cell carcinomas typically appear as a well defined, red, scaly, slightly 

infiltrated plaque or as a firm red nodule, however as many SCCs are presented 

atypically, diagnosis in the early stages is often missed [57, 60]. As with clinical 

presentation, histological presentation of SCCs varies with a number of histological 

variants being described, such as in situ, clear cell, spindle cell, acantholytic, 

pleomorphic, neurotrophic, adenoid and verrucous [57, 61]. However, typical 

histological appearance shows nests and cords of pleomorphic, large, atypical squamous 

cells that infiltrate the dermis and a surrounding inflammatory infiltrate. The clinical 

and histological presentation of a typical SCC lesion can be seen in Figures 1.5a [62] 

and 1.5b [63]. 

 

A number of histological characteristics have been associated with increased 

invasiveness and metastatic potential of SCC. Lesion sizes larger than 2cm in diameter 

or Broders histological grade III or IV lesions have been associated with a doubling of 

the recurrence rate and a tripling of the metastatic rate [61]. Lesions that are more than 

4mm in depth or that are Clarks level IV or V have a much higher metastatic rate as do 

tumours that are located at certain anatomical sites, demonstrate perineural invasion or 

those that have been previously treated [61].  
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Figure 1.5a: Clinical appearance of  Figure 1.5b: Histological appearance of 

  squamous cell carcinoma.   squamous cell carcinoma.  

 

 

1.4.1.3 SOLAR KERATOSIS 

 

Solar keratoses are skin lesions that have traditionally been considered as strong risk 

determinants for all types of skin cancer [64] with a proportion shown to be pre-

malignant precursors to SCC [65]. However, evidence suggests that most, if not all 

SCCs develop from an SK lesion, supporting the theory that SKs are actually the first 

recognisable stage in a continuum that progress to invasive SCC [49, 50]. 

 

Solar keratoses usually present as a red, scaly papule or plaque occurring on sun 

exposed areas of the skin, which are typically 1-3mm in diameter but can be up to 

several centimetres in size [34, 49]. However, based on clinical appearance, there are a 

number of SK variants, including atrophic, hypertrophic, spreading pigments, lichenoid 

and bowenoid [34]. Due to their small size and appearance, SKs are often more easily 

identified by palpation rather than visualisation and although they are often 

asymptomatic, local irritation or tenderness may be associated with these lesions [34].  

 

Histologically, SK lesions are often indistinguishable from SCC on a cytological basis 

as both lesions contain atypical keratinocytes displaying a loss of polarisation, nuclear 

pleomorphism, disordered maturation and increased mitotic figures [34, 66]. For this 

reason architectural characteristics as well as cytological characteristics are necessary to 

differentiate between SK and SCC, with SKs typically contained to foci within the 

epidermis [66]. The clinical and histological appearance of solar keratosis can be seen in 

Figures 1.6a [67] and 1.6b [68]. 
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Figure 1.6a: Clinical appearance of  Figure 1.6b: Histological appearance of 

  solar keratosis.     solar keratosis.  

 

As there are no clear characteristics that define which SKs will undergo progression to 

SCC and further metastasis, it has been proposed that new terminology, similar to that 

used for cervical cancer, should be used to describe the continuum from SK to SCC. 

Briefly, it has been proposed that SKs should be referred to as keratinocyte 

intraepidermal neoplasia (KIN) and be characterised as low grade (KIN I), which may 

regress, intermediate (KIN II) and high grade (KIN III), which may progress to SCC 

[66].  

 

 

1.4.1.4 KERATOACANTHOMA 

 

Keratoacanthoma is a cutaneous neoplasm, which most frequently arises on sun-

exposed areas of elderly, light-skinned individuals [69, 70]. Characteristically, KA grow 

very rapidly over four to twelve weeks, remain stationary for about two to eight weeks 

and then spontaneously regress [70, 71]. This represents stages of evolution, maturation 

and regression, typical of KA. Although this course usually takes three to six months, it 

may last as long as a year.  

 

Classically, keratoacanthoma is usually a solitary, smooth, firm, dome shaped nodule 

with a raised margin and a central keratin-filled crater, which does not typically grow 

beyond 2.6cm in size [60, 61, 72]. The regressing lesion however, appears as a blackish, 

keratotic mass without obvious necrosis or ulceration [72].  The dermis displays fibrosis 

and the lesion usually leaves a hypopigmented, depressed scar [48, 70, 72]. 

Histologically, hyperplastic epidermis surrounds the central keratin crater with 

 22



epidermal strands extending into the dermis [69, 70]. Cells of the crater are widely 

dilated and ortho- and parakeratotic, also lymphocytic and histiocytic infiltrate is 

present in the dermis [72]. During regression, many of the keratinocytes undergo 

necrosis and phagocytosis after infiltration with various immune cells [72], implicating 

a potential mechanism for the regression. Figures 1.7a [73] and 1.7b (obtained from 

these studies) show clinical and histological examples of keratoacanthoma in the 

maturation stage of development. 

 

 

 

 

 

 

Figure 1.7a: Clinical appearance of  Figure 1.7b: Histological appearance of 

  keratoacanthoma.    keratoacanthoma.  

 

Although the classic solitary type comprises 90% of all KA [48], there are also various 

other subtypes, many of which do not display the typical classical appearance or 

behaviour. These include solitary variants of giant keratoacanthoma (lesions >2.5cm), 

keratoacanthoma centrifugum marginatum (peripheral growth up to 20cm in diameter), 

subungal keratoacanthoma (affecting the nail of the thumb or index finger) and 

keratoacanthoma dyskeratocium and segregans (several nodules forming a large plaque 

with moistened keratin plugs) [69, 72, 74]. Also, multiple KA variants exist of the 

Ferguson-Smith type (autosomally inherited disorder) and the Grzybowski type 

(thousands of smaller lesions 2-3mm, often accompanied by pain) [53, 72, 75, 76].  

 

 

1.4.1.5 SQUAMOUS CELL CARCINOMA IN SITU  

 

Bowen’s disease is a premalignant dermatosis described as an intraepidermal squamous 

cell carcinoma or SCC in situ, which has characteristic clinical and histological features 

[54, 77, 78]. SCC in situ, although persistent, demonstrates limited metastatic ability 
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[79]. A balance of proliferation and apoptosis may therefore reflect slow progression 

and infrequent development of invasive SCC [79]. 

 

SCC in situ is typically slow growing and is described as a solitary sharply demarcated, 

irregularly marginated, erythematous plaque with surface scale or crust [78, 80]. Other 

variants, which are less easily recognised, may be pigmented, verrucous or 

hyperkeratotic and some lesions can be large or ill-defined and may mimic a variety of 

benign inflammatory dermatoses [77]. Although SCC in situ is usually associated with 

solitary lesions, multiple lesions may be found in 10-20% of patients [80]. 

Histologically, epidermal maturation is highly disorganised with keratinisation seen in 

individual cells, also nuclear atypia, abnormal mitotic figures and premature 

keratinisation are evident [77, 78]. Additionally, some lesions contain patches of normal 

appearing skin that may represent partial spontaneous regression of the disease [81]. 

The typical clinical and histological appearance of SCC in situ can be seen below in 

Figures 1.8a [82] and 1.8b [83]. 

 

 

 

 

 

 

 

Figure 1.8a: Clinical appearance of  Figure 1.8b: Histological appearance of 

  SCC in situ.     SCC in situ.  

 

 

1.4.2 EPIDEMIOLOGY OF NON-MELANOMA SKIN CANCER 
 

Incidence rates for NMSC vary greatly throughout the world, dependent on lifestyle, 

ethnicity, latitude and various other factors. In almost all countries incidence rates are 

often underestimated, as NMSC is not a registrable disease. For this reason, many 

incidence rates are estimated based on surveys done throughout different communities 

and can vary highly even within the same country. Typically, non-melanoma skin 
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cancer reports are a combined measure of both squamous cell carcinoma and basal cell 

carcinoma.  

 

In the United States of America, more than 600,000 cases of NMSC are reported each 

year, constituting more than 1/3 of all cancers [45]. In south Wales, incidence rates of 

NMSC have been estimated at 129.9 per 100,000 individuals per annum (world age-

standardised rates) [84]. NMSC rates in Australia however, are much higher than those 

reported elsewhere in the world. The annual rate of NMSC has been estimated at 1,000 

per 100,000 with a BCC to SCC ratio estimated at 4:1 [60]. However, various studies 

performed in Queensland, have shown varied estimated rates of 1,372 and 702 per 

100,000 for men and women, respectively [85] and as high as 2,389 and 1,908 per 

100,000 for men and women, respectively [86]. In total, 374,000 Australians were 

treated for NMSC in 2002, which demonstrates a 36% increase since 1995 when 

270,000 individuals were treated and a 103% increase since 1985 when 168,000 

individuals were treated [1]. 

 

Within white populations in Europe, the US and Australia, average increases in NMSC 

have been estimated at 3-8% per year, since the 1960’s, likely due to various factors 

such as increased UV exposure, changing lifestyles, increased longevity and ozone 

depletion [45, 48]. With early diagnosis and treatment, NMSC has an overall five-year 

survival rate of 95% and a mortality rate of only 1-2%, 3/4 of which is attributable to 

metastatic SCC [48]. In fact, NMSC only accounts for less than 0.1% of cancer patient 

deaths, but they are the most common malignancy [87]. The most recent statistics 

available for NMSC have estimated that about 360 Australians die from NMSC each 

year and 97 deaths were reported in Queensland alone in 2000 [1, 88].  

 

 

1.4.2.1 BASAL CELL CARCINOMA 

 

Basal cell carcinoma is the most common type of skin cancer with incidence ratios of 

BCC to SCC varying between 2.92:1 to 5:1 [45, 85, 86]. It has been estimated that the 

lifetime risk for BCC is between 28% and 33% [89]. Mortality rates have been 

estimated in Australia at 0.5/100,000 in 1987-88 [90] and although there are 360 deaths 

attributable to NMSC reported annually in Australia, most of these are due to SCC [1]. 
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The incidence of BCC has been increasing over the years with estimates of 10% per 

year in North America and 66% over a ten year period in south Wales [47, 84]. In 

Australia, incidence rates have increased by 11% between 1985 and 1990 although 

mortality rates have dropped by about 20-30% between 1969 and 1988 [60, 90]. BCC is 

considered to have a low metastatic potential (0.0028-0.55%) [47] and transplantation 

of cells have shown that typically, BCC cells cannot survive without cell to cell 

interactions and thus have not overcome problems associated with the first stage of 

metastasis [11]. 

 

Annual incidence rates for BCC within Europe range between 46 and 32 per 100,000 

for men and women, respectively in the Netherlands and up to 128 and 105 per 100,000 

for men and women, respectively in south Wales [45, 84]. Within the US, incidence 

rates for men and women, respectively range from 159 and 87 per 100,000 in New 

Hampshire to as high as 407 and 212 per 100,000 in other regions of the US [45]. 

Although Australia typically has the highest incidence rates in the world, within 

Tasmania incidence rates are low at 145 and 83 per 100,000 for men and women 

respectively but rates rise as high as 2074 and 1579 per 100,000 in Nambour, 

Queensland [45, 91]. In 2002, 256,000 Australians were treated for BCC, indicating a 

35% increase since 1985 [92]. 

 

 

1.4.2.2 SQUAMOUS CELL CARCINOMA 

 

Squamous cell carcinoma is the second most common form of non-melanoma skin 

cancer, accounting for about 20% of all cutaneous malignancies [61]. Lifetime risk for 

SCC has been estimated at 7-11% [45] and incidence rates have been estimated to have 

increased by 16% over a ten year period in a study performed in south Wales [84] and 

up to 51% between 1985 and 1990 in an Australian population [60]. The metastatic 

potential of SCCs is highly variable from as low as 3.6% to 30% depending on the site 

and aetiology of the lesion [48]. Additionally, it has been postulated that the incidence 

of metastasis is low in invasive SCCs that have obviously arisen from SKs [93], 

however if all SCCs do in fact arise from SKs this assumption would not hold. 

Although exact numbers for SCC mortality are not available, of the 360 individuals that 
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die each year from NMSC in Australia, the vast majority of these die from metastatic 

SCC [1]. 

 

Based on a number of studies, annual incidence rates (per 100,000) within Europe vary 

greatly between 7 and 4 for men and women in Finland, respectively to 29 and 21 for 

men and women, respectively in the UK [45]. Annual incidence rates (per 100,000) in 

the US for men and women, respectively range from 32 and 8 in New Hampshire to 155 

and 71 in Rochester [45]. As with BCC, Australia has the highest incidence rates in the 

world as high as 1332 and 755 per 100,000 for men and women, respectively in 

Townsville, Queensland but also considerably low in Tasmania at 64 and 20 per 

100,000 for men and women, respectively [45, 94]. In total, 118,000 Australians were 

treated for SCC in 2002, representing a 133% increase since 1985 [92].  

 

 

1.4.2.3 SOLAR KERATOSIS 

 

In Australia, it is estimated that the prevalence of solar keratosis is between 40% and 

50% in the general population aged over 40 years with this rate increasing to 80% in the 

7th decade of life [95, 96]. However other studies performed in the US and Australia 

have estimated prevalence rates ranging from 11-26% of the population [95]. 

 

Estimates of progression from SK to SCC have ranged from 0.1-10% although 

manipulation of data to account for individuals having multiple lesions allows for a 6-

10% transformation rate over a ten year period [65, 95]. Additionally, people with more 

than ten SK have a 14% chance of developing an SCC within a five year period [97]. 

Furthermore, SKs may also regress, usually due to decreased sun exposure and/or 

regular sunscreen use with regression rates of up to 25% [96, 97]. 

 

 

1.4.1.4 KERATOACANTHOMA 

 

It is difficult to define the incidence of keratoacanthoma for a number of reasons. To 

begin with, the majority of KA spontaneously regress and may never actually be seen 

by a clinician [72]. Secondly, KAs may be mistaken for other skin lesions such as 
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SCCs, benign keratoses or warts [72]. For these reasons incidence reports vary greatly, 

with one study observing a rate of 104 KA per 100 000 residents (0.104%) [48]. 

Relative incidence reports of KA are more common and vary from as little as 2% to 

62% in comparison with SCC [98]. It is not known whether reported differences on the 

incidence of KA is due to actual differences based on aetiology, environmental and 

genetic factors of the study group or if it is due to variability in histologic interpretation 

and misdiagnosis [72].  

 

 

1.4.1.5 SQUAMOUS CELL CARCINOMA IN SITU  

 

In Australia, there appear to be no reliable estimates of the prevalence of Bowen’s 

disease in the general population, due in part to the high degree of error associated with 

clinical recognition [77]. In America, one study has estimated an annual incidence rate 

of 14.9/100,000, adjusted to the 1980 US white population [99]. Also, another study in 

Kauai, Hawaii has estimated a much higher annual incidence of 142/100,000 

individuals, standardised to the 1980 US Caucasian population [100]. In this study, 

males had a slightly higher incidence of 174/100,000 compared to females with an 

incidence of 115/100,000 individuals and the incidence was higher in older age groups 

[100]. In general, the risk of progression to invasive SCC is low, estimated at 3% [80]. 

 

 

1.4.3 AETIOLOGY OF NON-MELANOMA SKIN CANCER 
 

1.4.3.1 PHENOTYPIC FACTORS  

 

The primary phenotypic factors associated with NMSC are skin pigmentation and the 

ability of the skin to tan. Melanin that is present in the skin strongly absorbs UVB 

radiation and hence confers protection in dark-skinned individuals [34]. In fact, fair skin 

may increase the risk of developing SKs by up to 14-fold, SCCs and BCCs by about 2-

fold and melanoma by 3-fold [101, 102]. Additionally, the ability of an individual to tan 

has a strong influence over NMSC development [60]. Individuals that always burn and 

never tan may have up to an 8-fold increase in risk of developing SKs, about a 4-fold 
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increase in risk for developing BCCs and melanoma and up to a 7-fold increase in risk 

for development of SCCs [101, 102]. 

 

Other phenotypic factors contributing to the development of NMSC include age, most 

likely due to an increased cumulative exposure and increased periods for mutagenesis, 

and sex, with men more likely to be affected than women. The effect of age and sex on 

NMSC development can be witnessed in epidemiologic data. Men are approximately 

twice as likely to develop BCC and SCC [45]. However, women may be up to three 

times more likely to develop SCC in situ, although usually only a slight increase in risk 

is associated with females and sometimes even a decreased risk [77, 78, 100]. Also, an 

increase in age of 20 years can increase the prevalence of SK development by nearly 

double [95]. Also, red or blonde hair and blue or green eyes as well as freckling have 

been found to be associated with BCC development as has a positive family history of 

skin cancer [47, 90]. 

 

 

1.4.3.2 ULTRAVIOLET IRRADIATION AND OTHER ENVIRONMENTAL FACTORS  

 

It is widely accepted that the development of NMSC is related to sunlight exposure and 

therefore ultraviolet radiation, although the mechanisms behind this relationship have 

not been fully elucidated. Light emitted from the sun is broken down into visible light 

and also ultraviolet (UV) radiation in the forms of UVA (315-400nm), UVB (280-

315nm), UVC (190-280) and vacuum UV (below 190nm) [103]. UV radiation of 

wavelengths below 240nm is absorbed by oxygen in the earth’s atmosphere to produce 

ozone, which absorbs most of the harmful UV radiation (below 310nm), therefore 

protecting the earth’s surface [103]. However, of great concern is the rate at which the 

ozone layer is depleting, allowing a significant rise in the amount of harmful UV 

radiation that reaches the earth. In fact, over the past 20 years, the thickness of the 

ozone layer has decreased by about 2% and even up to 10-40% in the northern 

hemisphere during the winter and spring months [45]. In general, a 10% reduction in the 

thickness of the ozone layer would be expected to contribute to a 20% increase in UV 

radiation and impose a 40% increase in skin cancer [45]. 
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Although all of the UVC and most of the UVB radiation is absorbed by the earth’s 

atmosphere, some of the harmful UVB radiation still reaches the surface to cause 

cellular damage. UVB radiation elicits a unique mutation altering cytosine bases that are 

adjacent to a pyrimidine to a thymine base, this mutation is not caused by any other 

carcinogenic agents and as such acts as a fingerprint for UVB damage [104]. UVB 

radiation (and UVC) is highly genotoxic as DNA can directly absorb this radiation, 

targeting damage specifically at dipyrimidine sites [103]. This damage allows the 

formation of either a cyclobutane pyrimidine dimer (CPD), causing a ring to form 

between the five and 6 positions of neighbouring bases or a 6-4 photoproduct (6-4PP), 

binding the 6th position of one base to the 4th position of the adjacent base [103]. It is 

this direct damage that can cause mutations within proto-oncogenes and tumour 

suppressor genes, which will ultimately give rise to cancer [105]. 

 

UVA radiation has often been considered less harmful than UVB radiation as it is not 

directly absorbed by DNA and much more extreme doses are required to produce 

equitoxic and equimutagenic effects in vitro [106]. However, the fact that it comprises 

90% of terrestrial UV and it’s increased penetration into the actively dividing basal 

layer of skin, increases the mutagenic efficacy of UVA [105, 106]. UVA generates 

DNA damage via indirect mechanisms, involving UVA photon absorption by an 

endogenous photosensitiser allowing excitation and reaction with oxygen to generate 

reactive oxygen species (ROS) [103, 105]. ROS generated by UVA radiation cause lipid 

membrane peroxidation and can react with proteins and DNA to generate intermediates 

that combine with DNA to form mutagenic adducts [32, 105]. 

 

The type of UV radiation (UVA or UVB) may have an impact on the type of skin 

cancer that results. A number of animal studies have given indications that particular 

wavelengths within the UVB range have a significant impact on the development of 

SCCs and BCCs and that specific wavelengths within the UVA range have a much 

lower impact [102]. Additionally, observations on skin cancer incidence have 

demonstrated that the latitude gradient of primarily SCC but also BCC is much greater 

than that of melanoma, with a corresponding greater latitude gradient for UVB than 

UVA radiation [102]. This, along with other evidence, suggests that UVB radiation may 

be the primary trigger for development of NMSC, including SK, whereas melanoma 
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skin cancer may be influenced more by UVA radiation [101, 102]. This however does 

not exclude a role for UVA radiation in the development of NMSC. 

 

Although the type of UV radiation plays a large role in skin cancer development, the 

type of exposure also influences development, however the relationship between the 

patterns of exposure still remains unclear. Several studies on BCCs have found a small 

magnitude of risk associated with cumulative sun exposure, with SCCs being more 

clearly associated with cumulative exposure and melanoma being associated with 

intermittent UV exposure [47, 60, 107]. Also, it appears that childhood sun exposure 

may be important for the development of melanoma and non-melanoma skin cancer as 

shown by migration studies performed in Australia. Typically, for each type of skin 

cancer, the risk was higher in people born in Australia and those who migrated before 

the age of ten, than those who migrated after the age of ten [102]. Additionally, studies 

on BCC have shown that recreational childhood UV exposure, accompanied by 

freckling or frequent burning is associated with BCC development whereas adult 

exposure is not [47]. Some studies performed on SKs however, indicated that 

cumulative adult exposure in occupation (although not recreation) was associated with 

SK development whereas childhood exposure was not [101]. 

 

In addition to UV radiation being the main environmental contributor to NMSC, other 

environmental factors may also contribute to a much lesser extent. These factors include 

other forms of radiation such as ionising, exposure to chemicals such as arsenic and 

hydrocarbons, infectious agents such as human papillomavirus, immunosuppression, 

high dietary energy, low vitamin intake and PUVA treatment [47, 61]. Also, smoking 

has been found as a contributing factor to SCC but not BCC [90]. Although low socio-

economic status may not contribute to the development of NMSC, it has been found to 

be associated with very large BCCs as these individuals may be less concerned about 

their general health and as such pose a management problem  [90]. 

 

 

1.4.3.3 GENETIC FACTORS  

 

Aside from inherited disorders and genes that play a direct role in the development of 

NMSC, certain genes or gene variants may increase an individual’s susceptibility to 
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NMSC. Also, epigenetic changes that alter expression levels of particular genes and 

proteins may also play a role in NMSC development. These genetic aberrations will be 

further discussed in later sections. 

 

 

1.4.4 PREVENTION AND TREATMENT OF NON-MELANOMA SKIN CANCER 
 

Skin cancer can be treated by a number of different methods, primarily being surgical 

removal, cryotherapy, radiotherapy and topical application therapy, dependent upon the 

type, size and location of the tumour [47]. For treatment of small premalignant lesions, 

cryotherapy (tissue ablation by freezing with liquid nitrogen) and electrodessication 

(tissue ablation by heat) are the most common treatment modalities, with surgery 

sometimes used [50, 108]. Also topical application of 5-fluorouracil and less commonly 

masoprocol and tretinoin as well as dermabrasion, chemical peels and laser resurfacing 

have been effective in the treatment of multiple lesions [108]. Surgical excision is a 

preferred treatment method, particularly for malignant lesions as excision margins can 

be examined histologically to check for tumour clearance [47]. Topical therapy can also 

be useful for the treatment of malignant lesions as well as radiotherapy in cases where 

surgery may not be an appropriate option, such as in elderly patients with extensive 

lesions [47]. 

 

Although in most cases treatment is highly effective, prevention, via adequate 

protection against UV radiation is the best measure. A number of recommendations 

have been made by The Cancer Council Australia, including UV avoidance particularly 

between 10am and 3pm, making use of shade, wearing protective clothing, wearing a 

broad-brimmed hat, wearing close-fitting sunglasses and using a broad spectrum 

(protects against UVA and UVB), water resistant SPF30+ sunscreen [109]. Regular 

sunscreen use throughout adulthood is also recommended, as within a randomised 

study, daily sunscreen use as compared to discretionary use was effective in 

significantly lowering the average rate of SK acquisition [110]. 

 

Recently, focus has also been placed on the therapeutic value of various anti-oxidant 

agents, including vitamin and carotenoid intake. In particular, β-carotene has been 
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implicated as a sun protectant and a number of studies have found that oral supplements 

may be beneficial, although only against acute photodamage such as reduced erythema 

[111]. To date neither β-carotene or a number of other vitamins such as A, C and E or 

carotenoids such as α-carotene, β-cryptoxanthin and leutein/zeaxanthin have been found 

to significantly decrease the risk of NMSC development or the development of 

precursor lesions [110, 112]. 
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1.5 MOLECULAR APPROACHES TO NON-MELANOMA SKIN 

CANCER 
 

1.5.1 CYTOGENETIC ANALYSIS  
 

1.5.1.1 KARYOTYPING 

 

Karyotypic analysis was first performed on peripheral blood cultures in 1959 and since 

then the technique has enabled the identification of recurrent chromosomal aberrations 

in various diseases [113]. Additionally, karyotyping is a rapid approach to the detection 

of chromosomal abnormalities in amniotic fluid and placental biopsies [114], making 

disease diagnosis possible before birth. Karyotypic analysis is useful due to the fact that 

there is an internationally agreed system throughout the world, termed the International 

System for Human Cytogenetic Nomenclature, which recognises standard banding 

patterns of chromosomes and therefore abnormalities based on aberrant banding [115].  

 

Aberrations such as translocations, inversions, deletions, insertions, somies and ploidies 

have been found by karyotypic analysis and characterise a number of disorders and 

cancers including, Down Syndrome (trisomy 21) [114], chronic myeloid leukemia 

(reciprocal translocation of 9q34 to 22q11) [116] and acute myeloid leukemia (inversion 

of 16p12-622) [117]. Overall, karyotypic analysis, particularly in conjunction with other 

cytogenetic methods such as fluorescence in situ hybridisation and comparative 

genomic hybridisation, is an extremely valuable technique in understanding the cellular 

abnormalities associated with cancer development. 

 

 

1.5.1.2 COMPARATIVE GENOMIC HYBRIDISATION 

 

Comparative genomic hybridisation is a molecular cytogenetic technique that enables 

the global screening of DNA sequence copy number aberrations (CNAs) within a 

tumour in a single experiment. Although CGH is unable to detect balanced 

translocations, inversions, small genetic changes or ploidy changes, it is used primarily 

to detect large copy number changes such as amplifications and deletions that are 
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typically greater than 20 megabases (mb) in size [118]. As such, deletions detected by 

CGH are likely to harbour tumour suppressor genes with a loss of function in these 

genes indicative of a malignant phenotype [118]. Also, amplifications may indicate the 

presence of oncogenes responsible for the uncontrolled growth of cancer [119]. Also, 

chromosomal structures which indicate amplification but do not contain known 

oncogenes such as homogenously staining regions and double minute chromosomes can 

be detected by CGH [118]. 

 

CGH analysis involves microdissection of paraffin embedded tumour specimens, 

followed by universal amplification of the DNA of these samples as well as 

karyotypically normal reference samples [118]. Amplified products then undergo nick 

translation whereby test (tumour) DNA and reference DNA are differentially labelled 

with fluorescent dyes. These differentially labelled test and reference DNA are 

hybridised in the presence of COT-1 blocking DNA to normal metaphase spreads with 

stringent criteria necessary for adequate binding [118, 120]. The relative amounts of test 

and reference DNA that are bound at a chromosomal locus are dependent on the relative 

abundance of those particular sequences within the two samples [118]. Differential 

fluorescent hybridisation signals emitted by the metaphase spread are therefore 

indicative of chromosomal gains and losses of the test DNA relative to the reference 

DNA [120]. Ratios of the fluorescent signals can be quantitated along the length of each 

chromosome and a copy number karyotype of the test DNA can be generated [120]. 

 

Although CGH is limited in the types of genetic aberrations it can detect, it is an 

extremely useful tool for screening the entire genome and has been used to aid in the 

identification of a number of novel cancer causing genes. Additionally, CGH has been 

performed on many lymphomas and leukemias, which has resulted in the isolation of 

genes, which in some cases can define and predict the clinical outcome of the disease 

(Weber, et al, 1998). Also, the more recent application of array-based CGH has allowed 

increased mapping resolution for the detection of locus-by-locus DNA copy number 

changes [121]. 
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1.5.1.3 FLUORESCENCE IN SITU HYBRIDISATION 

 

Fluorescence in situ hybridisation (FISH) is an ideal technique for the visualisation and 

analysis of genetic aberrations of specific genes or loci, although it cannot be used as a 

tool to screen for unknown aberrations [122]. CGH is limited in that it can only detect 

aberrations of about 20mb or larger, whereas FISH, amongst other things, can be used 

in complementation with CGH to detect aberrations of about 40-200kb and as low as 

10kb, thus providing greater resolution of aberrant regions detected by CGH [122]. 

FISH analysis can typically be used to provide information about changes in 

chromosome copy number, DNA segment copy number, translocations and inversions 

that may not otherwise be detectable by standard karyotyping or CGH analysis [123].  

 

A necessary requirement for FISH analysis is the use of fluorescently labelled probes 

that contain a gene or genetic sequence of interest, which are sometimes accompanied 

by differentially labelled reference sequences that can be used to identify or orientate 

chromosomes [122]. These probes can then be hybridised to suspected abnormal cells or 

to paraffin embedded sections, and the signal detected by fluorescence microscopy 

[122, 123]. Several different probes can be analysed simultaneously for detection of 

aberrations, for reference or for a combination of the two, although each probe should 

be labelled with a different fluorochrome for ease of identification [123].   

 

The use of FISH analysis, as well as other cytogenetic techniques has lead to the 

identification of a number of oncogenes and tumour suppressor genes involved in 

tumourigenesis [123]. Genetic instability, characterised by random genetic aberrations, 

can be detected using FISH analysis and has been identified as an early event in a 

number of neoplasia [123]. As such, this analysis can lead to early identification of 

neoplastic disease and can also be used to identify progressive stages of disease, 

therefore allowing the development of better therapeutic agents that can be targeted at 

reducing genomic instability in the early stages of neoplastic development and 

potentially prevent progression of the disease. 

 

 

 

 

 36



1.5.1.4 LOSS OF HETEROZYGOSITY ANALYSIS 

 

Loss of heterozygosity (LOH) is an important mechanism in carcinogenesis, originating 

from mitotic recombination, localised gene conversion, point mutation, deletion or 

nondisjunction [124]. Typically, somatic LOH would occur in conjunction with another 

germline or somatic mutation to render a tumour suppressor gene non-functional, 

demonstrating Knudson’s two-hit hypothesis. 

 

Although LOH analysis can be targeted to specific genes that may be thought to play a 

role in a particular type of cancer, it may also be used subsequent to CGH or FISH 

analysis to further delineate a region or identify a gene of involvement. LOH analysis is 

usually performed on markers or genes with a high level of heterozygosity as 

homozygous individuals are non-informative for this type of analysis. PCR (refer to 

Section 1.5.2.2) is used to amplify DNA from tumour cells and adjacent normal cells, 

which are often microdissected from paraffin embedded specimens. Providing the 

normal cells indicate that the individual is heterozygous at the particular loci being 

studied, the results can be considered informative with a loss of one of the alleles in the 

tumour DNA indicating LOH. Due to contaminating normal cells and possible 

polyclonal origins of a tumour, loss of an allele is typically defined as a T1:T2/N1:N2 

or a 1/(T1:T2/N1:N2) ratio of 0.6 or less, where T1 and T2 designate the tumour alleles 

and N1 and N2 designate the normal alleles [125]. 

 

LOH analysis has been used as a valuable method for detecting genomic instability and 

identifying regions that may harbour putative tumour suppressor genes. Tumours 

showing greater genomic instability and therefore increased LOH throughout the 

genome are likely to be more aggressive [126]. Therefore, LOH may be extremely 

important in identifying particularly rare subtypes of a cancer and may be useful for 

prognosis of the disorder. 
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1.5.2 ASSOCIATION ANALYSIS 
 

Association analysis examines the frequencies of suspected susceptibility gene 

polymorphisms between control and affected populations. Individuals in both 

populations are genotyped and statistical analysis is used to determine whether genotype 

or allele frequencies are significantly different between the two populations. This 

method therefore identifies genes that may be more common in an affected population 

and hence confer susceptibility to that particular disease. 

 

In order to investigate genetic polymorphisms within genes, DNA must be extracted and 

purified so that specific regions containing the polymorphisms can be amplified using 

polymerase chain reaction (PCR). Identification of polymorphisms can then be 

determined by restriction enzyme digestion for those polymorphisms contain restriction 

length fragment polymorphisms (RFLPs) or by GeneScanTM analysis for those 

polymorphisms containing microsatellite markers. Depending on the type of 

polymorphism being studied and the results that are obtained, various different 

statistical analysis approaches can be used to determine differences between affected 

and control populations and to relate this to other underlying factors. 

 

 

1.5.2.1 DNA EXTRACTION METHODS 

 

DNA is most commonly obtained from lymphocytes within the blood, although it can 

be obtained from a number of sources including human tissue, bodily excretions and 

from archival specimens. Depending on the source from which DNA is to be extracted, 

a number of different methods can be used to result in maximal yield of DNA. 

 

A standard salting out procedure was developed by Miller and colleagues to extract high 

yields of DNA from peripheral lymphocytes [127]. Briefly, the method involves the 

isolation of DNA rich white blood cells from whole blood by the lysis and removal of 

red blood cells followed by subsequent lysis and protein digestion of the lymphocytes 

and precipitation of DNA [127]. If DNA is extracted from compromised whole blood, 

such as that stored at sub-optimal temperatures for extended periods of time, it is often 
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highly degraded and may require further purification with the use of commercially 

available kits, such as those provided by Qiagen for the removal of residual 

contaminants. 

 

A more crude method for DNA extraction involves the use of proteinase K digestion, 

which degrades proteins, and to a certain extent DNA. Briefly, tissue samples are 

incubated with a proteinase K containing buffer that can be inactivated by heat after 

sufficient degradation. Depending on the source of DNA extraction, this method can be 

performed relatively quickly and easily in comparison to other methods. It is suitable 

for the extraction of DNA from both fresh and archival tissue, with longer incubation 

periods required for fixed archival tissue. 

 

DNA can be quantitated using a spectrophotometer with a reading of 1OD at 260nm 

indicating 50ng/µl DNA. Additionally, the purity of DNA can be estimated by 

absorbance readings at 260nm and 280nm with a 260/280 ratio of 1.8 indicating pure 

DNA. If necessary, the integrity of DNA can also be observed using agarose gel 

electrophoresis, with degraded DNA represented by smears rather than solid bands. 

 

 

1.5.2.2 POLYMERASE CHAIN REACTION 

 

Polymerase chain reaction is a powerful technique, conceptualised by Kary Mullis in 

1983, that allows the exponential amplification of a specific DNA sequence from 

minute amounts (theoretically one copy) of template DNA [128, 129]. The DNA 

sequence to be amplified is targeted with the use of oligonucleotide primers that are of 

sufficient length (usually about 20bp) and specificity to amplify only the sequence of 

interest. The template DNA is denatured by heating the PCR mixture to high 

temperatures (94-95°C), thereby separating the DNA into single strands [130]. The 

temperature is then lowered (45-65°C) so that specific oligonucleotide primers within 

the PCR mixture can anneal to the complementary sequence within the target DNA 

[130]. Finally, at a slightly higher temperature (72°C) extension of a new strand of 

DNA is accomplished via the addition of deoxynucleotide triphosphates (dNTPs) using 

a thermostable Taq DNA polymerase [130]. Buffer and magnesium chloride (MgCl2) 
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contained within the PCR mix allow for optimal amplification and stabilise the heat 

sensitive polymerase [130]. To determine if the target sequence has been amplified, 

PCR products are electrophoresed on an agarose gel to visualise the size of the 

amplified product. 

 

Agarose gel electrophoresis is a method used not only for separating DNA but also for 

the separation of proteins and RNA, based upon the molecular weight of the nucleic or 

protein fragments [131]. Agarose is a linear polymer that can be melted in the presence 

of a buffer and hardened to form a matrix, the density of which is dependent on the 

concentration of agarose [132]. This porous matrix is a complex network of molecules 

through which DNA fragments can move [133]. Since DNA molecules are negatively 

charged, an electric field can be applied and the DNA molecules will migrate through 

the gel toward the positive electrode [131]. Smaller molecules move through the porous 

gel matrix more efficiently than larger molecules and hence migrate further down the 

gel towards the anode, with the use of molecular weight markers allowing size 

determination [132]. DNA fragments are detected with the addition of a DNA 

intercalating dye, ethidium bromide, to the agarose gel prior to hardening, which 

fluoresces when excited by ultraviolet light [132].  

 

 

1.5.2.3 GENOTYPING METHODS 

 

Restriction fragment length polymorphisms (RFLPs) are commonly found throughout 

the genome and may be used for association analysis. These polymorphisms may be 

functional, allowing either for different proteins to be produced or for different protein 

capabilities. Specifically, RFLPs are those polymorphisms that differ by at least one 

base pair and can therefore be recognised and cut by a specific restriction enzyme. After 

amplification by PCR, the specific gene sequences that are amplified can be cut using 

restriction enzymes that recognise a polymorphism within that sequence and samples 

that do not contain the polymorphism remain uncut at that site. This technique allows 

the determination of differences within the genetic sequence of each sample that may 

code for specific functional properties. After restriction enzyme digestion, DNA 

fragments can be visualised and sizes determined using agarose gel electrophoresis, thus 

allowing genotypes to be identified. 
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The identification of minisatellite and microsatellite markers, comprising of repeat 

sequences of 10-15 or 1-9 nucleotides, respectively, has allowed numerous advances in 

forensic analysis, loss of heterozygosity analysis, linkage analysis and association 

analysis [134, 135]. Genetic sequences containing highly polymorphic microsatellite 

markers are most commonly analysed using GeneScan™ analysis, which can detect size 

differences as small as one base pair (bp). PCR amplification is undertaken 

incorporating a fluorescently labelled primer that allows for fluorescence detection via 

laser excitation. Briefly, samples containing PCR product, formamide and size standard 

are passed through a capillary containing a high resolution gel. Within this capillary is a 

window through which a laser passes that detects sizes of fluorescently labelled 

products including those from the PCR and from the size standard. Both TAMRA and 

ROX labelled size standards can be used, depending on the combination of fluorescent 

labels used for sample analysis, the incorporation of these size standards allow accurate 

sizing of the DNA sequence of interest. 

 

 

1.5.2.4 STATISTICAL ANALYSIS 

 

Statistical analysis involves the testing of hypotheses to determine whether predictions 

made about the study are correct. Typically, in an association study a null hypothesis is 

formulated whereby there is no difference between genotype frequencies in the control 

and affected population, with the alternative hypothesis stating that there is a difference. 

In the testing of these hypotheses, there are two types of error that can occur. A Type I 

error is designated by a false positive result and occurs when the null hypothesis is 

rejected when it is in fact correct and can be controlled by setting a small α level [136, 

137]. A false negative result, termed Type II error, occurs when the null hypothesis is 

not rejected when it is in fact false [136, 137].  

 

In order to successfully detect genotypic frequency differences between populations in 

an association study, a priori power analysis should be performed to determine if the 

population being studied is sufficient to detect a nominated change in genotype 

frequency. In addition to this, for populations in which significant differences have been 

detected, post hoc power analysis should also be performed to ensure that the 

population was sufficient to detect the change in genotype frequency that was 
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determined. Computing the power of a statistical test is defined as the probability that 

the null hypothesis is rejected when it is false [136]. The power of a statistical test 

depends on a number of factors including: sample size, where a larger sample size gives 

greater power; the significance (α) level chosen, with a higher significance level 

resulting in a lower power; and the difference in genotype frequencies to be detected 

[137]. Typically, if the significance level is set at 0.05, which is the case in most 

association studies it is common to aim for a power of 0.8 [137]. 

 

In addition to determining the power of a study, analysis should also be performed for 

each of the genes being studied to ensure that the population is in Hardy-Weinberg 

equilibrium. The Hardy-Weinberg law states that in a large, random-mating population 

with no selection, mutation or migration, genotype frequencies should remain constant 

from generation to generation [138]. Statistical analysis involves the calculation of a 

chi-square statistic based on observed genotype frequencies and those expected that can 

be calculated from observed allele frequencies using the calculation 1=p2+2pq+q2 

(where p = dominant allele and q = recessive allele) [138].  

 

When genotype frequencies are determined, chi-square (χ2) analysis is commonly used 

to detect differences in these frequencies between populations. This analysis is used to 

test categorical data by examining the null hypothesis that the distribution of variables is 

independent of each other and as such there is no difference between populations [137]. 

Typically, a Pearson chi-squared test is used, which is performed on contingency tables 

in which two columns (representing affected and control populations) contain the counts 

of various alleles and the number (n) of alleles determines the degrees of freedom 

associated with the test (df=n-1) [139]. 

 

The use of highly polymorphic microsatellite markers however, introduces statistical 

difficulties due to small cell counts and many degrees of freedom [139]. As such, the 

CLUMP program was designed, which can be used to generate a chi-square statistic and 

P value for markers that produce sparse contingency tables using a Monte Carlo 

approach. Repeated simulations are performed that generate tables having the same 

marginal totals as the one being examined, the number of times that a chi-square value 

associated with the real table is reached is counted and significance is assessed in an 

unbiased manner [139]. 
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Linkage disequilibrium (LD) refers to the condition in which alleles of two loci on a 

chromosome do not occur independently of each other in a population [140]. This 

disequilibrium is typically caused by mutation, followed by drift and/or selection that 

increases the population frequency of the new allele, which is then transmitted as a 

haplotype to the next generation [140]. Typically, if significant disequilibrium is found 

between two loci, the degree or strength of disequilibrium (D') is also determined 

between -1 and 1, for which an absolute value of one represents complete LD and a 

value of zero represents no LD, with positive and negative values indicating the alleles 

of each polymorphism that are inherited together [141]. To estimate the degree of 

disequilibrium between two loci, gametic composition is determined, or in cases of 

double heterozygotes estimated, to give an unbiased estimation of D, from which D' is 

calculated, based on the total sample size, observed numbers of the four genotypes and 

gene frequency estimations [136]. 

 

Regression analysis can be used to find the best mathematical model for predicting one 

variable (dependent) from another (independent) and may include linear, polynomial 

and logistic regression [137]. Logistic regression is particularly useful in estimating 

odds ratios (OR) and confidence intervals (CI) for independent variables based on a set 

of dichotomous predictor variables. Logistic regression can be used for both uni- and 

multi-variate analysis in which one or more dependent variables can be examined based 

on an independent variable to calculate an OR with 95% CI to give an indication of 

increased risk for a particular disorder. 

 

 

1.5.3 GENE AND PROTEIN EXPRESSION ANALYSIS 
 

In addition to the qualitative changes, such as mutations and deletions, that are observed 

in DNA, quantitative changes observed in mRNA and protein expression levels are 

extremely important in various pathological conditions [142]. In fact, cell survival, 

growth and differentiation patterns are reflected by gene expression alterations and as 

such, the ability to quantitate genetic information at the transcriptional and also 

translational level is of central importance to genetic research [143].  
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1.5.3.1 RNA EXTRACTION AND ANALYSIS 

 

To determine a gene expression profile for a particular tissue type, it is necessary to 

obtain high quality RNA. Tissue samples that are routinely collected for diagnosis of 

pathological disorders are processed by a variety of different methods, with the most 

common being treatment with formaldehyde followed by embedment in paraffin wax. 

The fixation of samples in formaldehyde however, leads to extensive crosslinking of 

cellular components, which results in high fragmentation of these DNA (300-400bp) 

and RNA (200bp) when extracted [142]. Although a number of protocols have been 

designed to quantitate RNA expression in treated tissue, it is optimal to use fresh or 

snap-frozen tissue for RNA analysis. 

 

The treatment of RNA is of extreme importance in maintaining its integrity for 

expression analysis. The presence of RNAse, which readily degrades RNA, on human 

skin poses a significant problem that is usually overcome with care and the use of 

gloves and RNA inhibitors within the sample. Any water used in extraction or 

quantification protocols and subsequent analysis should be treated with diethyl 

pyrocarbonate (DEPC) or should be purchased as RNAse free water, although DEPC 

will inhibit reverse transcription and as such should not be used as a final storage 

medium for the RNA.  

 

Although there are numerous methods used for the isolation of RNA, a phenol-

chloroform extraction method followed by purification with commercially available kits 

allows for adequate quantities of high quality RNA to be extracted. TRIzol® reagent is a 

monophasic solution of phenol and guanidine isothiocyanate that maintains the integrity 

of RNA whilst disrupting cells and dissolving the cell components [144]. The use of 

TRIzol®, addition of chloroform and centrifugation allows separation into an aqueous 

phase, containing RNA and an organic phase, containing DNA and proteins [144]. 

Precipitation of RNA can be accomplished by the addition of isopropyl alcohol and 

subsequent washes with 70% ethanol can remove contaminants, centrifugation allows 

an RNA pellet to be recovered, which can then be stored in RNAse free water and 

treated with RNAsin to prevent degradation and DNAse to remove residual DNA 

contaminants [144]. A number of RNA purification kits that are capable of removing 
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residual contaminants are commercially available, such as the Qiagen RNeasy mini kit, 

which isolates and purifies RNA molecules longer than 200bp [145].  

 

After RNA has been isolated and purified it can then be quantitated, by reading the 

absorbance at 260nm, a reading of 1OD representing a concentration of 40ng/µl. Like 

DNA, the relative purity of RNA can also be determined by the 260/280 ratio, with a 

reading of 2.0 representing pure RNA. Also RNA can undergo agarose gel 

electrophoresis to determine the presence and integrity of RNA in a sample. For RNA 

analysis however, a denaturing formaldehyde agarose gel is used as it allows the RNA 

to remain single stranded without forming secondary structures. Typically, high quality 

RNA will display bands at 1.9 and 5.0 kilobases (kb), representing 18S and 28S rRNA, 

respectively with the 28S band being approximately twice as bright as the 18S band 

[145]. If the 18S and 28S bands are not sharp and instead are extremely smeared, this 

indicates major degradation of the sample and the RNA may not be suitable for use. 

 

As RNA cannot directly serve as a template for PCR amplification, quantitative analysis 

relies on reverse transcription to convert mRNA into single-stranded complementary 

DNA (cDNA) [143]. Reverse transcription employs the use of a reverse transcriptase 

enzyme to attach dNTPs to annealed primers to form a growing cDNA chain. Reverse 

transcription can be used for either a one-step PCR reaction, whereby primers are 

specific to a certain gene and PCR conditions are used in conjunction with the reverse 

transcription to amplify a specific gene, or it can be performed in a two-step reaction 

whereby random primers are used to generate a pool of cDNA and this is used in a 

second reaction for amplification of a specific gene. If the second approach is taken and 

a cDNA pool is generated, this can then be used for a number of other techniques, 

including microarray analysis and real-time PCR analysis.  

 

 

1.5.3.2 MICROARRAY ANALYSIS 

 

Microarray analysis is a technique that uses RNA to compare expression levels of 

specific genes between different tissues. It is based upon hybridisation through the 

complementary pairing of nucleic acids of cDNA probes to cDNA clones or targets 

immobilised on a glass matrix. Microarray analysis is performed by extracting total 
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RNA from test and reference tissues, which then undergo reverse transcription in the 

presence of differentially labelled fluorescent oligo primers [146]. This allows RNA 

from test and reference tissues to be converted to cDNA, which is then hybridised the 

cDNA targets on a glass slide. Differential RNA expression is indicated by the level 

fluorescence emitted from either test or reference RNA and fluorescent images can then 

be analysed by a variety of software packages that will specify either over- or under-

expression of particular genes from a test sample [146]. 

 

Microarray analysis has been used for mRNA analysis of human gene expression in a 

number of disorders, including melanoma [147], ovarian cancer [148], multiple 

sclerosis [149] and NMSC [150]as well as detecting changes in normal skin response to 

UVB radiation [87]. Although analysis of gene expression between a diseased state and 

a normal state is the most common use of microarray technology, it can also be used to 

examine viral expression in human disease, prognosis of disease, sequence homology 

between organisms and the effects of drugs on gene expression, which may ultimately 

allow for more specific and sensitive drug treatments [151]. 

 

 

1.5.3.3 REAL-TIME REVERSE TRANSCRIPTION POLYMERASE CHAIN REACTION 

ANALYSIS 

 

Currently, northern blotting, in situ hybridisation, RNAse protection assays and reverse 

transcription polymerase chain reaction (RT-PCR) are in common use for detection and 

quantification of RNA, with RT-PCR being the most sensitive and flexible of these 

methods [143]. However, these methods lack the ability to definitively quantify gene 

expression changes and as such are only considered to be semi-quantitative. 

Quantitative real-time RT-PCR is a rapidly emerging technique in the field of genetic 

research that allows for comparative quantitation and although it was first documented 

as early as 1993, it has only recently been accepted as a valuable technique [152]. 

 

The foundation of real-time RT-PCR analysis is the fact that amplification is 

exponential to a certain point, after which inhibitors are released or reagents become 

limited and growth plateaus, [152]. The plateau phase of a PCR differs between genes 

and different reactions usually generate different amounts of end product, therefore end 
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point quantitation of PCR products, such as that seen in RT-PCR are highly unreliable 

[152]. Both predictable variables, such as target concentration, quality and 

concentration of Taq polymerase, dNTPs, MgCl2, primers, cycle length and number, 

and annealing temperature, and unpredictable variables, primarily the quality of RNA 

extracted are confounding factors in the end-product of RT-PCR [153]. The use of real 

time RT-PCR allows the detection of amplified product within the exponential growth 

phase, which is essential for analysis of the gene product in comparison to a reference 

gene. The reference gene chosen should be one which does not exhibit variation 

between cells or in response to a stimulus and as 18S concentrations rarely deviate and 

are high within the cell (thus making slight variations negligible in comparison), it is a 

prime candidate for a reference gene.  

 

Typically, for real time analysis, reverse transcription is used to convert mRNA to a 

cDNA pool, which is then used to amplify both a gene of interest and a reference gene 

in separate reactions, as this eliminates the possibility of competition between the two 

genes. A fluorescent dye, such as SYBR® green, is included in the reaction which 

intercalates double stranded DNA and thus emits a detectable fluorescent signal during 

the extension phase of the PCR cycle. Theoretically, the more template that is present in 

a sample, the fewer number of cycles it will take for fluorescence levels to reach a point 

where they are significantly different from the background [143]. The point at which 

this occurs is known as the CT value, which occurs within the exponential growth phase 

of amplification. A typical example of a real time RT-PCR analysis showing 

exponential and plateau phases of growth and an optimal CT value for the 18S and 

GSTT1 genes can be seen in Figure 1.9. The CT value is recorded for the reference gene 

and the corresponding gene of interest for a particular sample and the difference 

between the two is calculated (∆CT = CT ref - CT gene). This value can then be compared 

between samples such as normal and tumour tissue or before and after a stimulus to 

determine ∆∆CT, which indicates whether there is a difference between the two 

samples. Typically, duplicate or triplicate analyses of each sample would be performed 

to ensure accuracy of results. 
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Plateau Phase

Exponential Phase 

Figure 1.9: Exponential and plateau phases of PCR amplification, including optimal 

threshold value. 

 

In many cases, standard curves can be generated using samples of a number of specific 

concentrations for a particular gene. The generation of a standard curve allows the 

precise determination of copy number per cell, although this has to be done individually 

for each gene [143]. Although standard curves allow for absolute quantitation of a gene 

in a sample, the relative concentration (ie. in comparison to another sample) is also 

adequate for real time analysis as it detects whether a difference does exist between 

samples and how great that difference is. 

 

There are many applications for real time PCR analysis. Primary applications include 

the testing of genes in a disease versus normal state and as such real time analysis has 

been used extensively to verify results obtained from other gene expression based 

methods such as microarray analysis. However, perhaps a more interesting application 

for real time analysis is to test cellular or tissue responses to particular stimuli. This 

could have implications for therapeutic prognosis, carcinogen and mutagen testing and 

also for understanding the basic processes that cells undertake in response to known 

detrimental factors. 
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1.5.3.4 PROTEIN EXPRESSION ANALYSIS 

 

Proteomics is the high throughput separation, display and identification of proteins and 

in conjunction with a number of new quantitative techniques has the potential to be a 

powerful tool in drug discovery [154]. The total analysis of proteins in various complex 

protein systems has been studied for the past three decades with the aim being to 

reconstruct the structures and functions of proteins or protein complexes within the 

system as a whole [155]. To understand these structures and functions, a number of 

genomic methods have been utilised, although these cannot in any way completely 

explain protein behaviour. Although the DNA sequence for humans is mostly known, 

this cannot predict the amino acid sequence and even the polypeptide amino acid 

sequence could not be used to predict post-translational modification or tertiary 

structures of the protein [155]. As such, to understand proteomics and to use this to 

quantify changes in protein expression in response to environmental, pharmacological 

or genetic factors, a number of methods have been developed to analyse proteins. 

 

Currently, electron microscopy, ultra-centrifugation, NMR spectrometry, X-ray 

crystallography, two-dimensional polyacrylamide gel electrophoresis (2-D PAGE), 

protein sequencer and mass spectroscopy methods are all employed to analyse the 

structure of proteins [155]. The combination of methods, such as 2D-PAGE separation 

followed by mass spectroscopy have also demonstrated high effectiveness in identifying 

protein structures and as such is the most widely used approach in protein structure 

determination and quantitation [155, 156]. Although the use of 2D-PAGE is not strictly 

quantitative, the use of isotope-coded affinity tags, mass-coded abundance tags or stable 

isotope-labelling of proteins/peptides during mass spectroscopy allows for quantitation 

of proteins as well as the detection of modifications such as phosphorylation, lysine 

acylation, and Asn-Gln deamidation can be detected using this combination of methods 

[156]. 
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1.6 MOLECULAR STUDIES IN NON-MELANOMA SKIN CANCER 
 

1.6.1 INHERITED NON-MELANOMA SKIN CANCER SYNDROMES 
 

Although NMSC is not generally considered a heritable disease, there are a number of 

syndromes that predispose individuals to high numbers of non-melanoma tumours. As 

mentioned previously, perhaps the most common of these is xeroderma pigmentosum, 

which predisposes individuals not only to NMSC but also melanoma skin cancer. In 

fact, it has been estimated that XP patients have more than a 2000-fold increase in risk 

for skin cancer development compared to normal individuals [157]. It is well known 

that pyrimidine dimer formation occurs as a result of UVB radiation and is a common 

mutation identified in NMSC lesions. These dimers are usually repaired by the 

nucleotide excision repair pathway, which is absent in XP patients and as such they are 

at an increased risk of developing skin cancer [8]. Numerous forms of XP have been 

identified and are associated with a defect in any of at least nine different XP genes, 

being XPA, XPB, XPC, XPD, XPF, and XPG [158]. Additionally, XP-variants, which 

are efficient in the nucleotide excision pathway exhibit are at an increased risk of skin 

cancer due to a lack of functional DNA polymerase-η leading to hypermutability and an 

increase in sister chromatid exchange [8]. 

 

Gorlin’s syndrome is a rare autosomal dominant disorder characterised primarily by the 

development of multiple BCC at an early age that are also associated with keratocysts 

of the jaw, palmoplantar pitting, skeletal abnormalities, typical facial features and other 

malignancies including those of the neurological tissue [159]. This genetic disorder is 

due to germline mutations within the Patched (PTCH) gene, accompanied by somatic 

mutations resulting in tumour formation [56]. Mutations within this gene are also 

extremely common in XP patients with 70-90% of BCC in XP patients showing 

mutations in the PTCH gene, which has been mapped to 9q22.3 [8, 160].  

 

Multiple keratoacanthoma lesions of the Ferguson-Smith type occur predominantly in 

males and are assumed to be inherited in an autosomal dominant fashion [53, 75]. These 

lesions may grow up to 5cm in size and consist of a few to hundreds of KA [75, 76]. 

Ferguson-Smith variants have typical KA morphology and histology and spontaneous 
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involution usually occurs [72]. Interestingly, this disorder has also been mapped to the 

9q22 region [20] and as such the PTCH gene may potentially be implicated in this 

disorder. 

 

Bazex’s syndrome is also associated with an increased risk of BCC development, which 

arise on the face at an early age and are accompanied by the congenital development of 

pits and lesions on the dorsum of the hands and elbows [47]. The non-metastatic skin 

involvement seen in Bazex syndrome is a cutaneous paraneoplasia that parallels the 

evolution of a coexisting malignancy, which if treated also improves the cutaneous 

symptoms [161]. 

 

 

1.6.2 GENETIC ALTERATIONS ASSOCIATED WITH NON-MELANOMA SKIN 

CANCER DEVELOPMENT 
 

Mutations within the tumour suppressor gene p53 have been associated with a high 

number of cancers as this protein is responsible for cell cycle arrest and apoptosis and if 

it is rendered non-functional, other mutations throughout the genome remain unchecked 

and may accumulate in the cell [162]. UVB induced p53 mutations appear to be an early 

event in skin cancer as they are found in SKs as well as in normal, sun damaged skin 

[162, 163]. However, mutations seen in non-neoplastic, sun damaged skin are different 

to those seen in SKs and SCCs [163, 164], suggesting a genetic link within the p53 gene 

between the two skin lesions as a result of UVB radiation. It is estimated that 10-90% of 

SCCs, 10-100% of BCCs and 75-80% of SKs exhibit mutations within the p53 gene, 

with high variation due to the sensitivity of techniques used [20, 159, 165]. Interestingly 

though, increased skin cancer incidence is not reported in Li-Fraumeni syndrome, 

characterised by an increased frequency of internal malignancies due to an inherited 

mutation of the p53 gene [159].  

 

The INK4a gene locus, designated CDKN2a, encodes the tumour suppressor proteins 

p16INK4a and p14ARF, which are involved in cell growth suppression of Rb by the 

binding and inhibition of cyclin dependent kinase 4/6 and growth arrest and apoptosis of 

p53, respectively [162]. Alterations of this locus are the most common genetic change 
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involved in human cancers, following mutations of the p53 gene [16]. It has been 

reported that up to 20% of SCCs contain mutations in the INK4a locus [162], although 

as yet no mutations have been seen within BCC.  

 

The Bcl-2 gene and related proteins represent one of the most biologically relevant 

classes of apoptotic regulation [166]. The Bcl-2 protein is overexpressed in most, if not 

all BCCs and the Bcl-x protein is overexpressed in SCCs [159, 167]. Additionally, 

overexpression of Bcl-2 or Bcl-x in keratinocytes of transgenic mice cause them to be 

more prone to the development of various skin cancers, although this was only 

following oncogenic stimuli and overexposure of these proteins alone did not result in 

skin cancer [167].  

 

The Ras family of oncogenes consists of H-, K- and N-Ras and is one of the most 

frequently mutated gene families in a number of human cancers [162]. Activation of the 

Ras pathway results in accelerated cell growth and inhibition of apoptosis and is likely 

to be involved in the development of BCC and SCC but not necessarily through genetic 

changes [8, 162]. Evidence to suggest that activation of Ras pathways is initiated 

through genetic change in NMSC is limited with mutation rates varying from 20% in 

BCC, 0-46% in SCC and 16% in SK [162, 168, 169]. However, application of the 

initiating agent DMBA in mouse models showed that Ras gene mutations were 

frequently detected in skin tumours and as such these mutations are well characterised 

in mouse skin tumourigenesis [162]. 

 

 

1.6.3 MOLECULAR ANALYSIS OF BASAL CELL CARCINOMA 
 

Many molecular studies carried out on BCCs have focussed on the 9q22 region, which 

is synonymous with the inherited Gorlin’s syndrome. Various studies have reported that 

about 50% of sporadic BCC are also associated with this region, including one study 

that identified a deletion of the 9q region that was further delineated to include the 

region containing the PTCH tumour suppressor gene [170]. Additionally, recurrent 

chromosomal gains were detected at 6p, 6q, 9p, 7 and X [170]. However, BCCs are 
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generally considered to be relatively genetically stable, which may account for their less 

aggressive nature [170, 171].  

 

A number of association studies testing for susceptibility genes have been carried out on 

BCC, including studies of detoxification enzymes, the melanocortin-1 receptor (MC1R) 

gene and investigation of tumour necrosis factor (TNF) microsatellite polymorphisms. 

Genetic polymorphisms of the glutathione-S-transferase and cytochrome P-450 

enzymes have been associated with a number of BCC factors often in conjunction with 

other phenotypic factors, including tumour numbers, tumour accrual, tumour site and 

time to presentation of next BCC, however these polymorphisms did not confer 

susceptibility to development of BCC [172]. Increased risk of BCC development has 

also been associated with the MC1R gene [173] and an increased risk of development of 

multiple BCC has been associated with microsatellite variants within the TNF gene 

[174]. 

 

Microarray analysis has been a useful tool in detecting expression changes associated 

with BCC tumours with one study identifying 51 genes with at least a 2-fold altered 

gene expression in at least 5/7 BCCs. Of these 31 were also associated with SCC [150]. 

Although BCCs were associated more so with down-regulation of genes than SCCs, up-

regulation was also seen with a number of genes involved in transcription, intracellular 

signal transduction, cell adhesion, immune system, translation and other cellular 

functions showing altered expression levels [150]. Other gene expression studies have 

also suggested that the expression of growth factors EGFR, HER2 and HER3 may be 

associated with BCC development [175]. Also, mRNA expression of CAPN1, an 

enzyme associated with transcription factors, adhesion molecules and p53, is increased 

but protein expression is decreased, possibly indicating a feedback loop for the 

degradation of the protein [176]. Aberrant expression of the p53 gene has been seen in 

the majority of BCCs [177] and stronger immunoreactivity for the VDR protein and 

increased mRNA expression has been seen in BCC cells compared to normal adjacent 

cells [178]. 
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1.6.4 MOLECULAR ANALYSIS OF SQUAMOUS CELL CARCINOMA 
 

Cytogenetic analysis of SCC has revealed recurrent chromosomal gains at 3q, 4p, 5p, 

8q, 9q, 14q, 17p, 17q, 20q and Xq with recurrent losses detected at 3p, 8q, 9p, 11p, 13q, 

17p and 18p demonstrating that SCC lesions are highly genetically unstable [179]. 

Another study of recurrent and metastatic SCC from the same individual revealed 

similar aberrations, although a gain of 7p in all four samples analysed and a gain of 11q 

in two of the samples were also detected [180]. Individual LOH analyses have been 

performed for a number of loci in SCC, although as yet no targeted approach has been 

implemented based on cytogenetic detection outcomes. Analysis of a region encoding 

the p16INK4a locus has shown LOH in 84% of SCC [181]. Also 45% of SCC or SCC in 

situ lesions have shown LOH in the 17p13.1 region, containing the p53 gene, and 63% 

have shown LOH in the 9p22.3 region, containing the PTCH gene [182].  

 

Association studies of SCC are less common than those for BCC as the lesions are less 

common making adequate sample acquisition more difficult. However a number of 

studies have revealed polymorphisms in a number of genes that are associated with the 

development of SCC. Like BCC, an increase in risk for SCC development has also been 

associated with the MC1R gene [173]. Polymorphisms within the p53 gene have also 

been associated with an increased risk of SCC development in renal transplant 

recipients but not in SCCs from immunocompetent individuals [183], also a 

polymorphism of the GSTP1 gene have also been associated with increased numbers of 

SCC in renal transplant patients [184]. 

 

Expression analysis using microarrays has been performed on both SCC cell lines and 

SCC tissues, with genes involved in altered expression being vastly different between 

the two groups [185]. Up-regulated genes consisted of collagens, detoxification 

enzymes, metalloproteinases, kinases and binding proteins amongst others, whereas 

keratins, small proline-rich proteins and extracellular matrix associated proteins were 

down-regulated [185]. Another study also identified four novel genes that were 

specifically up-regulated in SCC but not in other NMSC, being RhoC, extracellular 

matrix metalloproteinase inducer, cell cycle progression two protein and PKC-

interacting protein [150]. Other genes such as EGFR, HER2, HER3, p53, cyclin D1, 

 54



cyclin A and CAPN1 also show expression in cutaneous SCC [175, 176, 186]. 

Immunohistochemistry and western blot analysis of the p16INK4a gene has shown that 

although SK cells show normal expression, SCCs show no expression in most samples 

[181]. Also immunohistochemistry of the p53 protein shows aberrant expression in the 

majority of SCC and Bowen’s disease [177]. 

 

 

1.6.5 MOLECULAR ANALYSIS OF SOLAR KERATOSIS 
 

A study examining chromosomal aberrations associated with SCC also examined SK 

lesions and found frequent gains of chromosomal regions 3q, 4p, 5p, 9q, 17p and 17q 

with frequent losses detected at 3p, 4q, 9p, 11p, 13q 17p [179]. Although SK lesions 

appear to be more genetically stable than SCC lesions, a comparison of the two lesions 

showed a similar pattern of chromosomal imbalances, indicating a clonal relationship 

[179]. However, a deletion of 18q was significantly more frequent in SCC than SK, 

suggesting a potential role for this region in progression to a more malignant phenotype 

[179].  LOH of SK also appears to be common event, specifically within the 

chromosomal regions 17p (64%), 13q (52%), 17q (46%), 9p (39%), 3p (31%) and 9q 

(22%) [187]. Although most of these correspond to regions of loss identified by CGH 

analysis, the 17q region was identified as a region of gain, suggesting that it may 

harbour both tumour suppressor genes and oncogenes. Individual LOH analyses have 

revealed LOH of the p16INK4a encoding region in 64% of SKs (slightly lower than SCC) 

[181] and the p53 gene in 29% of cases (slightly lower than SCC) [188], indicating that 

these two genes may play a role in the early events of carcinogenesis. 

 

To date, aside from results presented in this thesis, no positive association studies or any 

large expression based studies have been performed to analyse SK, however a number 

of studies examining a small number of genes for alterations in either mRNA or protein 

expression have been performed. In a study of 25 SKs, 28% were found to be 

immunopositive for the p53 protein [188], whereas another study demonstrated that 

aberrant p53 expression was related to cell proliferation and histological degree of 

malignancy in SK [189]. Increased expression of matrix metalloproteinase-1 (MMP-1), 

a basement membrane degradation enzyme has been identified in SKs and is therefore 
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expected to play a role early in development [190]. A role for the Fas protein, which is a 

cell surface receptor that induces the apoptotic pathway [159], can also be seen in SK, 

with a decrease in the protein witnessed that appears to be proportional to the degree of 

dysplasia [191]. Also, normal p16INK4a expression has been seen in SK although this is 

decreased in SCC, indicating that this gene does not play a role in the early stages of 

carcinogenesis [181]. 

 

 

1.6.6 MOLECULAR ANALYSIS OF KERATOACANTHOMA 
 

Prior to this study, cytogenetic analysis of keratoacanthoma had been quite limited, 

although microsatellite instability and loss of heterozygosity had been analysed at a 

number of chromosomal regions. Within the 2p, 3p, 5q, 6q, 9p, 9q, 17p and 18q regions, 

only 2/21 KA samples showed microsatellite instability and only 3/21 samples showed 

LOH, with no specific region implicated [192]. Of the samples showing microsatellite 

instability and one of the samples showing LOH, one individual was suspected of 

belonging to a family with Muir-Torre syndrome, characterised by defective DNA 

repair/replication, and the other sample could not be definitively diagnosed as a KA and 

may have been an SCC sample [192]. This study suggested that cytogenetic alterations 

may be extremely rare in KAs. More recently however, comparative genomic 

hybridisation has revealed recurrent gains of 8q, 1p and 9q and recurrent losses of 3p, 

9p, 19p and 19q [53]. Also cytogenetic alterations involving a 2p13 breakpoint have 

been detected in KAs and may play a role in pathogenesis [193, 194]. 

 

Association analysis of keratoacanthoma has not been examined due to the low 

frequency of this disorder and difficulty in differential diagnosis to SCC and other 

neoplasms. However, some studies have examined the expression of tumour suppressor 

genes and oncogenes in KA. Like other skin cancers, expression of the p53 protein was 

found in 94% of KA samples, and overexpression in 2/16 of these samples was 

associated with a mutation in the p53 gene [195]. Immunohistochemistry analysis of 

stromelysin 3, a matrix metalloproteinase, indicated that 22% of 104 KAs studied were 

positive for this protein, compared to 47% of SCCs studied [196]. Perhaps more 

interesting results have come from studies on regressing KAs. It has been found that 
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p27 is expressed in regressing KA but not mature KA and therefore may play a role in 

promoting regression [197]. Additionally, increases in interleukin 10 and decreases in 

granulocyte macrophage colony-stimulating factor mRNA expression in comparison to 

SCCs suggest a role for immunological factors in regression of KA [198]. 

 

 

1.6.7 MOLECULAR ANALYSIS OF SQUAMOUS CELL CARCINOMA IN SITU 
 

Cytogenetic analysis of squamous cell carcinoma in situ is very limited. In one study, 

analysis of both SCC and SCC in situ lesions (combined) demonstrated LOH in the 

17p13.1 region, which contains the p53 gene [182]. Also, in this study, 63% of lesions 

demonstrated LOH in the 9p22.3 region, containing the PTCH gene [182]. However, 

differentiation between SCC and SCC in situ lesions was not made, and this may impact 

on the interpretation of results. 

 

 

Association analysis of SCC in situ, like that for KA, is generally not feasible due to the 

low frequency of this disorder. However, it might be expected that results obtained for 

SCC in situ would be similar to those obtained for SCC and that any differences might 

be accounted for by the low malignant potential of SCC in situ. Expression analysis of 

SCC in situ has revealed a number of similarities to SCC and also some differences. 

Immunohistochemistry of the p53 protein has shown aberrant expression in the majority 

of SCC and also SCC in situ [177]. Expression of p21 and downregulation of 

transforming growth factor beta (TGF-β) indicate that p21 may induce terminal 

differentiation via either a p53 dependent or independent pathway and also that TGF-β 

may play a role in the development of SCC in situ [199]. Also, positive staining of 

MMP-9 in both SCC and SCC in situ indicated a possible role in malignant 

transformation of both of these lesions [200]. 

 

 

Although current knowledge of non-melanoma skin cancer is quite extensive, there is 

still a lot left to be examined. The high frequency at which NMSC occur, and their ease 

of accessibility, make them prime models for the study of carcinogenesis. The present 
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study analysed NMSC in a number of ways to identify genes that may confer 

susceptibility, genes involved in the progression of NMSC and expression changes that 

are associated with environmental impact on NMSC. These analyses have allowed a 

more comprehensive understanding of the mechanisms behind non-melanoma skin 

cancer.
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CHAPTER 2 

 
METHODOLOGICAL APPROACH AND 

QUALITY ASSURANCE 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



2.1 RESEARCH DESIGN 
 

Non-melanoma skin cancer is a complex disorder resulting from numerous genetic 

changes that are usually stimulated by ultraviolet radiation and may be influenced by 

both genotypic and phenotypic characteristics of an individual. Although mutations 

within key genes is the primary cause that leads to carcinogenesis, the underlying 

genetic make-up and lifestyle of an individual may be the driving force behind these 

mutation rates.  

 

Various genes that lead to increased susceptibility to cancer have been identified and are 

typically involved in DNA repair, detoxification of carcinogenic substances, activation 

of protective compounds or cell cycle regulation. Identification of susceptibility genes 

that may be involved in NMSC development will provide a more comprehensive 

overview of the mechanisms behind carcinogenesis and may indicate diagnostic and 

prognostic implications for individuals with this disease.  

 

Numerous studies have focussed on the effects of UV radiation on skin and results have 

been somewhat ambiguous. Although it is generally well accepted that UV radiation 

damages DNA and leads to carcinogenesis, other studies have found little evidence that 

UV radiation increases the rate of NMSC development [91] and some studies even 

suggest that although UV radiation is directly damaging, it may be also be indirectly 

protective for some forms of skin cancer [201]. These ambiguous results suggest that 

the effects of UV radiation on the skin are likely to be compounded by underlying 

genetic factors. Identification of these factors and an understanding of the role that they 

play in response to UV radiation are therefore essential in understanding the 

mechanisms of UV induced carcinogenesis. 

 

This study was aimed at identifying and understanding the molecular foundations that 

may contribute to, or cause, the development and progression of NMSC. Different 

methodological approaches were therefore employed to gain a comprehensive 

understanding of the molecular basis of NMSC and how contributing environmental and 

phenotypic factors may influence this. Cytogenetic analysis, using comparative genomic 

hybridisation and loss of heterozygosity analysis, was used to determine aberrant 
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chromosomal regions and examine potential candidate genes involved in the 

development and progression of NMSC. Implication of particular chromosomal regions 

was also used to provide evidence of potential susceptibility gene involvement in 

NMSC development for genes analysed in association studies. Association analysis was 

used to identify potential susceptibility genes that may play a role in the development of 

early stage NMSC. Finally, gene expression analysis of identified susceptibility genes 

was then undertaken to determine their response to UV radiation. 
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2.2 CYTOGENETIC ANALYSIS 
 

Within the Genomics Research Centre (GRC), comparative genomic hybridisation and 

loss of heterozygosity analysis have been used to identify chromosomal aberrations 

associated with non-melanoma skin cancer development and to implicate candidate 

tumour suppressor genes in this development. In particular, CGH and LOH studies have 

been used to detect aberrations associated with BCC development and to implicate the 

Patched gene, and also CGH has been used to identify chromosomal aberrations 

associated with SCC and SK development. CGH analysis of SCC and SK revealed a 

number of large genomic aberrations that were common to both lesions and also a 

regional loss of 18q that was specific to squamous cell carcinoma [179]. This region of 

genetic loss is likely to contain one or more tumour suppressor genes that are involved 

in progression to a more malignant phenotype, and as such loss of heterozygosity 

analysis was undertaken to further delineate the region of involvement. Also, CGH 

analysis was used to investigate a rarer form of NMSC, keratoacanthoma. Ethical 

approval for this study was obtained from the Griffith University Human Ethics 

Committee (approval number: HSC/08/01/hec) and from The Gold Coast Health 

Service District Ethics Committee (research proposal: 9615). 

 

 

2.2.1 PREPARATION OF SAMPLES FOR ANALYSIS 

 
2.2.1.1 SAMPLE COLLECTION AND STAINING OF SLIDES 

 

For LOH analysis, fifteen samples of squamous cell carcinoma, five samples of SCC in 

situ and three samples of solar keratosis were collected, and for the CGH study, six 

samples of keratoacanthoma were collected. All samples had been clinically and 

histologically diagnosed and were collected either by Dr Stephen Weinstein at the Gold 

Coast Hospital or by Dr Damien Taylor at Sullivan and Nicolaides. All samples were 

embedded in paraffin, fixed with formaldehyde, and sliced onto ‘SuperFrost’ slides at a 

thickness of 5µM. At least six slides of each sample were collected for analysis. Two of 

the six slides obtained were stained with haematoxylin and eosin as a guide for  

identification and diagnosis of tumour cells and the remaining slides were stained with 
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methyl green for microdissection. The following protocols were implemented, using 

chemicals and reagents supplied by Sigma Chemical Company, Astral Scientific and 

Gibco-BRL. 

 

Prior to staining with haematoxylin and eosin each slide was deparaffinised by 

immersion in Xylene (twice for 2 minutes), re-hydrated using an ethanol series (100%, 

100%, 90%, and 70% for 1 minute each) and washed in running water. Haematoxylin 

stain (which stains DNA a purple-blue colour) was then applied for 5 minutes and the 

slide rinsed with running water to remove excess stain. Eosin (which stains proteins a 

pink-red colour) was then applied for 2 minutes and the slides rinsed in running water 

for 1 minute. A final immersion in Xylene, twice for two minutes, was performed 

before a coverslip was mounted using a clear glue (Histamount). Methyl green staining 

followed a similar protocol. Each sample was deparaffinised (two Xylene washes for 3 

minutes each) and re-hydrated in ethanol and sterile water (100%, 95%, 70%, 50%, 

MilliQ water for 2minutes each). A 1% methyl green stain was then applied for 5 

minutes. Excess stain was removed by soaking slides in sterile water for 1 to 5 minutes. 

 

 

2.2.1.2  MICRODISSECTION AND DNA EXTRACTION  

 

The haematoxylin and eosin stained slides were photographed and the tumour area 

marked. These ‘guide’ slides were used to direct the microdissection of normal tissue 

and tumour tissue from the methyl green stained ‘sample’ slides, with the aid of a Nikon 

SMZ800 stereomicroscope (Nikon; USA). The sample slides were photographed before 

and after normal tissue was microdissected and again after tumourous tissue was 

microdissected for reference and confirmation of representative tumour areas.  

 

Microdissection of at least four slides per sample was performed by hand using a 

scalpel blade (#11) and the normal and tumourous tissue were placed in separate tubes 

containing between 20µl and 100µl of Proteinase K Tween Buffer (PKTB) [1x PCR 

Buffer; 20mM Tris-HCl; 60mM KCl; 1.5mM MgCl2; 0.4mg/ml Proteinase K; 0.5% 

Tween 20]. The mix was then incubated at 55°C overnight and proteinase K activity 

was halted, by heating the sample to 95°C for 10minutes. Incubations were performed 
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using the DNA Thermal Cycler 480 (Applied Biosystems). All samples were stored at -

20°C, until used for CGH or LOH analysis. 

 

 

2.2.2 LOSS OF HETEROZYGOSITY ANALYSIS 

 
2.2.2.1 MICROSATELLITE MARKER AND CANDIDATE GENE SELECTION 
 

Microsatellite markers representing chromosomal region 18q were selected from Panels 

23 and 24 of the ABI Prism Linkage Mapping Set. Selection of specific markers was 

based on their proximity to each other within the 18q region. In general, markers were 

chosen so that the distance between each marker was about 10cM, allowing a fairly 

even coverage of the entire region. Figure 2.1 shows microsatellite markers contained 

within 18q and highlights those specifically selected for use in this study. A number of 

candidate genes exist in this region including DCC, Smad4, Smad2 and maspin, most of 

these are routinely analysed for LOH using microsatellite marker analysis. 

 

 

 

 

 

 

 

 

 

 

 
 

NB: Hex, Ned and Fam labelled markers 

 

 

 

 
Figure 2.1: Selected microsatellite markers used for LOH analysis of the 18q 

chromosomal region (highlighted). 
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2.2.2.2 POLYMERASE CHAIN REACTION  

 

For each of the microsatellite markers tested, all samples underwent polymerase chain 

reaction to amplify a region surrounding the microsatellite marker. All reagents used for 

PCR amplification were obtained from Applied Biosystems and Promega. Primers for 

each of the markers were labelled with a specific fluorescent dye that was then 

incorporated into the gene sequence via PCR amplification. Briefly, each reaction 

contained 20-50ng DNA, fluorescently labelled gene specific primers, MgCl2, PCR 

buffer, dNTPs and Taq DNA polymerase.  

 

All PCR reactions then underwent various cycling conditions for amplification, which 

were carried out on PC-960C cooled thermal cycler. Reactions involved initial 

denaturation followed by varying cycles of denaturation, annealing and extension and in 

some cases a final extension step. Specific protocols for each of the microsatellite 

markers amplified are outlined in more detail in Chapter 3. 

 

 

2.2.2.3 GENOTYPING ANALYSIS 

 

Samples for GeneScan analysis were prepared by adding 0.5-2.0µl of PCR product to a 

formamide reaction mix [1500µl formamide; 63µl ROX-500 size standard]. The ROX 

labelled 400HD size standard provided sizes of 50, 60, 90, 100, 120, 150, 160, 180, 190, 

200, 220, 240, 260, 280, 290, 300, 320, 340, 360, 380 and 400bp, and allowed accurate 

sizing of all samples tested with the microsatellite markers. Typically, these 

microsatellite markers were multiplexed on the GeneScan, allowing two or three 

markers to be tested in the same reaction. The amount of sample loaded was determined 

by the efficiency of reaction for the microsatellite marker used.  

 

Samples were placed in an appropriate tray, heated at 95°C for 5 minutes to denature 

DNA and cooled on ice briefly. The tray was then loaded onto the ABI 310 Genetic 

Analyser and samples migrated through the gel for 14-24 minutes, depending on the 

size of the region surrounding the microsatellite marker that was amplified. Genotypes 

for each of the markers were then determined using Genotyper Version 2. 
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2.2.3 COMPARATIVE GENOMIC HYBRIDISATION ANALYSIS 
 

2.2.3.1 ACQUISITION OF REFERENCE AND CONTROL DNA  

 

Acquisition and testing of both male and female DNA is necessary for the generation of 

a ratio threshold and dynamic range, whereas cell line DNA is also a necessary control 

to detect copy number changes. Peripheral blood was collected from both normal male 

and female subjects into a 10ml lithium heparin tube, and the genomic DNA extracted 

using a standard protocol developed by Miller, et al, in 1988 [127]. Additionally, DNA 

was extracted from cell lines using the same protocol. All chemicals and reagents 

required for the DNA extraction process were obtained from Sigma Chemical Company 

(Missouri, USA), Astral Scientific (New South Wales, Australia) and Gibco-BRL 

(Maryland, USA) and centrifugation was performed using a Sigma 4K15 centrifuge 

(Sigma; Germany).  

 

Initially, collected blood was centrifuged for 15 minutes at 4,000rpm and the plasma 

was removed before cells were frozen at -20°C. For DNA extractions, 5-10ml blood 

was thawed and NKM buffer [3mM MgCl2; 140mM NaCl; 30mM KCl] was added to 

give a final volume of 50ml. The solution was mixed vigorously, centrifuged at 

4,000rpm for 25 minutes and the supernatant, containing lysed red blood cells was 

removed. RSB buffer [10mM Tris-HCl, pH 7.5; 10mM NaCl; 3mM MgCl2] was added 

to a volume of 50ml, the mixture was shaken then centrifuged at 4,000rpm for 15 

minutes and the supernatant removed. The RSB wash was then repeated (usually once 

or twice) until most red blood cells had been lysed and removed. 

 

To lyse the white blood cells and digest the remaining protein, 8ml of Lympholysis 

solution [25mM Tris-HCl, pH 7.5; 25mM EDTA, pH 8.0; 75mM NaCl; 1% (w/v) SDS] 

and 500µl of Proteinase K buffer [2mg/ml Proteinase K; 10mM CaCl2-10mM Tris, pH 

7.5] were added and samples were placed in a 37°C shaking waterbath overnight. The 

following day, 4ml of sterile saturated (6M) NaCl was added, the solution mixed for 15 

seconds and centrifuged at 2,500rpm for 15 minutes. The supernatant was transferred to 

a clean tube and centrifuged for a further 15 minutes at 2,500rpm to remove residual 
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proteins. Following this, the supernatant was transferred to a clean tube and DNA was 

precipitated, by adding two volumes of cold absolute ethanol and swirling gently. The 

DNA strands that precipitate were then carefully removed using an inoculating loop and 

placed in 1ml of sterile TE buffer [10mM Tris-HCl, pH 7.2; 1mM EDTA]. The DNA 

was allowed to dissolve in the TE buffer by incubation at 37°C overnight and was 

stored at 4°C indefinitely. 

 

The concentration of recovered DNA was measured through spectrophotometric 

analysis (absorbance at wavelength 260nm) using the Quanta Gene RNA/DNA 

calculator (The Australian Chromatography Company; New South Wales, Australia). 

Each sample was diluted with purified water to a final concentration of 20ng/µl and 

stored at 4°C until use. 

 

 

2.2.3.2 AGAROSE GEL ELECTROPHORESIS 

 

Agarose gel electrophoresis was used to determine the quality of all amplified products 

and nick translated products (see below) used for analysis. For all electrophoresis 

performed in this study, 2% agarose gels were made consisting of 1g agarose and 50ml 

TAE buffer [20mM Tris; 0.1% (v/v) glacial acetic acid; 1mM EDTA]. This was heated 

in a microwave for 40 seconds, or until agarose was completely dissolved and 6µl of 

ethidium bromide (10µg/ml) is added. The melted agarose was poured into a tray 

containing combs to produce wells when the gel was set.  

 

Prior to electrophoresis 5-10µl of sample was mixed with 2µl of DNA gel loading dye 

[0.37% (w/v) sucrose; 0.005% (w/v) bromophenol blue; 50mM EDTA], and added to 

each well. The first well contained 100bp ladder (New England Biolabs) to allow for 

size determination, giving bands at 1000, 900, 800, 700, 600, 500, 400, 300, 200 and 

100 bp. All gels were electrophoresed at 90V for approximately 20-45 minutes, 

depending on the speed of fragment migration. Electrophoresis equipment used for 

analysis was supplied by Life Technologies (Maryland, USA) and Pharmacia Biotech 

(New Jersey, USA) and gel photos were taken using the Electrophoresis Documentation 

and Analysis System (Kodak; Connecticut, USA). 

 67



2.2.3.3 DEGENERATE OLIGONUCLEOTIDE PRIMED-POLYMERASE CHAIN REACTION 

 

Degenerate oligonucleotide primed-polymerase chain reaction (DOP-PCR) uses a 

universal primer to amplify the entire genome based upon low and high stringency 

amplification cycles [202]. DOP-PCR was performed on normal DNA samples, cell line 

samples, tumour specimens and negative controls (containing no DNA) using the 

protocol outlined by Zitzelsberger, et al, in 1998, with some modifications [203]. The 

following protocol was used for each reaction. 

 

DOP-PCR works on the principle of pre-amplification (low stringency), followed by 

amplification (high stringency). For pre-amplification, 1x PCR buffer, 200nM dNTP 

mix, 0.5µl of UN-1  primer (degenerate universal primer) and Taq DNA polymerase 

were reacted with 1µl DNA in a final 5µl reaction. Pre-amplification was carried out on 

a Perkin-Elmer DNA thermocycler. The samples were initially denatured at 94°C for 5 

minutes; followed by 5 cycles of denaturation at 94°C for 1 minute, annealing at 30°C 

for 1 minute, 30 seconds, a slow ramp step from 30°C to 72°C for 3 minutes; and a final 

extension at 72°C for 2 minutes. The DNA was denatured again at 94°C for 5 minutes 

before the amplification mix was added. 

 

After pre-amplification, an amplification mix was added to each reaction consisting of 

1x PCR buffer, 200nM dNTPs, 6.0µl of UN-1 primer and Taq DNA polymerase in a 

final 50µl volume. Amplification involved initial denaturation for 10 minutes at 94°C; 

followed by 35 cycles of denaturation at 94°C for 1 minute, annealing at 56°C for 1 

minute and extension at 72°C for 3 minutes; and then a final extension for 10 minutes at 

72°C. All samples were electrophoresed on a 2% agarose gel to determine if 

contamination had occurred, if DNA was present and to ensure that smears of DNA 

fragments were of appropriate length (50-4,000bp). 

 

 

2.2.3.4 NICK TRANSLATION 

 

Comparative genomic hybridisation quality is highly dependent upon the size of DNA 

fragments. Nick translation is the process by which DNA is digested to produce smaller 
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fragments, whilst incorporating a fluorescent dye. Nick translation was performed to 

directly label DNA with either fluorescein (FITC) or Texas Red using methods outlined 

by Kallioneimi, et al, 1994 [118], with modifications.  

 

Each reaction consisted of 22.5µl of DOP-PCRed DNA, 1µl of either FITC or TEXAS 

RED, 5µl of A4 dNTP mix, 1.5µl of polymerase, 1.5µl of fast enzyme mix [(0.5U/µl 

DNA Polymerase I; 0.0075U/µl DNAse I; 50mM Tris-HCl, pH 7.5; 5mM Magnesium 

Acetate; 1mM β-Mercaptoethanol; 0.1mM Phenylmethylsulfonyl Fluoride (PMSF); 

50% (v/v) Glycerol; 100 µg/ml nuclease-free Bovine Serum Albumin (BSA)], 1.5µl of 

slow enzyme mix [0.5U/µl DNA Polymerase I; 0.4mU/µl DNAseI; 50mM Tris-HCl, pH 

7.5; 5mM Magnesium Acetate; 1mM 2-Mercaptoethanol; 0.1mM PMSF; 100µg/ml 

BSA; 50% (v/v) Glycerol] and 17µl of sterile MQ water. A Perkin Elmer thermocycler 

was used to incubate the reactions at 16°C for 1 hour and the reaction was halted by 

heating for 15 minutes at 75°C. All products were electrophoresed on a 2% agarose gel 

for 45 minutes at 90 volts to determine the presence of DNA and the fragment size. The 

size of the smear for genomic samples (reference DNA) should be between 300 and 

2000 bp and between 100 to 1000 bp for microdissected (test) DNA. 

 

 

2.2.3.5 IN SITU HYBRIDISATION 

 

In situ hybridisation was performed using test and reference DNA, which were allowed 

to bind to normal metaphase chromosomes. For each experiment 22.5µl of test DNA 

and 22.5µl of reference DNA was mixed with 30µg of human Cot-1 DNA. To this, 

7.5µl of 3.0M sodium acetate, pH 5.2, and 187.5µl of cold ethanol were added. This 

reaction was mixed and centrifuged briefly then frozen in liquid nitrogen to precipitate 

DNA. Precipitated DNA was pelleted by centrifugation at 11,000rpm for 30-45 

minutes, using a Heraeus Sepatech Biofuge (Heraeus; Osterode, Germany). Ethanol was 

removed and the pellet dried in the dark. This pellet was resuspended in 10µl of 

hybridisation buffer and the probe was denatured by heating for 5 minutes at 73oC 

before hybridisation to the target metaphase.  
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The target metaphase slides were softened in 2x SSC at 37°C then dehydrated in an 

ethanol series of 70%, 85% and 100% at room temperature. This was followed by 

denaturation in a 70% formamide solution at 73°C then dehydration in a second ethanol 

series of cold 70%, 85% and 100%. The slides were dried and heated to 37°C to allow 

for optimum binding of the probe. The denatured probe was then added to the slide and 

allowed to hybridise for two to three days in a 37oC incubator. 

 

Following hybridisation, slides were washed in 3 50% formamide solutions at 45°C for 

10 minutes each to denature any poorly bound DNA. Slides were then softened in 2x 

SSC for 10 minutes at 45°C and a further 10 minutes at room temperature. Following 

this slides were washed in PN buffer for 10 minutes at room temperature, this contains a 

detergent which elutes the poorly bound DNA from the metaphase slides. Finally, slides 

were rinsed in sterile MQ water for 5 minutes to remove all solutions and allowed to dry 

in the dark. A DAPI counterstain, combined with an anti-fading agent, Vectorshield, 

was added to the target area and a coverslip applied. The slides were left for at least an 

hour or preferably overnight, in the dark at 4°C, before analysis. 

 

 

2.2.3.6 FLUORESCENCE MICROSCOPY AND IMAGE ANALYSIS 

 

Three separate colour channel images were captured for each metaphase spread, one 

which captured the DAPI identification stain, one for the FITC dye and one for the 

Texas Red dye. Images were captured on a COHU-CCD camera at a magnification of 

60x using an Olympus BX-60 microscope. Exposure time for each image varied for 

individual metaphase spreads in all samples, but it was typically around 0.6 seconds for 

DAPI, 9.0 seconds for FITC and 1.6 seconds for Texas Red. For each sample, five to 

ten metaphase spreads of the highest quality were captured and analysed using a PSI 

MacProbe 4.0 CGH Module.  

 

A composite image was created by firstly preparing the superimposed three colour 

image. This composite image showed the individual fluorescence emitted by each of the 

dyes on each chromosome. Only images which displayed adequate hybridisation of the 

three dyes across all chromosomes were assumed to be of a quality acceptable for 
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karyotypic analysis. If hybridisation of all dyes across the chromosomes was not 

achieved that particular metaphase spread was excluded from analysis. If metaphase 

spreads consistently showed inadequate hybridisation, comparative hybridisation was 

repeated for that sample. 

 

For analysis, chromosomes were segmented and the green and red fluorescence 

intensities standardised to a ratio of one so that the differences in hybridisation 

intensities between each metaphase spread were limited. This standardisation was 

performed by global background subtraction at a fall set boundary, defined as a set of 

pixels surrounding the chromosome of interest along a path of strictly decreasing 

fluorescence intensity [118]. A greyscale image was acquired by converting DAPI 

staining, which shows a faint R-banding pattern. Chromosomes were outlined at the fall 

set boundary and minor errors in the segmentation of chromosomes were corrected by 

outlining chromosomes which were excluded, removing objects that were mistakenly 

identified for chromosomes and separating touching chromosomes. 

 

A karyotype image was generated from the grey-scale image and chromosomes were 

identified interactively based upon the banding pattern exhibited. Any chromosomes 

that were overlapping were excluded from the analysis as were chromosomes that could 

not be identified with certainty and chromosomes that did not retain their morphology. 

It was this karyotypic image that was used to generate a ratio profile. 

 

To determine any deviations from a ratio of one all chromosomes were segmented and 

green and red fluorescence intensities were calculated as for standardisation. These two 

fluorescence profiles were integrated from the p terminal to the q terminal of each 

chromosome. By performing a negative control hybridisation of differentially labelled 

male and female DNA, a ratio threshold was set between 0.8 and 1.2. Any deviations 

from this ratio threshold were considered to be deletions (those below 0.8) or 

amplifications (those above 1.2). As each metaphase spread contained two homologues 

of each chromosome, the ratio profile generated was an average of these. All adequate 

ratio profiles for each sample were averaged so that the mean fluorescence intensity for 

each region of all chromosomes was displayed as well as ±1 standard deviation (SD). 

Copy number change was only assumed to be real if both the mean and one standard 
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deviation were above or below the set ratio threshold and the other standard deviation 

above or below a ratio of one, respectively. 

 

As mentioned previously, there are limitations of the comparative genomic 

hybridisation method and for this reason, there were certain precautions which needed 

to be taken into consideration when determining copy number change. As chromosomes 

for each metaphase spread were at different lengths, condensation may have been non-

uniform. Although chromosomes were normalised to a certain length, the non-uniform 

condensation may result in smearing of chromosomal aberrations, resulting from 

slightly different locations along the medial axis of each chromosome. Therefore, the 

region in which a deletion or amplification occurs may be overestimated.  

 

Caution must be taken when defining areas of repetitive binding, such as centromeric 

regions and any copy number change that was exhibited in these areas were assumed to 

be inaccurate and excluded from results. Telomeric regions also need to be interpreted 

cautiously as the definition between a chromosome and background is difficult to 

determine. Any copy number change that was seen in telomeric regions was also 

assumed to be inaccurate and was excluded from the results. For samples that were 

labelled with FITC, copy number changes at 1p32-pter, 16p, 17p, 19, 22, 7q21, 9q34, 

16q and 17q must be interpreted cautiously as do copy number changes exhibited at 

4q13-21, 11q21-23, 13q21-qter, Xq21-q22 and 19p when samples are labelled with 

Texas Red. Although results which incorporated these regions were included, they 

cannot be assumed to be real copy number changes until further analysis is performed. 
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2.3 ASSOCIATION ANALYSIS 
 

Association analysis has been used to study various polymorphic genes to determine 

whether their molecular variants are involved in disease susceptibility. This study has 

employed association analysis to test a number of candidate susceptibility genes in a 

solar keratosis (SK) affected population and thus examines genes that may confer 

susceptibility to the earliest stages of skin cancer development. Prior to this association 

study, appropriate ethical approval for human experimentation was obtained from the 

Griffith University Human Ethics Committee (Approval Number: HSC/08/01/hec). 

 

 

2.3.1  POPULATION DEMOGRAPHICS 
 

All individuals used for this study participated in the Nambour Skin Cancer Prevention 

Trial, which was primarily designed to study the effects of β-carotene supplementation 

and regular sunscreen application on skin cancer prevention [204]. Individuals in this 

study were randomly selected in 1986 from residents in Nambour in Queensland, a 

subtropical town located 100km north of Brisbane [96]. Individuals were 

dermatologically examined in 1986 and 1992 for new cases of NMSC and completed 

surveys in 1987 and 1992 with blood samples collected in 1992 and 1996 [86]. For each 

of the genes tested in this study, the population varied slightly. For assessment of 

somatostatin receptor (SSTR) and glutathione-S-transferase genes the population 

consisted of 135 individuals with one or more dermatologically proven SK and 135 age-

, sex- and ethnically matched control subjects. For testing of the vitamin D receptor 

gene (VDR), the population consisted of 206 individuals dermatologically identified as 

having one or more solar keratoses and 206 age-, sex- and ethnically-matched control 

individuals with no solar keratoses at the time of presentation.  

 

Individuals were all adult Caucasians of British or Northern European descent living in 

Australia and having emigrating ancestors within the last 160 years. Approximately 

89% of the entire Nambour population was born in Australia with Australian parentage 

[205]. The population for the GST and SSTR genes was considered to be a “high risk” 

population as almost all individuals used were aged 40 years or over, the average age 
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for this population was 58 years. The population used for the VDR gene polymorphism 

study was mostly (84%) aged over 40 with 16% aged between 31 and 39, the average 

age for this population was 52 years. As solar keratoses are a common skin lesion in 

elderly populations, the selection of older populations in these studies allow for a better 

representation of the true SK affection status of individuals. Within these populations, 

control individuals, particularly those in their 70s or 80s, are less likely to develop SKs 

than individuals of a younger age group.  

 

Information for all populations used in this study was gathered and analysed for age, 

sex, SK number, β-carotene supplementation and sunscreen use. The data also included 

self-reported measures of skin type (fair, medium and olive), ability to tan after sunburn 

(burning but no tanning, burning then tanning and no burning but tanning) and outdoor 

exposure (both recreational and occupational exposure were reported as one of three 

categories: mostly indoors, indoors and outdoors and mostly outdoors). Factors for 

outdoor exposure were combined in this study to give three categories of high outdoor 

exposure, moderate outdoor exposure and low outdoor exposure (all categories take into 

account both recreational and occupational exposure) and were considered as lifetime 

exposure.  

 

Previously, well known phenotypic and environmental influences of NMSC 

development were statistically analysed using the entire Nambour Skin Cancer 

Prevention Trial population [86, 91, 204]. In addition to this, the selected population for 

this study was also investigated using logistic regression analysis, using SPSS Version 

10.0 to examine the role of phenotypic and environmental factors within the tested 

population. Logistic regression involved both uni-variate analysis, in which only one 

variable was compared between control and affected populations and multi-variate 

analysis, in which more than one variable was considered. For each analysis, odds ratios 

(OR) with 95% confidence intervals (CIs) were determined to estimate the risk of SK 

development. The results for the analysis of all individuals in either of the two test 

populations are summarised in Table 2.1. 
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Table 2.1: Logistic regression analysis for phenotypic and environmental factors. 

 

Factor OR (95% CI) P value 

Fair Skin 8.8 (3.7-21.0) <0.001 

Inability to Tan 16.3 (6.8-39.6) <0.001 

High Outdoor Exposure 1.4 (0.8-2.4) 0.273 

β-carotene Supplementation 1.1 (0.8-1.6) 0.646 

Daily Sunscreen Use 0.9 (0.7-1.3) 0.702 

 

Within this study it is possible that some error could have occurred in the classification 

of some phenotypic and environmental factors, particularly those that rely on memory 

recall such as time spent outdoors and response to sun exposure. Hence, the relative 

misclassification of these factors would not constitute a large component of the study 

and should not have severely affected the results. Logistic regression analysis was used 

to calculate odds ratios, 95% confidence intervals and P values were calculated for each 

analysis to determine if these factors conferred a significant increase in risk for 

development of SK at α = 0.05, these results can be seen in Table 2.1. 

 

The well known and strongly influential risk factors of inability to tan and fair skin were 

found to be highly significant risk factors for solar keratosis development in this 

population with odds ratios of 16.3 (CI: 6.8-39.6; P <0.001) and 8.8 (CI: 3.7-21.0; P 

<0.001), respectively. Analysis of skin type and ability to tan had also previously been 

shown to influence SK prevalence rates in the Nambour population (Green et al, 1988). 

Neither β-carotene supplementation nor sunscreen use was found to affect the risk for 

SK development, which is concordant with other reports studying this population [204].  

 

Interestingly, high outdoor exposure was not found to be a significant determinant of 

SK development in the studied population. Previous SCC and BCC analysis of the 

entire Nambour Skin Cancer Prevention Trial population has also shown that outdoor 

occupation was not strongly associated with these skin cancers [91]. This was explained 

by self-selection in terms of occupational exposure, with an under representation of 

people with fair or medium complexions and a tendency to sunburn involved in long 

term outdoor occupations [91]. This self-selection bias may partially explain the lack of 
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evidence for a link between sun exposure and skin cancer in the Nambour population, 

including those within this study. Additionally, another study demonstrated that 

although SKs were found to be more prevalent amongst individuals that had worked 

outdoors most of their life, recreational outdoor exposure appeared to have no effect on 

SK prevalence [205]. In this study, the two factors combined did not appear to increase 

SK prevalence rates, with recreational exposure perhaps masking the effect of 

occupational outdoor exposure.  

 

 

2.3.2  DNA EXTRACTION AND PURIFICATION 
 

Blood samples were taken from individuals in the Nambour Skin Cancer Prevention 

Trial in 1996 and DNA was extracted from lymphocytes using standard protocols with 

modifications [127]. The entire protocol used for DNA extraction was outlined in detail 

in Section 2.2.3.1. 

 

As DNA was extracted from blood samples that had been frozen for approximately ten 

years DNA samples underwent additional purification via the QIAamp DNA blood mini 

kit (Qiagen; Victoria, Australia). This process involved precipitation of 200µl DNA 

from the TE solution inside a QIAamp spin column by addition of 200µl 100% ethanol. 

Centrifugation at 8,000rpm for 1 minute allowed the DNA to bind to the spin column. 

To remove various contaminants, the spin column was washed with 500µl AW1 buffer, 

centrifuged at 8,000rpm for 1 minute and subsequently washed with 500µl AW2 buffer 

and centrifuged at 11,000rpm for 3 minutes. The spin column was then placed in a clean 

microfuge tube and the DNA was eluted by addition of 200µl AE buffer and 

centrifugation at 8,000rpm. Concentrations were then determined, by reading the 

absorbance at wavelength 260nm, using the Quanta Gene RNA/DNA calculator. Each 

sample was then diluted with purified water to a final concentration of 20ng/µl and 

stored at 4°C until use. 
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2.3.3 OVERVIEW OF GENOTYPING 
 

2.3.3.1 PRIMER PREPARATION 

 

All oligonucleotide primers used for the association analysis studies were obtained from 

either Geneworks (South Australia, Australia) or Proligo (New South Wales, Australia) 

in the form of a HPLC grade lyophilised pellet. Each of the primers was resuspended in 

1ml purified water and underwent butanol extraction to further purify the primer. 

Briefly, 100µl of the solution was added to 1ml butanol, vortexed and centrifuged at 

11,000rpm for 1minute and the supernatant removed. The remaining pellet was then 

resuspended in 100µl of purified water and the process repeated. The pellet was dried in 

the DNA Speed Vac® 110 (Savant Instruments, Inc.; New York, USA) for 2 minute 

intervals and was resuspended in 100µl purified water. The purified primers were then 

quantitated using the QuantaGene RNA/DNA calculator and diluted to a 5µm working 

stock. 

 

 

2.3.3.2 POLYMERASE CHAIN AMPLIFICATION 

 

For each of the genes tested, all samples underwent polymerase chain reaction to 

amplify specific gene sequences containing restriction fragment length polymorphisms 

or microsatellite markers. Reagents used for PCR amplification were obtained from 

Applied Biosystems (California, USA) and Promega (Wisconsin, USA). Briefly, each 

reaction contained 20-50ng DNA, gene specific primers, MgCl2, PCR buffer, dNTPs 

and Taq DNA polymerase. For some PCR reactions, MasterAmp 2X PCR premixed 

optimisation buffers (Epicentre Technologies; Wisconsin, USA), were required for 

successful amplification. These buffers replaced the MgCl2, PCR buffer and dNTPs and 

contained a specialised MasterAmp PCR enhancer (with betaine) designed to greatly 

improve the yield and specificity of the PCR. 

 

All PCR reactions then underwent various cycling conditions for amplification that 

were carried out on either a PC-960C cooled thermal cycler (Corbett Research; New 

South Wales, Australia) or GeneAmp PCR System 9700 (Applied Biosystems). 
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Reactions involved initial denaturation followed by varying cycles of denaturation, 

annealing and extension and in some cases a final extension step. Occasionally, the 

annealing and extension cycles were carried out at the same temperature if the design of 

the primers permitted this. Specific protocols for each of the genes tested are outlined in 

more detail in following chapters. 

 

 

2.3.3.3 RESTRICTION ENZYME DIGESTION AND AGAROSE GEL ELECTROPHORESIS 

 

Restriction enzymes used for this study were obtained from New England Biolabs 

(Massachusetts, USA). Each of these enzymes was specific to a particular restriction 

site contained within the amplified gene sequence. Varied concentrations of enzymes 

were used for each of the reactions and incubation times and temperatures were 

dependent on the enzyme used. More specific protocols for each of the enzymes are 

outlined in more detail in following Chapters. 

 

Both PCR and restriction enzyme digestion products can be viewed on an agarose gel to 

determine successful amplification and genotypic status. Agarose gels vary in their 

percent composition of agarose and also in the resolution of the agarose. Both analytical 

grade and high resolution grade agarose were obtained from Promega. Typically to 

detect successful amplification, 2% agarose gels were made as described in Section 

2.2.3.2. However, restriction enzyme digestion products for the different genes required 

agarose gels of differing composition. All gels were made according to the protocol in 

Section 2.2.3.2 based on % as w/v. Higher percentage gels were often required to more 

successfully separate differently sized products (particularly those of a higher size) and 

often high resolution gel was required to separate similarly sized fragments at a small 

size. 

 

 

2.2.3.4 GENESCAN ANALYSIS 

 

Samples for GeneScan analysis were prepared by adding 0.5-2.0µl of PCR product to a 

formamide reaction mix [1500µl formamide; 63µl TAMRA-350 size standard (Applied 

Biosystems)]. The TAMRA labelled 350 size standard used for GeneScan analysis 
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provided sizes of 35, 50, 75, 139, 150, 160, 200, 250, 300, 340 and 350bp, to allow for 

accurate sizing of samples. For analysis, all samples were placed in an appropriate tray, 

heated at 95°C for 5 minutes to denature the DNA and cooled on ice briefly. The tray 

was then loaded onto the ABI 310 Genetic Analyser (Applied Biosystems) and each 

sample was allowed to migrate through the gel for approximately 20 minutes. 

Genotypes were then determined using Genotyper Version 2. 

 

 

2.3.4 OVERVIEW OF STATISTICAL ANALYSIS 
 

2.3.4.1 CHI-SQUARE AND CLUMP ANALYSIS 

 

To determine if there were any significant differences in genotype or allele frequencies 

between affected and control populations, distributions were compared using standard 

chi-square analysis of contingency tables or CLUMP analysis. Chi-square analysis 

calculates a chi-square statistic (χ2) that can be used to generate a probability value (P 

value). Typically, this P value is compared to a set α level of 0.05 and if the P value 

falls below this α level, a significant difference exists between the control and affected 

populations. It is common to correct this α level for multiple comparisons in association 

studies when testing multiple polymorphisms, which decreases the chance of obtaining 

false positive results whilst increasing the chance of false negatives. However, these 

studies have used an exploratory approach to examine polymorphisms in a number of 

gene families and to limit the chance of false negative results, the level has remained at 

0.05. Chi-square analysis was initially performed using Microsoft Excel 2002 and in 

some cases was verified using SPSS Version 10.0.  

 

In addition to standard chi-square analysis, the CLUMP program was used to generate a 

chi-square statistic and P value for markers that produced sparse contingency tables. 

Typically, 5,000 or 10,000 simulations were run and a record was made of the number 

of times the chi-square value was reached or exceeded. This number was used to 

generate a P value that was considered to be significant if it was below the set α level of 

0.05. 
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2.3.4.2 LOGISTIC REGRESSION ANALYSIS 

 

In addition to logistic regression analysis being used to describe the risks associated 

with phenotypic and environmental factors in the selected populations, it was also used 

to determine the risks associated with specific susceptibility genes. Genotypic data was 

analysed using both uni- and multi-variate analyses to determine odds ratios and 95% 

confidence intervals for genes that were found to be significantly associated with the 

development of solar keratosis by chi-square analysis and to test for interactions with 

phenotypic and environmental data. 

 

 

2.3.4.3 POPULATION GENETICS  

 

Power calculations for most genes were performed a priori, estimating the power of the 

study to detect a 2-fold increase in relative risk to SK for the case and control groups 

used. Post hoc power analysis was also performed for associated genes to determine if 

the population used was of sufficient size to detect the change that was seen. Typically 

>80% power was considered adequate, using an α level of 0.05. These calculations were 

performed using Russ Lenth’s test for comparing two populations, available at www. 

stat.uiowa.edu/~rlenth/Power/.  

 

Also, the Hardy Weinberg equilibrium calculator for bi-allelic polymorphisms was used 

to determine if populations were in Hardy Weinberg equilibrium for bi-allelic and tri-

genotypic polymorphisms. These calculations were performed in Microsoft Excel and 

are based on detecting a significant difference between the observed genotype 

frequencies and the estimated genotype frequencies, based on allelic composition. 

 

Pair-wise linkage disequilibrium analysis for alleles that had previously been identified 

as being in linkage disequilibrium was studied for confirmation of this analysis. Briefly, 

three programs were used, being the PM (permutation and model free analysis) 

program, EH (estimating haplotypes) and 2LD (2 locus linkage disequilibrium 

calculator), for detection of linkage disequilibrium between two markers. PM prepares 

input files for the EH program so that haplotypic frequencies for tested markers can be 
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estimated and linkage disequilibrium can be determined. The output generated is then 

used in 2LD to determine the strength of linkage disequilibrium between the two 

markers.  
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2.4 GENE EXPRESSION ANALYSIS 
 

In the study of any genetic related disease, the expression of protein levels associated 

with that disease gives a good explanation of the processes driving that disease. To an 

extent, these protein levels are dependent on the expression of mRNA within tissue, 

which can be quantitatively measured. Real time RT-PCR analysis can be used to 

measure relative and absolute concentrations of mRNA within a tissue by comparing 

expression levels of a particular gene to expression levels of a relatively constant and 

abundant gene such as 18S.  

 

Real time RT-PCR analysis has been used in this study to determine mRNA expression 

responses to UV radiation in genes that were found to be associated with SK 

development. Neonatal foreskins were irradiated in this study as they provide a 

relatively large region of previously unexposed skin that does not require specialised, 

additional surgical procedures. All neonatal foreskins were collected from a qualified 

surgeon, Dr R.M. Tracy (Southport, Queensland, Australia) and were irradiated directly 

at his surgery using irradiation equipment kindly provided by Dr Ian Cowling 

(Queensland University of Technology, Australia). In addition to this, some RNA 

samples obtained from irradiated skin were generously donated by Dr Peter Parsons 

(Queensland Institute of Medical Research (QIMR), Australia). Ethical approval for this 

study was obtained from the Griffith University Human Ethics Committee prior to the 

commencement of this study (Approval Number: HSC/01/02/hec). 

 

Briefly, RNA and DNA were extracted from irradiated neonatal foreskin samples and 

matched controls. From each of the RNA samples, cDNA was synthesised via reverse 

transcription and used in real time PCR experiments. This process is considered to be a 

two step RT-PCR in which total cDNA is synthesised in the first step and specific genes 

are amplified in the second step. Real time analysis is used to calculate a CT value that 

can then be compared between a gene of interest and a standard comparative gene 

(18S). The differences between CT values can then be analysed and compared for the 

different irradiation doses to determine if gene expression levels are altered by UV 

radiation.  
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2.4.1 SAMPLE TREATMENT AND COLLECTION  
 

2.4.1.1 TREATMENT OF SHORT-TERM IRRADIATED SAMPLES 

 

This study involved UV irradiation of skin for short periods of time in order to detect 

changes of gene expression that may occur immediately after exposure to UV radiation. 

Neonatal foreskins were obtained from circumcisions of male babies under the age of 

six months and immediately after circumcision, the foreskins were exposed to UV 

radiation. Foreskins were divided in half to provide for a controlled non-exposed group 

of samples and a UV-exposed group of samples.  

 

For the UV-exposed half of the sample, various different UV doses (based on time 

exposed) were given so that small sections of the sample were removed after regular 

time intervals and snap frozen in liquid nitrogen. Simultaneously, small sections of the 

non-exposed sample were removed at the same time intervals and snap frozen in liquid 

nitrogen. Before each of the samples was snap frozen they were weighed for future 

reference. Using this method, for a single foreskin 12 sections were obtained (in most 

cases), typically one was used for DNA extraction, one was immediately frozen in 

liquid nitrogen (to provide baseline expression levels), five were irradiated at different 

doses and five were matched non-irradiated controls. 

 

Samples underwent UV exposure with either a combined UVA/UVB irradiation or 

UVA radiation only. The light source that was used for irradiation was a 15S simulator 

using a XPS-200 power source (Solar Light Company; Philadelphia, USA), which 

emitted light across the entire UV spectrum. Various filters, obtained from Solar Light 

Company, were placed in front of the light source to provide a combined UVA/UVB 

emission or a UVA only emission. For the combined UVA/UVB emission, a WG320 

filter was used in conjunction with a UG11 filter, which allows light to be excluded 

below 295nm and above 400nm, respectively. For the UVA only emission a third filter 

was added, WG360, which excludes light below 335nm. Figure 2.2 shows the spectral 

output that is generated by the combination of filters used.  
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Figure 2.2:  Spectral output generated by the combination of filters used in the 15S 

solar light simulator to produce UVA (WG360, WG320, UG11) only and 

combined UVA/UVB (WG360, UG11) radiation. 

 

The light source was designed so that a small area of light was emitted horizontally and 

as such, the samples were placed in a sterile container and pinned to cardboard backing 

for support and then irradiated with the UV light. More than 100 individual samples 

underwent UV exposure using this method, however for this study a small cohort of 

either UVA only or UVA/UVB combined exposure were used for further analysis. 

Although matched controls were collected for all UV exposed samples, difficulties in 

sample removal and extraction resulted in the loss of some samples, hence only 

available samples were used for analysis.  
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2.4.1.2 UV EXPOSURE DOSAGE OF SHORT-TERM IRRADIATED SAMPLES 

 

The maximal solar UVA irradiation at sea level has been estimated at 6.4 mW/cm2, with 

the maximal UVB irradiation estimated at 0.36 mW/cm2 [206]. However, when 

readings were taken outside in Brisbane, Queensland at 10.30am on a spring day, 

readings of 2.139 mW/cm2, 1.178 mW/cm2 and 0.928 mW/cm2 were obtained for total 

UV, UVA and UVB, respectively. These readings indicate that those obtained by 

Schaeffer and colleagues may by underestimating UVB radiation and overestimating 

UVA radiation that is seen in Queensland.  

 

The dose of UV irradiation generated from the light source was also measured for both 

the UVA and UVA/UVB filter combinations. The doses of UVA, UVB and a total UV 

radiation were measured using an IL1400A detector and appropriate sensors and filters, 

as outlined in Appendix 1 (International Light; Massachusetts, USA). Although the 

meter was calibrated by national measurement with the UV detector, corrections were 

made for the total UV radiation readings by multiplying this value by 0.629. This was to 

account for deterioration of the filter and sensor, the ability of the detector to receive 

radiation incident at all angles and matching between the electronics of the meter and 

sensor, according to national standards. It should be noted that although the 

combination of WG360 and UG11 filters were designed to eliminate UVB radiation, 

there is still a small detectable level present according to the dosage measurements, 

however this amount is negligible, as it is much lower than the combined UVA/UVB 

radiation. 

 

Within this study, the light source was used at a distance of 20cm from the sample This 

gave radiation dosages of 5.60 mW/cm2, 3.16 mW/cm2 and 0.109 mW/cm2 for total 

UV, UVA and UVB radiation, respectively using the UVA/UVB combination of filters. 

These values are slightly higher than those obtained from the sun. When correlated to 

time exposure, the total UV radiation emitted approximates 0.75 joules (J) for each 

interval. Radiation doses for the UVA only filter combination were of 3.33 mW/cm2, 

1.95 mW/cm2 and 0.026 mW/cm2 for total UV, UVA and UVB radiation, respectively. 

The value for UVA radiation is approximately that obtained from the sun but the UVB 

radiation is almost eliminated. When correlated to time exposure, the UVA radiation 

emitted approximates 0.23J for each interval. In general, the responses elicited from this 
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part of the experiment should be similar to those experienced in the first 2-15 minutes of 

sun exposure, although exposure to the sun during the middle of the day in summer may 

elicit a stronger response.  

 

Each of the samples exposed to the combined UVA/UVB radiation were exposed at the 

above mentioned intervals, ranging from 0.75J to 3.75J. Samples that were irradiated 

using UVA only were also exposed in the above mentioned intervals, ranging from 

0.23J to 1.15J. In total, samples from seven individuals were analysed in this study, 

three UVA/UVB irradiation based samples and four UVA only based samples. Each of 

these samples had undergone a number of irradiation doses and matched non-irradiated 

sections were also used. Table 2.2 summarises the UV treatments given to each of the 

samples used in this study.  

 

Table 2.2:  Summary of treatment for short-term irradiated skin samples. 

 

Sample ID No. UV Irradiation Status Sample ID No. UV Irradiation Status 

NS82/LN 

NS82/1UV 

NS82/1C 

NS82/2UV 

NS82/2C 

NS82/3UV 

NS82/3C 

NS82/4UV 

NS82/4C 

NS82/5UV 

NS82/5C 

Control 

UVA/UVB exposure 0.75J

Control 0.75J equivalent 

UVA/UVB exposure 1.5J 

Control 1.5J equivalent 

UVA/UVB exposure 2.25J

Control 2.25J equivalent 

UVA/UVB exposure 3J 

Control 3J equivalent 

UVA/UVB exposure 3.75J

Control 3.75J equivalent 

NS117/LN 

NS117/1UVA 

NS117/1C 

NS117/2UVA 

NS117/2C 

NS117/3UVA 

NS117/3C 

NS117/4UVA 

NS117/4C 

NS117/5UVA 

NS117/5C 

Control 

UVA exposure 0.23J 

Control 0.23J equivalent

UVA exposure 0.46J 

Control 0.46J equivalent

UVA exposure 0.69J 

Control 0.69J equivalent

UVA exposure 0.92J 

Control 0.92J equivalent

UVA exposure 1.15J 

Control 1.15 equivalent 
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Table 2.2 Cont’d:  Summary of treatment of short-term irradiated skin samples. 

 
Sample ID No. UV Irradiation Status Sample ID No. UV Irradiation Status 

NS83/LN 

NS83/1UV 

NS83/1C 

NS83/2UV 

NS83/2C 

NS83/3UV 

NS83/3C 

NS83/4UV 

NS83/4C 

NS83/5UV 

NS83/5C 

Control 

UVA/UVB exposure 0.75J

Control 0.75J equivalent 

UVA/UVB exposure 1.5J 

Control 1.5J equivalent 

UVA/UVB exposure 2.25J

Control 2.25J equivalent 

UVA/UVB exposure 3J 

Control 3J equivalent 

UVA/UVB exposure 3.75J

Control 3.75J equivalent 

NS118/LN 

NS118/1UVA 

NS118/1C 

NS118/2UVA 

NS118/2C 

NS118/3UVA 

NS118/3C 

NS118/4UVA 

NS118/4C 

 

Control 

UVA exposure 0.23J 

Control 0.23J equivalent

UVA exposure 0.46J 

Control 0.46J equivalent

UVA exposure 0.69J 

Control 0.69J equivalent

UVA exposure 0.92J 

Control 0.92J equivalent

 

NS84/LN 

NS84/1UV 

NS84/1C 

NS84/2UV 

NS84/2C 

NS84/3UV 

NS84/3C 

NS84/4UV 

NS84/4C 

NS84/5UV 

NS84/5C 

Control 

UVA/UVB exposure 0.75J

Control 0.75J equivalent 

UVA/UVB exposure 1.5J 

Control 1.5J equivalent 

UVA/UVB exposure 2.25J

Control 2.25J equivalent 

UVA/UVB exposure 3J 

Control 3J equivalent 

UVA/UVB exposure 3.75J

Control 3.75J equivalent 

NS119/LN 

NS119/1UVA 

NS119/1C 

NS119/2UVA 

NS119/2C 

NS119/3UVA 

NS119/3C 

NS119/4UVA 

NS119/4C 

NS119/5UVA 

NS119/5C 

Control 

UVA exposure 0.23J 

Control 0.23J equivalent

UVA exposure 0.46J 

Control 0.46J equivalent

UVA exposure 0.69J 

Control 0.69J equivalent

UVA exposure 0.92J 

Control 0.92J equivalent

UVA exposure 1.15J 

Control 1.15 equivalent 

NS120/LN 

NS120/1UV 

NS120/1C 

NS120/2UV 

NS120/2C 

 

Control 

UVA exposure 0.23J 

Control 0.23J equivalent 

UVA exposure 0.46J 

Control 0.46J equivalent 

 

NS120/3UV 

NS120/3C 

NS120/4UV 

NS120/4C 

NS120/5UV 

NS120/5C 

UVA exposure 0.69J 

Control 0.69J equivalent

UVA exposure 0.92J 

Control 0.92J equivalent

UVA exposure 1.15J 

Control 1.15 equivalent 
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2.4.1.3 TREATMENT OF LONG-TERM IRRADIATED SAMPLES 

 

In addition to the samples collected, RNA was provided by QIMR, which allowed 

detection of gene expression changes that may occur after long periods of UV radiation 

and recovery. Although the method of irradiation was also based on UVA only or 

UVA/UVB combined radiation, the methods of irradiation were somewhat different. 

Each foreskin was collected and divided into five pieces. For both the UVA/UVB 

combined exposure and the UVA only exposure, two of these sections were irradiated 

in an appropriate media (1 X Hanks Balanced Salt Solution (GibcoBRL), pH 6) 

equivalent to two minimal erythemal doses (MED) with three controls that were not 

exposed to radiation but stored in the same media. After the two hour exposure time, 

one of the control samples (C0) was snap frozen in liquid nitrogen to provide a baseline 

expression level. One of the UV exposed samples (4) and a matched control sample 

(C4) were allowed to recover for 4 hours after the UV exposure and then snap frozen in 

liquid nitrogen. The other UV exposed sample (12) and matched control (C12) were 

allowed to recover for 12 hours following exposure and then snap frozen. 

 

 

2.4.1.4 DOSAGE OF LONG-TERM IRRADIATED SAMPLES 

 

The light source used for UV irradiation of these samples was a closely spaced array of 

five UVA-340 sunlamps (Q-Panel Co.; Ohio, USA), which provided a combined 

UVA/UVB spectrum that closely mimics that produced by the sun. The spectral 

distribution of these lamps was between 260-400nm with a total of 39.1W being 

generated. Of this, 37.5W was in the UVA region and 1.6W was in the UVB region. 

These were equivalent to two MED. To get a UVA only emission, a glass plate was 

placed on top of the samples to cut out the UVB passing through. In total, two samples 

underwent exposure to UVA only radiation and two samples underwent exposure to a 

combined UVA/UVB exposure. Table 2.3 outlines the treatment of each of the samples 

used for analysis in this study. 
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Table 2.3:  Summary of treatment for long-term irradiated skin samples. 

 

Sample ID No. UV Irradiation Status Sample ID No. UV Irradiation Status 

111/C0 

111/4 

111/C4 

111/12 

111/C12 

Control 

UVA/UVB exposure 

Control 

UVA/UVB exposure 

Control 

116/C0 

116/4 

116/C4 

116/12 

116/C12 

Control 

UVA exposure 

Control 

UVA exposure 

Control 

120/C0 

120/4 

120/C4 

120/12 

120/C12 

Control 

UVA/UVB exposure 

Control 

UVA/UVB exposure 

Control 

117/C0 

117/4 

117/C4 

117/12 

117/C12 

Control 

UVA exposure 

Control 

UVA exposure 

Control 

 

 

2.4.2 SAMPLE PREPARATION 
 

Each of the samples collected for the short term irradiation studies underwent both 

DNA and RNA extraction for genotyping and gene expression analysis, respectively. 

The samples provided by QIMR were RNA extracts and no DNA had been extracted for 

genotyping analysis.  

 

 

2.4.2.1 DNA EXTRACTION 
 

DNA was extracted from samples using a simplified proteinase K extraction method. 

Each of the samples were cut into small pieces using a scalpel blade and placed in 200µl 

of 20 mg/ml Proteinase K. The samples were heated at 55°C for 10 minutes and then the 

proteinase K was denatured by heating the samples to 95°C for 10 minutes. The samples 

were centrifuged briefly to pellet large masses of skin and the supernatant was removed 

and put in a clean tube. Samples were not quantitated although some random samples 

were tested for integrity via gel electrophoresis and PCR. Degradation of the DNA was 

minimal and the integrity of the samples appeared to be maintained across the entire 

population.  
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2.4.2.2 RNA EXTRACTION 

 

RNA extraction from skin tissue used a number of specialised reagents, which were 

provided by Invitrogen (Victoria, Australia), Gibco-BRL and Sigma Chemical 

Company. Each of the samples collected were homogenised using a mortar and pestle in 

the presence of liquid nitrogen. The homogenised powder was then placed into 1.5ml 

Trizol and incubated at room temperature for half an hour to 2 hours. After incubation, 

300µl of chloroform was added to the sample, mixed vigorously for 20 seconds and 

incubated at room temperature for 5 minutes. The sample was then centrifuged for 15 

minutes at 11,000rpm to separate the solution into two phases, consisting of DNA and 

proteins (lower phase) and RNA (upper phase).  

 

The upper phase, containing RNA (approximately 700µl), was collected and RNA 

precipitated by adding 750µl isopropyl alcohol. The solution was mixed and incubated 

at room temperature for 30 minutes before centrifugation at 11,000rpm for 15 minutes 

to pellet the RNA. After centrifugation the supernatant was removed and the RNA 

washed twice by addition of 1ml 75% ethanol (in DEPC treated water), mixing and 

centrifugation at 10,000rpm for 10 minutes. After the supernatant was removed from 

the second wash, the pellet was dried for 10 minutes, resuspended in 100µl RNAse free 

water and 100U of RNAsin and incubated at 55°C for 10 minutes. A DNAse solution 

[1X RNAse free DNAse buffer; 20mM DTT; 20U DNAse] was then added and the 

sample was incubated at 37°C for 30 minutes.  

 

After incubation, 200µl of 100% ethanol was added to the sample and the entire product 

was transferred to a spin column with collection tube for purification with the Qiagen 

RNeasy Mini Kit (Qiagen). The mixture was centrifuged at 11,000rpm for 20 seconds 

and the flow through discarded then 700µl RW1 buffer was added, the sample 

centrifuged for 20 seconds at 11,000rpm and the column transferred to a new collection 

tube. Two washes were performed with 500µl RPE buffer, the first using centrifugation 

for 20 seconds and the second using centrifugation for 2 minutes both at 11,000rpm and 

the column placed in a new collection tube with lid. The RNA was eluted from the 

column by the addition of 30µl RNAse free water and centrifugation at 11,000rpm for 1 

minute. A second elution with 30µl RNAse free water and centrifugation at 11,000rpm 
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for 2 minutes was also performed to ensure removal of the entire RNA sample. The 

RNA sample was then stored for quantitation, agarose gel electrophoresis and cDNA 

synthesis. 

 

RNA extraction of the samples provided by QIMR was performed slightly differently. 

Samples were homogenised and RNA extracted using a Qiagen RNeasy Midi kit, 

according to the manufacturers’ instructions. RNA was quantitated and electrophoresed 

to ensure adequate quality of the RNA. 

 

 

2.4.2.3 CDNA SYNTHESIS 

 

For each of the RNA samples extracted, cDNA was synthesised using Invitrogen 

Superscript III reagents and random hexamer primers and RNAsin supplied by 

Promega. The following protocol includes a number of incubation steps, the 

concentrations of reagents given is in relation to the final volume of the reaction (20µl). 

Between 300ng and 3µg (10µl) of RNA was reacted with 500nM dNTPs and 0.5µg 

random hexamer primer, incubated at 65°C for 5 minutes and placed on ice for 1 

minute. First -Strand buffer was then added to a final concentration of 1X as well as 

5mM DTT, 40U RNAsin and 200U Superscript III. This mixture is then incubated at 

25°C for 5 minutes and then at 50°C for 1 hour. The reaction was then inactivated, by 

heating to 70°C for 15 minutes. Samples were then diluted 1 in 80 (in most cases) or 

occasionally 1 in 40 (if RNA concentrations were consistently low for all samples 

within an individual) for analysis in real time RT-PCR. 

 

 

2.4.3 SAMPLE INTEGRITY CONFIRMATION 
 

2.4.3.1 SAMPLE QUANTITATION 

 

It has been suggested that the purity of RNA samples can be estimated by determining 

the ratio of absorbance at 260nm/absorbance at 280nm, with a pure ratio being 2.0. 

Additionally, the absorbance at 260nm can be used to determine the concentration of the 
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RNA based on the formula: 1OD260 = 40µg/ml RNA. All RNA samples were diluted 1 

in 20 with DEPC treated water and the concentration and purity ratio were determined 

using the Quanta Gene RNA/DNA calculator.  

 

Although all purity ratios fell well below the pure ratio, this was believed to be due to 

the influence of dilutions and sample integrity was therefore confirmed using agarose 

gel electrophoresis. The concentration of RNA samples varied greatly, from as little as 

20µg/ml to nearly 500µg/ml.  

 

 

2.4.3.2 AGAROSE GEL ELECTROPHORESIS 

 

Agarose gel electrophoresis using a denaturing gel is perhaps the best method of 

confirming RNA integrity as it allows for direct visualisation. For RNA analysis, 

formaldehyde agarose gels are used as they allow the RNA to remain single stranded 

without forming secondary structures. The gels were made using 0.6g of analytical 

grade agarose and 50ml of 1X FA buffer [20mM 3-[N-Morpholino]propanesulfonic 

acid; 5mM sodium acetate; 1mM EDTA, pH 7.0] by heating in the microwave for about 

30 seconds or until the agarose was dissolved. After cooling slightly 1.8ml of 37% 

formaldehyde and 6µl ethidium bromide (10µg/ml) were added and the gel was set in a 

cast and then equilibrated in 1X FA buffer for half an hour. Prior to electrophoresis, 

10µl of each sample is denatured with 2.5µl of 5X RNA loading buffer [0.16% (w/v) 

bromophenol blue; 4mM EDTA; 0.89M formaldehyde; 20% (v/v) glycerol; 31% (v/v) 

formamide; 4X FA buffer] by heating to 65°C for 3-5 minutes. Denatured samples were 

cooled on ice briefly, loaded onto the gel and electrophoresed for approximately 40 

minutes. 

 

Each RNA sample should show two bright bands at 1.9kb for the 18S subunit of 

ribosomal RNA and 4.5kb for the 28S ribosomal subunit, with the 28S subunit band 

appearing approximately twice as bright as the 18S subunit band. Smearing on the gel 

may indicate degradation of RNA during preparation or could also indicate low levels 

of mRNA. Most RNA samples showed a very high integrity, although a few samples 

were fairly degraded, as seen in Figure 2.3. Although degraded samples still underwent 
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cDNA synthesis and real time RT-PCR analysis, care was taken when interpreting 

results. 

 

 Lane 1: λ-Hind III marker 

Lane 2: RNA sample provided by QIMR 

 Lane 3: RNA sample extracted (Griffith University) 

 Lane4: Example of degraded RNA (Griffith University) 

  
NB: λ-Hind III marker is composed of DNA and therefore sizing on a denaturing gel is inaccurate. This marker is 

used for comparison between gels only. The size of the two RNA bands produced is 5.0 and 1.9kb 

 

Figure 2.3: Agarose gel electrophoresis of RNA samples. 

 

 

2.4.3.3 GENOMIC CONTAMINATION DETECTION METHODS 

 

To ensure that the cDNA samples that were synthesised were free of genomic DNA 

contamination, a control PCR was designed that would amplify genomic DNA and 

cDNA from the Calpain 1 (CAPN1) gene with different fragment lengths. All cDNA 

samples that were synthesised underwent this analysis along with genomic DNA 

extracted from the samples for use as a positive control. Primers were designed, as seen 

in Table 2.4 that would amplify a segment of cDNA within the CAPN1 gene that was 

116bp in size and that would amplify an intron-spanning segment of DNA within the 

CAPN1 gene that was 261bp in size. 

 

Table 2.4: Primer sequences used for amplification of the CAPN1 gene. 

 

Primer Sequence 

CAPN1-F 

CAPN1-R 

AAACAGTTCGACACTGACCGAT 

AGTAGCGTCGGATGATCATGTT 

 

Each reaction consisted of 2.5µl cDNA or genomic DNA of varying concentration, 1X 

PCR buffer, 250nM each CAPN1 of forward and reverse primer, 125µM dNTPs, 

2.5mM MgCl2, 1X BSA and Taq polymerase in a 10µl reaction volume. Samples were 

 93



amplified using a PC-960C cooled thermal cycler (Corbett Research) by initial 

denaturation at 94°C for 4 minutes; 40 cycles of denaturation at 94°C for 30 seconds, 

annealing at 59°C for 30 seconds and extension at 72°C for 45 seconds; a final 

annealing step at 72°C for 4 minutes was also employed. In addition to the samples, a 

negative control containing water in place of DNA was also run to ensure the PCR 

reaction was free from exogenous contamination. 

 

Analysis of the CAPN1 gene showed that no cDNA samples were contaminated with 

genomic DNA. A representative example of genomic and cDNA amplification can be 

seen in Figure 2.4. 

 

Lane 1: 100bp ladder 

Lane 2: Genomic amplification of the CAPN1 gene (261bp) 

Lane 3: cDNA amplification of the CAPN1 gene (116bp) 

Lane 4: Negative control 

 

Figure 2.4: Representative analysis of the CAPN1 gene 

 

 

2.4.4 REAL-TIME REVERSE TRANSCRIPTASE POLYMERASE CHAIN 

REACTION 
 

2.4.4.1 OPTIMISATION APPROACH 

 

Optimisation of the real time RT-PCR method was originally undertaken using a simple 

RT-PCR method that did not involve the use of a fluorescent dye for detection of double 

stranded DNA. During this analysis, amplification of products was detected using 

agarose gel electrophoresis. A number of experiments were run, testing variables such 

as MgCl2 concentration, primer concentration, annealing temperatures and optimisation 

buffers, all of which only gave low levels of amplification. Due to the suspected low 

levels of RNA expression for these genes, optimisation was then performed using a 

more sensitive real time approach on the Rotor-Gene RG-3000 (Corbett Research). 
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Further optimisation performed on the Rotor-Gene ultimately gave highly detectable 

levels of gene expression. 

 

 

2.4.4.2 QUALITY CONTROL AND PRIMER DESIGN 

 

To ensure that amplification was successful and specific, a number of controls were put 

in place. Initially, for each of the genes tested, primers were designed to span large 

introns so that any genomic DNA contamination that might be present would not be 

amplified by the PCR reaction. Although this approach could potentially allow for an 

increase in background fluorescence, it should not affect the difference in cycle 

threshold between the gene of interest and the standard comparative gene, 18S. 

Additionally, as previously demonstrated, analysis of the CAPN1 gene showed no 

genomic contamination in any of the cDNA samples. Primers were designed using 

Primer 3 and sequences were subsequently blasted against the human genome to ensure 

specificity.  

 

A major consideration in real time RT-PCR analysis is the impact of not only 

contaminating genomic DNA but also the generation of primer dimers. Both of these 

produce double stranded DNA fragments to which the SYBR green dye is designed to 

bind. Although the presence of genomic DNA was tested initially using a different 

specific experiment, the detection of primer dimers must be incorporated into the real 

time experiment itself. For each reaction performed, along with cDNA samples for 

analysis, a water control was also used. This control allowed for the detection of either 

contaminating genomic DNA or cDNA and also the detection of primer dimer based on 

melt curve analysis.  

 

Following PCR based amplification of the cDNA, a melt curve analysis was performed 

that detects the temperature at which a double stranded DNA product is denatured. 

Based on the properties of the DNA product, it will denature at a different temperature 

to other products and hence there is a difference in the melt curve for a gene product 

and primer dimer. Typically, for most primers, if no DNA is present a PCR reaction will 

allow for binding of primers to each other and hence the formation of primer dimer. 

Hence by observing the melt curve produced by water for many genes, primer dimer 
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can be directly detected and compared to the amplified samples. In addition to 

observing melt curves to check for double stranded DNA gene products as opposed to 

primer dimer, random samples were also electrophoresed on a 2% agarose gel to 

visualize the PCR product and primer dimer.  

 

Due to the sensitivity in detection using the real time RT-PCR method, each cDNA 

sample is run in triplicate for both the gene of interest and the 18S comparison. For a 

triplicate run to be considered as an accurate representation of the sample, the standard 

deviation of the CT between at least two of the triplicates must be 0.4 or lower. In 

addition to this, random samples were selected to undergo a second cDNA synthesis 

and real time analysis to ensure that methods were standard. 

 

 

2.3.4.3 SAMPLE ANALYSIS 

 

All real time RT-PCR reactions were carried out using reagents provided by Invitrogen 

and Promega and amplification was accomplished using the Rotor-Gene RG-3000 

(Corbett). In general, the real time reaction used for analysis of 18S was the same as the 

gene of interest being tested except primer concentrations for 18S were considerably 

lower due to its high concentration in cells. Briefly, reactions contained MgCl2, PCR 

buffer, primers specific to the gene of interest or 18S, dNTPs, SYBR® green, FITC (to 

ensure equal fluorescence detection in all tubes) and Taq DNA polymerase. Cycling 

conditions involved initial denaturation, cycles of denaturation, annealing and extension 

and a final melt curve analysis. The precise methods for real time RT-PCR analysis for 

each of the genes, is given in future chapters. For each gene the melt curve analysis was 

carried out by increasing the temperature by 1°C for each step and waiting for 15 

seconds on the 1st step and then 5 seconds on subsequent steps. Cycling conditions for 

each of the genes tested are outlined in more detail in following chapters. 

 

 

2.4.5 STATISTICAL ANALYSIS 
 

For each of the samples, the CT value was determined for triplicate reactions. The 

standard deviation of these triplicate reactions for each sample was determined and if it 
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was below 0.4, then the sample was considered adequate for analysis. If the SD was 

above 0.4 for the triplicate reactions, then the SD was examined between two of the 

triplicate reactions. Providing this was less than 0.4, those two reactions were used for 

analysis, although if the SD was above 0.4 the sample was excluded from analysis. For 

all genes, three ∆CT values were determined for each sample by comparing the CT 

values of the gene obtained for triplicate reactions against the average CT value obtained 

for triplicate reactions of 18S (∆CT = CT Gene – Avg CT 18S).  

 

All irradiated samples were then compared to matched non-irradiated control samples to 

account for any differences in gene expression that may be a result of general cellular 

distress, not caused by UVA radiation. As such, ∆∆CT values were determined as ∆CT 

UV – Avg ∆CT matched control. Fold differences in expression were determined as 2-∆∆CT, and 

were used to plot a graph of gene expression changes over time. Each data point across 

these time courses were analysed using a T test to determine if values were significantly 

different to a control sample, which was defined as having no change in gene 

expression. No change in gene expression is represented by a value of one and a number 

greater than this indicates that there is increased expression in the UV irradiated sample, 

whereas a value less than this indicates a decrease in expression for the irradiated 

sample. All statistical analyses were performed using Microsoft Excel. 
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2.5  SUMMARY 
 

Using a combination of these methods, candidate chromosomal regions and specific 

candidate genes potentially involved in different stages of NMSC were investigated to 

determine the effect of germline polymorphisms on disease phenotypes. Additional 

methods were used to begin to elucidate what changes occur in RNA expression levels 

that may impact on the development of NMSC. Each of these methods are useful for 

identifying genes, whether they indicate susceptibility to NMSC or if they are altered in 

the transition from normal skin to NMSC, both of which may allow for better 

therapeutic, diagnostic and prognostic techniques to be developed. 

 

Overall, the use of these three approaches will allow for a comprehensive overview of 

the development of NMSC. It is hoped that an overall model can then be developed 

which will indicate both early and late genetic aberrations involved in the process of 

skin tumourigenesis.  
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CHAPTER 3 

 
THE ROLE OF ABERRANT 

CHROMOSOMAL REGIONS IN 

DEVELOPMENT AND PROGRESSION 

OF NON-MELANOMA SKIN CANCER 
 

 

 

 

 



3.1 INTRODUCTION - CHROMOSOMAL ABERRATIONS 

ASSOCIATED WITH MELANOMA AND NON-MELANOMA 

SKIN CANCER 
 

Cytogenetic and subsequent molecular analysis of non-melanoma skin cancer and other 

malignancies has led to the discovery of a number of putative tumour suppressor genes 

involved in the development of cancer, including NMSC. Within the Genomics 

Research Centre, we have analysed a number of NMSC types using comparative 

genomic hybridisation to determine aberrant chromosomal regions involved in 

development and progression. The identification of these aberrant chromosomal regions 

has also led to subsequent loss of heterozygosity analysis to further delineate regions of 

involvement and potentially identify tumour suppressor genes responsible for NMSC 

development. Following is a summary of chromosomal aberrations that have been 

detected in skin cancer within the GRC and also at other institutions. 

 

 

3.1.1 CHROMOSOMAL ABERRATIONS ASSOCIATED WITH MELANOMA 

SKIN CANCER 
 

Melanoma skin cancer has been frequently associated with chromosomal aberrations 

detected by G-banding, CGH and LOH analyses. G-banding and LOH analyses have 

detected loss of chromosomal material at 1p, 6q, 9p, 10, 11 and 18q and G-banding has 

also detected chromosomal gains of 6q and 7 [20, 207]. CGH has also been used to 

detect gains at 5p and 8q and losses at 4q, 5q, 8p, 10 and 11 [207].  

 

Using LOH, linkage and molecular studies, the CDKN2 gene, localised to 9p21, has 

been identified in and implicated as an important gene involved in malignant melanoma 

[207]. Following this, it is likely that inactivation of a gene on 10q is the next event 

leading to melanoma development and invasion, based on Breslow thickness [20]. It 

appears also that loss of 6q and 18q occurs at a later stage and are important in the 

development of metastases [20]. The numerous aberrant regions detected in melanoma 

indicate that it is genetically unstable and the identification of regions involved in 
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specific stages of the disease indicates that this instability increases with malignant 

progression.  

 

 

3.1.2 CHROMOSOMAL ABERRATIONS ASSOCIATED WITH BASAL CELL 

CARCINOMA 
 

Loss of genetic material in basal cell carcinoma is a very rare event and appears to be 

almost restricted to 9q, an occurrence verified within the GRC [170]. Additionally, a 

consistent genetic gain of chromosome 6, particularly of 6p in 47% of cases, was 

detected and occasional gains were also detected at 9p in 20% of cases and at 

chromosome 7 and X in 13% of cases [170]. Another study has also revealed loss of 1q 

in 14% of BCC samples [171].  

 

The 6p region of chromosomal gain, detected in 47% of samples, has previously been 

implicated in cutaneous neoplasia and contains the VEGF and AP2 oncogenes that are 

potential candidates for BCC progression. The 9q region that is consistently lost in 

approximately 33% of samples contains the PTCH tumour suppressor gene. LOH 

analysis performed within the GRC further delineated the 9q region detected by CGH to 

a minimal region containing the PTCH gene and it was found to be lost in 53% of 

tumours [170]. 

 

 

3.1.3 CHROMOSOMAL ABERRATIONS ASSOCIATED WITH SQUAMOUS 

CELL CARCINOMA AND SOLAR KERATOSIS 
 

Squamous cell carcinoma and solar keratoses are characteristically more genetically 

unstable non-melanoma skin cancers than BCCs and show frequent gain and loss of 

genetic material. Within the GRC, comparative genomic hybridisation revealed a 

number of consistent chromosomal aberrations that were common to both squamous 

cell carcinoma and solar keratosis. These included regions of gain at 3q (47%), 17q 

(40%), 14q and Xq (33%), 4p and 8q (27%) and 1q, 5p, 7q, 9q, 10q and 20q (20%), and 

regions of loss at 3p (53%), 18q (47%), 17p (33%), 4q (27%) and 5q, 8p, 11p, 13q and 
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18p (20%) for SCC [179]. Also, gains at 3q, 4p and 17q (33%) and 5p, 9q and 17p 

(25%) and losses at 9p and 13q (53%) and 3p, 4q, 11p and 17p (25%) were detected in 

SKs. However, aberrations were significantly more frequent in SCC than in SK (P = 

0.026) [179]. Additionally, the chromosomal region 18q was significantly deleted in 

squamous cell carcinoma as compared to solar keratosis (P = 0.043) [179]. A summary 

of the genetic aberrations associated with SCC and SK can be seen in Figure 3.1 below.  

 

Figure 3.1: Summary of genetic imbalances detected by comparative genomic 

hybridisation in 12 solar keratoses and 15 squamous cell carcinomas. 
 SCCs are represented by continuous lines and SKs are represented by discontinuous 
lines. Vertical lines to the left of each chromosome indicate losses and vertical lines to 
the right of each chromosome indicate gains. Chromosomal regions 1pter, 16p, 19, 22 
and Y were excluded from analysis due to unreliable data (as indicated by hatched 
boxes) [179]. 

 

LOH analysis has also confirmed genetic loss in many of these regions for SCC, 

including 3p, 9p, 13q, 17p and 17q [171]. Additionally LOH of 9q22.3 has been 

confirmed in both SCC and Bowen’s disease [182]. LOH analysis of SKs has also 

confirmed losses of many of these regions, including 3p, 9p, 9q, 13q, 17p and 17q 

[187].  
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Studies examining chromosomal aberrations of skin cancer have revealed a number of 

interesting facts. Firstly, BCC was found to be a fairly genetically stable skin cancer, 

whereas melanoma, SCC and even SK were relatively unstable. It therefore seems likely 

that increased genetic loss is associated with the potential of tumours to metastasise and 

can therefore be considered as a marker for malignancy. Additionally, loss of 18q, 

which has been detected in SCC, but not SK, and late stage melanoma, is likely to be a 

prime candidate for increased malignant phenotype and metastatic potential.  

 

Studies in our laboratory and others using both CGH and LOH techniques have 

implicated a specific chromosomal region (18q) in playing a role in the metastatic 

processes involved in NMSC progression. It was the purpose of this study to further 

investigate this region and to see if other, as yet uninvestigated, types of NMSC also 

involve this chromosomal region. Hence, the aims of this study were to therefore use 

LOH analysis to further examine the region of 18q in the progression of SK to SCC and 

to also use CGH to examine a rarer form of NMSC that spontaneously regresses, 

keratoacanthoma, for associated chromosomal aberrations using CGH. 
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3.2 METHODS - CHROMOSOMAL ANALYSIS OF  

NON-MELANOMA SKIN CANCER 

 

Comparative genomic hybridisation is a very powerful tool used for screening of the 

entire genome for large genomic aberrations. Loss of heterozygosity analysis is then 

commonly used in conjunction with CGH to further delineate minimal regions of 

genetic loss. Studies performed within the Genomics Research Centre using CGH and 

LOH analysis have revealed a number of aberrations associated with NMSC and have 

prompted further investigation of NMSC using both of these techniques.  

 

 

3.2.1 LOSS OF HETEROZYGOSITY ANALYSIS OF 18q 
 

Prior to this study, comparative genomic hybridisation was used to screen seven solar 

keratoses, ten squamous cell carcinomas and five adjoining lesions (both SCC and SK 

cells). This analysis implicated the 18q chromosomal region in squamous cell 

carcinoma but not in solar keratosis, suggesting a role for this region in progression to a 

more malignant phenotype. A number of candidate tumour suppressor genes exist 

within this region, namely DCC, Smad2, Smad4 and maspin, which are all located in 

18q21.  

 

Typically, to confirm regions of genetic loss, loss of heterozygosity is often used. This 

method relies on analysis of markers or polymorphisms with high heterozygosities. For 

this reason, analysis of possible candidate genes within the 18q region was performed 

using microsatellite markers, which typically have high heterozygosities. Firstly, the 

individual from whom the tumour came must be ascertained as a heterozygote so that 

both alleles can be detected and then tumour DNA is tested to determine if one of those 

alleles has been lost and if this concurs with a deletion of that region.  

 

The aim of this study was to perform loss of heterozygosity analysis using eight 

microsatellite markers contained within the 18q region. These markers were D18S53, 

D18S478, D18S1102, D18S474, D18S64, D18S68, D18S61 and D18S462. In total 

fifteen squamous cell carcinomas, five in situ (Bowen’s disease) lesions and three solar 
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keratosis lesions were collected, microdissected and DNA extracted based on methods 

outlined in Section 2.2.1. Loss of heterozygosity analysis was performed by polymerase 

chain reaction amplification of the microsatellite markers and GeneScan analysis for 

detection of alleles. 

 

Optimisation of PCR protocols was performed using test DNA extracted from whole 

blood and archival paraffin embedded tissue. The protocols included titration of MgCl2 

and alteration of the annealing temperature. Ultimately, PCR reactions for seven 

microsatellite markers were accomplished at either 3mM or 3.5mM MgCl2 and at an 

annealing temperature of either 48°C, however D18S1102 failed to amplify the DNA 

samples even after numerous optimisation attempts. D18S478 was amplified using 

3mM MgCl2 and an annealing temperature of 48°C; D18S64 and D18S462 were 

amplified using 3mM MgCl2 and an annealing temperature of 52°C; D18S53 and 

D18S61were amplified using 3.5mM MgCl2 and an annealing temperature of 48°C; and 

D18S474 and D18S68 were amplified using 3.5mM MgCl2 and an annealing 

temperature of 52°C. 

 

All reactions for the microsatellite markers were carried out with 2µl DNA, 1X PCR 

buffer, 3mM or 3.5mM MgCl2, 200µM dNTPs, 0.15µM labelled primers and Taq DNA 

polymerase in a 10µl reaction. Cycling conditions for the PCR were 95°C for 12 

minutes as an initial denaturation step; followed by 10 cycles of denaturation at 94°C 

for 15 seconds, annealing at either 48°C or 52°C for 15 seconds and extension at 72°C 

for 30 seconds; then 25 cycles of denaturation at 89°C for 15 seconds, annealing at 

48/52°C for 1 minute and extension at 72°C for 30 seconds; followed by a final 

extension at 72°C for 10 minutes. 

 

Allelic composition of the samples was determined using GeneScan analysis in which 

two or three markers were multiplexed together. For each of the samples, 1µl PCR 

product for two or three markers were denatured in 12.5µl of a formamide solution 

containing the ROX size standard. Table 3.1 below shows the markers multiplexed in 

each GeneScan run and also the fluorescent label, size range and heterozygosity for 

each of the microsatellite markers. Also, Figure 3.2 shows an example of a homozygote 

and a heterozygote sample for the D18S61 microsatellite marker. 
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Table 3.1: Microsatellite markers used for analysis of the 18q region.  

 
GeneScan Marker Size Range Fluorescent Label Heterozygosity 

Multiplex 1  

D18S53 

D18S61 

 

152-182bp 

209-239bp 

 

Fam 

Ned 

 

0.79 

0.81 

Multiplex 2  

D18S478 

D18S474 

D18S68 

 

242-256bp 

121-143bp 

269-295bp 

 

Fam 

Fam 

Ned 

 

0.64 

0.82 

0.68 

Multiplex 3  

D18S64 

D18S462 

 

319-345bp 

296-318bp 

 

Tet 

Ned 

 

0.74 

0.70 

 

231.75bp

223.58bp

227.72bp

(b) 

(a) 

Figure 3.2: Representative analysis of (a) homozygote and (b) heterozygote 

individuals for the D18S61 microsatellite marker. 
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3.2.2 COMPARATIVE GENOMIC HYBRIDISATION ANALYSIS OF 

KERATOACANTHOMA 
 

To further investigate chromosomal aberrations associated with NMSC, another form of 

NMSC, keratoacanthoma, was investigated using CGH analysis. Prior to 

commencement of this PhD research, a small number of keratoacanthoma samples had 

been analysed as part of an Honours research project by this investigator, using 

comparative genomic hybridisation. These samples were further analysed and results 

were verified during these studies. In total, six KA samples were successfully analysed 

using CGH by the methods outlined in Section 2.2.3. Amplifications and deletions 

associated with keratoacanthoma were detected based on fluorescence readings. Copy 

number changes were considered real if the mean surpassed the ratio threshold and the 

standard deviation surpassed a ratio of 1. Telomeric and centromeric regions, as well as 

regions associated with fluorochrome labelling artefacts were excluded from analysis or 

interpreted with caution. 

 

Appropriate controls, including generation of a ratio threshold and dynamic range and 

testing of multiple metaphase spreads (5-10) were put in place. This ensured that results 

obtained for this analysis were true and not based on technical artefacts. All metaphase 

spreads used for analysis were of adequate quality in terms of FITC and Texas Red 

fluorescence as demonstrated by the example in Figure 3.3 and any chromosomes that 

were crossing over or were not straight enough were excluded from analysis.  
 

 
 
Figure 3.3: Quality metaphase spread used for analysis. 
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A ratio threshold was generated between 0.8 and 1.2 as the mean fluorescence and 

standard deviations were within this range for comparative testing of normal samples, as 

seen in Figure 3.4. Also seen in this Figure is a deletion of the X chromosome due to 

comparison of male and female samples. This deletion can be seen more closely in 

Figure 3.5, which enabled the generation of a dynamic range between 0.56 and 0.75. A 

deletion of a chromosome would therefore be expected to fall within this range. 

However due to the possibility of normal contaminating cells and the often polyclonal 

nature of tumours, deletions may be slightly outside of this range when tumour samples 

are analysed. 

 

 
 

Figure 3.4: Ratio profile generated by a male-female comparison and generation of a 

ratio threshold. 
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Figure 3.5: Generation of a dynamic range. 

 

Prior to analysis of KAs with CGH, a number of positive control experiments were 

performed by detection of known aberrations associated with certain cell lines. Both 

MPE-600 and MCF-7 breast cancer cell lines were analysed and expected 

amplifications and deletions were detected. Some additional unexpected aberrations 

were consistently detected for these cell lines, which were due to continued culturing 

cells and therefore cytogenetic differentiation. Based on successful application of 

appropriate controls, six KA samples were analysed using comparative genomic 

hybridisation. 
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3.3 RESULTS - ASSESSMENT OF CHROMOSOMAL 

ABERRATIONS ASSOCIATED WITH  

NON-MELANOMA SKIN CANCER 
 

3.3.1 ASSESSMENT OF 18q IN SOLAR KERATOSIS TO SQUAMOUS CELL 

CARCINOMA PROGRESSION 
 

Informative results, which are those for heterozygote individuals, were obtained for a 

number of samples for most of the microsatellite markers. Despite successful 

optimisation, D18S53 and D18S64 failed to give any good results and were therefore 

excluded from analysis. For the D18S478 marker, results were provided for 7 

informative SCC, 3 non-informative (homozygote individuals) SCC, 2 non-informative 

SCC in situ and 1 non-informative SK. Analysis of the D18S474 marker gave results for 

5 informative SCC, 4 non-informative SCC, 4 informative SCC in situ and 1 non-

informative SCC in situ. For the D18S68 marker, results were obtained for 4 

informative SCC and 1 informative SCC in situ. For the D18S61 marker, results were 

obtained for 5 informative SCC, 3 non-informative SCC in situ and 1 non-informative 

SK. Finally, for the D18S462 marker, results were obtained for 3 informative SCC, 2 

non-informative SCC, 4 non-informative SCC in situ and 1 informative SK.  

 

Overall, 9/15 SCCs, 5/5 SCC in situ and 2/3 SK samples were analysed successfully for 

at least one marker, all other samples consistently failed to amplify and the quality 

and/or quantity of DNA was assumed to be inadequate. Of the samples that were 

successfully analysed for at least one marker, 72% of samples were informative for at 

least one locus. Analysis of each of the samples failed to show any loss of 

heterozygosity for SCC, SCC in situ or SK samples. Based on the findings from CGH 

analysis, it was not expected that either the SK or SCC in situ samples would show 

LOH of 18q, however it was expected that approximately 47% of SCC samples would. 

The absence of LOH seen in all SCC samples may indicate that the initial CGH results 

are not as supportive of an 18q region as previously thought, or alternatively that these 

results are a reflection of differential sample analysis or study design and hence do not 

necessarily rule out a role for 18q in progression to a more malignant SCC phenotype. 
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3.3.2 ASSESSMENT OF REGIONS OF CHROMOSOMAL GAIN AND LOSS IN 

KERATOACANTHOMA 
 

Comparative genomic hybridisation was successfully used to analyse six 

keratoacanthomas, of which two were in the evolution stage, two were in the maturation 

stage and two were in the regressing stage. Figure 3.6 below shows a representative 

example of a ratio profile for KA2, which was a mature KA. True amplifications were 

demonstrated by an increase in green fluorescence such as that seen at 1p31.1-pter, 

9q33-q34.1, 11cen-q13.4, 15q23-q25, 17p and 17q, and deletions detected by increased 

red fluorescence as seen at 4q13.3-q26 and 5q21-q23.1 and 9p21-pter. All other 

detected amplifications and deletions occurred at areas indicative of fluorochrome 

associated locus specific fluctuations, centromeric or telomeric regions or did not have 

appropriate standard deviations and as such were excluded from analysis. Figure 3.7 

over the page gives a summary of all results obtained from this study. 

 

 
 
Figure 3.6: Representative ratio profile of a mature keratoacanthoma. 
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Figure 3.7: Summary of genetic aberrations associated with keratoacanthoma. 
Losses are indicated by vertical lines to the left of the chromosomes and gains are 

represented by vertical lines to the left of the chromosomes. 

 

It was interesting to note that keratoacanthomas appeared to be relatively genetically 

stable tumours and also that amplifications and deletions occurred in the same 

chromosomal regions for different samples. In particular 15q was associated with 

amplification in two samples, which were in the evolution and maturation stage, and 

deletion in two samples, both of which were in the regressing stage. Of the two 

amplifications seen at 1p, both were associated with a gain of 15q and were therefore 

detected in a evolving and matured KA. The two deletions seen on chromosome 11 

were associated with the deletions on 15q and were therefore implicated in regressing 

KA. Also, the amplifications seen on 13q were associated with an evolving and 

regressing KA, whereas the deletion seen in the same region was associated with a 

mature KA. In all, regressing KAs appeared to be more highly associated with deletions 

and evolving and matured KAs with amplifications. Also, some genetic aberrations 

appeared to be more highly associated with a particular stage of KA development. A 

more detailed summary of amplifications and deletions seen in all KA stages can be 
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seen in Table 3.2 below. It is pertinent to note that the 18q region was not implicated in 

KA, as detected by CGH analysis, thus supporting the theory that KA, which often 

regress, are not highly malignant. If the 18q region is involved in malignancy, you 

would not expect to see this region deleted in KA and these CGH results support this 

postulation. 

 

Table 3.2: Summary of genetic aberrations detected in all keratoacanthoma by 

comparative genomic hybridisation. 

 

Sample Stage Amplifications Deletions 

KA1 Evolution 1p32.2-q34.2  

KA2 Maturation 1p31.2-pter* 

9q33-q34.1* 

11cen-q13.4 

15q23-q25 

17p* 

17q* 

4q13.3-q26* 

5q21-q23.1 

9p21-pter 

KA3 Regression 3q24-q26.3 

4q22-q28 

5q21-23.1 

13q21.3-31* 

6p12-pter 

9q22.2-q33 

11q22.1-q23.3* 

12q23-q24.32 

14q31-qter 

15q22.1-qter 

KA4 Maturation   

KA5 Evolution 6q16.3-q22.1 

13q13-q21.3 

15q22.2-qter 

 

KA6 Regression  5q31.2-q33.2 

11q22.1-24* 

15q24-qter 

* Regions associated with dye specific fluctuations, should be interpreted with caution. 
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3.4 DISCUSSION - IMPLICATION OF CHROMOSOMAL 

ABERRATIONS DETECTED IN NON-MELANOMA SKIN 

CANCER 
 

3.4.1 IMPLICATION OF 18q IN PROGRESSION OF SOLAR KERATOSIS TO 

SQUAMOUS CELL CARCINOMA 

 
Comparative genomic hybridisation analysis indicated that SK and SCC are both highly 

genetically unstable and that this instability increases with progression to a more 

malignant phenotype. It has been hypothesised that SK is actually the first recognisable 

stage in SCC development and that all SKs, if left untreated, therefore have the 

propensity to progress to SCC [49, 50]. Most genetic aberrations in SCC that were 

detected by CGH were also detected in SK, although usually at a lower frequency. This 

lends a great deal of support to the theory that SK and SCC do in fact represent different 

stages within the same malignant continuum. 

 

SCC lesions were distinguished from SK lesions by a consistent deletion of the 18q 

chromosomal region. It is therefore likely, that although SK and SCC are in fact 

different stages in the same malignant neoplasm, the 18q region plays a primary role in 

progression to the more malignant phenotype expressed by SCC. This region has been 

implicated in progressive and metastatic stages of a number of other cancers [208] and 

contains various candidate tumour suppressor genes that may be responsible for this 

phenotype. 

 

 
3.4.1.1   18q IN DISEASE AND MALIGNANCY 

 

The chromosomal region of 18q is associated with a number of disorders, including 

various malignancies. A number of neuropsychiatric disorders have been associated 

with 18q. These include linkage of bipolar affective disorder, consisting of bipolars, 

schizoaffectives and unipolars, to 18q, (CTG)n repeats within 18q of schizophrenia 

kindred and translocation of 7q22 and 18q22.3 in Tourette syndrome [208]. Also, 
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Niemann-Pick disease type C (an autosomal recessive lipid storage disorder), familial 

intrahepatic cholestasis, familial expansile osteolysis (an autosomal dominant bone 

dysplasia) and transthyretin related hereditary amyloidoses (an autosomal dominant 

disease with varying phenotypes including peripheral neuropathy, vitreous opacities and 

cardiomyopathy) have been associated with 18q [208]. 

 

Malignancies that have been associated with 18q include synovial sarcoma, colorectal, 

gastrointestinal, pancreatic, prostate, ovarian and breast carcinoma and lymphoma and 

squamous cell carcinoma of the head and neck [208]. In colorectal cancer, it has also 

been shown that cancers exhibiting LOH of 18q have an increased likelihood of 

metastasis and that metastatic tumours arising from colorectal cancer have nearly 100% 

frequency of 18q LOH [209]. Additionally, loss of 18q is now implicated in melanoma 

[20] and also cutaneous squamous cell carcinoma [179]. Previously, loss of 18q has also 

been implicated in 63% of SCC tumours of the head and neck grown in vitro [210]. 

LOH analysis of 4 informative tumour specimens with adjacent normal tissue showed 

that 2 of these did in fact exhibit LOH [210]. Additionally, another study found that the 

loss of chromosome 18 in patients with SCC of the head and neck was significantly 

associated with death when compared to patients without the loss (P = 0.01) [211]. As 

18q has now been implicated in both SCC of the head and neck and cutaneous SCC, it 

is possible that that this region does play a role in tumour progression and also perhaps 

overall survival, particularly for cancers of this derivation. The region of 18q is known 

to contain a number of candidate tumour suppressor genes, some of which have been 

directly implicated in specific cancers. 

 

 

3.4.1.2 DELETED IN COLORECTAL CANCER AS A POTENTIAL CANDIDATE GENE 

 

A prime candidate tumour suppressor gene in the 18q region is the deleted in colorectal 

cancer (DCC) gene, located at 18q21. Loss of heterozygosity analysis of 18q regions 

containing the DCC gene have been implicated in > 70% colorectal primary cancers, 

50% advanced adenomas, 61% gastric cancers, 30-60% breast cancers, 33-45% prostate 

cancers, 25-40% endometrial cancers and 25% primary squamous oesophageal cancers 

[209]. Although DCC protein expression is also markedly reduced in colorectal, 

stomach, pancreas, prostate, bladder and breast carcinomas, as well as male germ cell 
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tumours, neuroblastomas, gliomas and some leukemias, its role as a tumour suppressor 

gene based on functional studies is still questionable [212, 213].  

 

The predicted protein product of the DCC gene is a transmembrane protein with high 

homology to the neural cell adhesion molecule and other related cell surface 

glycoproteins [209, 214]. The structure of DCC indicates that it might be involved in 

cell-cell or cell-matrix interaction but this role is yet to be firmly established [213]. An 

important function of the DCC gene appears to be the regulation of cell specification 

and/or proliferation in the developing nervous system, and this function may provide a 

mechanism for the involvement of DCC in tumourigenesis [209]. Additionally, DCC 

induces apoptosis via a caspase 9 dependent pathway and therefore reduced protein 

expression of DCC seen in many tumours may confer a lack of apoptotic potential 

[213]. Also, forced expression of DCC in cell lines results in reduction of cell motility, 

suggesting that absence of the gene may enhance the motility of cancerous cells [209]. 

 

As the primary function of the DCC gene is regulation of the development of the 

nervous system [209], it may have a proliferative role in cancer development. Also the 

structure of DCC suggested that it could be involved in cell-cell or cell-matrix 

interactions [213] and along with its capacity to inhibit motility [209], absence of the 

protein may result in invasion and metastasis. However some of these proposed 

properties have not been clarified as functions of the DCC gene and its subsequent 

protein product. The potential of this gene to be involved in progression of SK to SCC 

is evident, however questionable evidence of its true function may in fact implicate 

other genes for involvement. 

 

 

3.4.1.3 THE SMAD FAMILY AS POTENTIAL CANDIDATE GENES 

 

The mothers against decapentaplegic (MAD) family of proteins, including Smad4, 

Smad2 and Smad3, are essential components of the TGF-β signalling pathway, which 

negatively regulates growth of epithelial cells [214, 215]. Binding of the TGF-β protein 

to receptor II activates receptor I by phosphorylation, which in turn phosphorylates the 

Smad2 or Smad3 proteins to form a hetero-oligomer with Smad4 [215, 216]. This 

complex translocates to the nucleus where it interacts with DNA directly or indirectly, 
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via other DNA binding proteins, to regulate transcription of target genes and therefore 

regulate cellular proliferation [215]. Although the Smad4 protein is not necessary for 

the translocation of the Smad complex to the nucleus, it is required for activation of 

transcriptional processes [216]. It is believed that the Smad6 and Smad7 proteins inhibit 

the phosphorylation of Smad2 and Smad3 [215]. Figure 3.8 below, shows how 

transcriptional activation is mediated by the Smad protein complex. 

 

 
 

Figure 3.8: Smad-mediated TGF-β signalling pathway [215]. 

 

The Smad4 gene, also referred to as the deleted in pancreatic cancer (DPC4) gene is 

another tumour suppressor candidate. LOH of 18q has been found to be homozygously 

deleted in >90% of pancreatic cancers for which there were no mutations in the DCC 

gene, leading to the identification of the Smad4 gene at 18q21.1 [215]. Mutations of the 

Smad4 gene have also been identified in a number of colorectal cancers, particularly in 

the late stages (35% of primary carcinomas with distant metastases and 31% of 

metastasised carcinomas) and as LOH of the 18q region containing this gene is 

frequently observed, it is likely that Smad4 is also implicated in colorectal carcinoma 
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[215]. Mutations in the Smad4 gene are also observed less frequently in acute myeloid 

leukemia, biliary tract carcinoma, ovarian carcinoma, small intestinal carcinoma, gastric 

carcinoma, head and neck squamous cell carcinoma, hepatocellular carcinoma and lung 

carcinoma [215].  

 

Also, mutations in the Smad2 gene, also located at 18q21, have been reported in 

colorectal and other human cancers but at a much lower frequency than the Smad4 gene 

[215]. In particular, in SCC tumours of the head and neck and derived cell lines, LOH 

of Smad2 and Smad4 was detected in 35% of informative cases, although only one 

mutation was detected in one of these samples [217]. In pancreatic cancer, mRNA 

levels of Smad2 are significantly increased, which may lead to excessive activation of 

components of the TGF-β signalling pathway [218]. It has also been shown that 

interference with Smad2/3 signalling enhances the malignancy of premalignant and 

well-differentiated breast tumour cells, suggesting a role in tumour suppressor and pro-

metastatic signals [219]. 

 

The Smad family of proteins are therefore candidates for tumourigenesis in general and 

also for malignancy and progression as they are involved in the transcription signalling 

of a number of genes that may regulate proliferation. Both the Smad2 and Smad4 genes 

are located on chromosome 18q, which has been detected as a region of malignant 

progression in a number of cancers. They are therefore prime candidate genes and may 

be involved in malignant progression from SK to SCC. 

 

 

3.4.1.4 MASPIN AS A POTENTIAL CANDIDATE GENE 

 

Maspin, also referred to as P15, is a putative tumour suppressor protein involved in cell 

motility, cell adhesion and metastasis located on 18q21 [220, 221]. In invasive and 

metastatic breast cancer cell lines, treatment or transfection with maspin resulted in a 

30% increase in cell adhesion and inhibition of cell motility [220], both of these 

functions would regulate and reduce metastatic potential. Downregulation of maspin 

protein expression has been correlated with progression and metastatic status in breast, 

prostate, colon and oral cancer, although overexpression has been seen in pancreatic 

 118



ductal adenocarcinoma [221] and cutaneous squamous cell carcinoma [222] and is 

likely to be involved in differentiation of these tumours.  

 

Although the functional activity and aberrant expression of the maspin protein implicate 

a tumour suppressing function, deletions and mutations of this gene are extremely rare 

[222]. Typically, cytosine methylation of the maspin gene promoter partially controls 

maspin expression [223]. Therefore, although it is quite possible that regulation of 

maspin is associated with SCC progression, it may not be associated with LOH of 

18q21 in squamous cell carcinomas.  

 

 

3.4.1.5 LOSS OF HETEROZYGOSITY ANALYSIS OF 18q 

 

Following implication of 18q with SCC progression, further analysis of this region was 

undertaken to determine if loss of heterozygosity within the 18q region was consistent 

with SCC development. It was found that no informative samples indicated loss of 

heterozygosity for any of the markers used in this study. Although it is evident, from 

CGH studies and biological expectations, that loss of 18q is associated with SCC 

development, LOH could not confirm this. It was expected that approximately half of 

the samples should show LOH of 18q, and the fact that none did is most likely to reflect 

on the study design. CGH can detect aberrant regions of 20Mb or more, and a deleted 

region of only 20Mb may not span across the markers that were used for analysis. Also, 

although markers spanned across the entire 18q region, the actual deleted region 

detected by CGH may not be this large, as fluorescence detection is not entirely 

accurate, particularly for smaller chromosomes. Hence if only a small section of 18q is 

in fact deleted, this may only be covered by one or two markers, which may not provide 

sufficient analysis.  

 

The candidate tumour suppressor genes that have been described in this study are 

located specifically in 18q21, and the DCC and Smad4 genes have been further 

localised to 18q21.1. Only the D18S474 microsatellite marker is contained within this 

region, and if this minimal region is all that is deleted in SCC, this marker may be the 

most informative. Results of this marker were obtained for 5 informative SCC cases and 

it is not unreasonable that LOH would not be detected in this small number of cases. 
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Further analysis of this marker, as well as others in close proximity, may provide further 

evidence for the implication of tumour suppressor genes located on 18q. A more 

focussed approach of LOH analysis specifically based on the candidate gene region may 

implicate one or more of these genes in progression to the more malignant SCC.  

 

 

3.4.2 IMPLICATION OF CHROMOSOMAL ABERRATIONS IN 

KERATOACANTHOMA DEVELOPMENT 
 

3.4.2.1 IMPLICATION OF REGIONS DETECTED IN THIS STUDY  

 

A number of aberrant regions were implicated in keratoacanthoma by comparative 

genomic hybridisation, and some of these occurred in more than one sample. 

Specifically, deletions, such as those seen at 11q and 15q were associated with 

regressing KAs and amplifications, such as those seen at 1p and 15q were more highly 

associated with evolving and matured KAs. This implies that regions of gain involved 

in the development of KAs may contain putative oncogenes that could be subsequently 

lost to cause regression. Additionally, any deletions seen in evolving and matured KAs 

may indicate regions that harbour tumour suppressor genes. However, it must be noted 

that some of these regions (11q21-23 and 1p32-pter) are associated with dye specific 

fluctuations and care must be taken when analysing these results. Additional studies, 

incorporating reverse labelling should prove useful in the determination of true copy 

number aberrations associated with these areas. 

 

Throughout the duration of this study, a number of candidate genes were also being 

considered for association analysis in non-melanoma skin cancer, including members of 

the glutathione-S-transferase and somatostatin receptor families. Of these candidate 

genes, many were detected in or near aberrant regions involved in KA, as detected by 

CGH. In fact, the GSTM1 gene, mapped to 1p13 [224], the GSTP1 gene, mapped to 

11q13 [225] and the SSTR2 gene, which mapped to 17q24 [226] are all located near or 

in regions of chromosomal gain in evolving or matured KAs and for the GSTP1 gene 

near a region of chromosomal loss in regressing KAs. As amplifications of these 
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regions were not seen in regressing KAs, this may indicate that the presence of GSTM1, 

GSTP1 and SSTR2 may play a role in tumour regression.  

 

 

3.4.2.2 IMPLICATION OF REGIONS DETECTED BY OTHER STUDIES  

 

Since this initial CGH analysis, Clausen and colleagues have published results on a 

much larger KA sample population, although they did not strongly differentiate between 

the stage of development and also many samples were obtained from transplant 

recipients, which could confound the results. This study found that only 35.7% of KAs 

were found to exhibit genetic aberrations as detected by CGH, suggesting that in many 

cases KAs are fairly genetically stable [53]. Frequent gains were detected on 8q (20%), 

1p and 9q (16%) and losses on 3p, 9p, 19p (20%) and 19q (16%) [53]. Although some 

assessment was made based on age of KAs, estimated either from histopathology or 

patient reports [53], KAs were not specifically classified into evolving, matured or 

regressing stages.  

 

Involvement of 15q that had been frequently detected in analysis performed in the GRC 

was not as common in this study, only one sample showed amplification and one 

showed deletion [53]. The conflicting aberrant status of this region in both studies, may 

indicate specialised involvement in particular stages of development. Although this 

region may not be as frequently implicated as originally thought, a loss of the region 

could be indicative of KA regression, which may be under-represented in the study by 

Clausen and colleagues. Many of the aberrations that were detected in only one of the 

samples in the study conducted at the GRC were confirmed in this larger study. 

However, additional studies involving a more discriminatory approach to analysis of 

specific developmental stages may provide more clues into the developmental and 

regressing processes involved in KA.  

 

It was interesting to note that one of the regions most commonly amplified in the study 

by Clausen and colleagues was 9q [53]. This region harbours the retinoid X receptor 

alpha (RXRα) gene [227]. Although this gene has been associated with cancer 

development, its actions tend to be coupled with the vitamin D receptor [228]. It is the 

actions of the hormonal form of vitamin D through these dimerised receptors that elicits 
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a typical anti-cancer response. It would be expected that for amplification of this region 

and the RXRα gene to have an anti-tumourigenic effect, this would be associated more 

specifically with regressing KAs. The implication of 9q and therefore of the RXRα gene 

in keratoacanthoma promoted interest in the vitamin D and vitamin D receptor 

pathways. As such, the vitamin D receptor, which mediates many anti-tumourigenic 

actions, also became a candidate gene for association analysis in non-melanoma skin 

cancer. 

 

 

3.4.3 SUMMARY AND FUTURE DIRECTIONS 
  

The aim of this particular aspect of the NMSC research was to use cytogenetic tools to 

identify chromosomal regions associated with non-melanoma skin cancer development 

and progression and to further study regions of involvement.  

 

This study has shown that although SKs and SCCs share a number of common 

aberrations, linking them to a common malignancy, a deleted region of 18q appears to 

be specifically involved in progression to a more malignant phenotype. Although loss of 

heterozygosity analysis did not specifically confirm this finding, this may have been due 

to insufficient analysis of appropriate chromosomal regions and low numbers of 

samples. A number of candidate genes exist within this implicated 18q region, 

particularly in 18q21 and more specifically in 18q21.2. These genes include DCC, 

Smad4, Smad2 and maspin and absence of any of these genes has been shown to 

potentiate tumourigenesis in some way. Specifically, the DCC gene has been implicated 

in progressive malignancies as compared to premalignant or early stage malignancies. 

The localisation of these genes in a small region of 18q indicates that a more 

specifically oriented study of this region including more markers and a higher number 

of samples may provide confirmation and implication of one or more of these candidate 

genes. Further mutation analysis or methylation studies may also be of use in 

determining the mode of genetic alteration for the second allele that would result in 

progressive tumourigenesis. 
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Comparative genomic hybridisation analysis of keratoacanthomas detected a number of 

regions that may potentially be involved in development of this disorder. Additionally, 

some aberrations appeared to be more specifically correlated with different stages of 

development. The number of KAs studied in this analysis was small due to limited 

acquisition of samples and a subsequent study involving larger numbers did not 

discriminate between specific stages of development. The stages of development in KA 

are quite distinct and in particular, changes involved in regressing KAs may provide 

clues into potential treatment of NMSC. A larger study that categorises KAs into their 

developmental stages may therefore prove extremely useful in understanding the 

processes of cancer formation and regression and differentiate regions of involvement 

that may be useful therapeutic targets. 

 

In conclusion, it appears that both melanoma and squamous cell carcinoma experience 

high genetic instability and frequent genetic loss, as do the SCC precursor lesions, solar 

keratosis. BCC and KA on the other hand exhibit lower frequencies of genetic loss and 

it is interesting to note that these lesions rarely metastasise. Identification of the 18q 

region involved in malignant progression provides opportunity to determine genes 

involved in malignant transformation and therefore targets of therapeutic treatment. 

Additionally, it may enable better diagnosis and prognosis of malignant disease and 

response to treatment. The identification of a number of aberrant candidate regions in a 

tumour that consistently regresses, poses great potential for the examination of cancer 

regression and development of therapeutic interventions. Additionally, there are a 

number of genes that are contained within some of these aberrant regions that are 

candidates for non-melanoma skin cancer development and also regression. This study 

therefore implicated a number of genes in the development of non-melanoma skin 

cancer and instigated association analysis studies of these genes in the earliest stage of 

NMSC, solar keratosis. 
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CHAPTER 4 

 
THE ROLE OF SOMATOSTATIN 

RECEPTOR GENE POLYMORPHISMS 

IN SOLAR KERATOSIS DEVELOPMENT 



 

4.1  INTRODUCTION - THE ROLE OF SOMATOSTATIN, 

SOMATOSTATIN RECEPTORS AND SOMATOSTATIN 

ANALOGUES IN CANCER DEVELOPMENT AND 

TREATMENT 
 

4.1.1 SOMATOSTATIN 
 

Somatostatin (SST) was first characterised in 1973 as a tetradecapeptide and is also 

known as somatotropin release-inhibiting factor [229, 230]. As such, somatostatin 

negatively regulates pituitary somatotropin (growth hormone) release. The 

tetradecapeptide that was originally identified was one of two forms of somatostatin, 

being SST-14 and an amino-terminally extended octacosapeptide SST-28 [230]. Both of 

these isoforms are derived from differential posttranslational processing of a 116 amino 

acid precursor molecule located on chromosome 3q28 [230].  

 

Somatostatin has a variety of effects on both the nervous system and peripheral tissue. 

SST acts as a neuromodulator within the nervous system, having physiological effects 

on neuroendocrine, motor and cognitive functions [229]. Additionally, disturbance of 

central nervous system SST transmission is shown in a number of neurological 

disorders, including Alzheimer’s disease, Huntington’s disease, Parkinson’s disease and 

temporal lobe epilepsy [229, 231]. SST is also known to inhibit a number of hormones 

at the endocrine level, including pituitary growth hormone, prolactin, thyrotropin, most 

major hormones of the gastrointestinal tract, glucagon and insulin [230]. Exocrine 

activity of the salivary glands, gastrointestinal mucosa, pancreatic acini and liver are 

also modulated by SST [230].  

 

The negative growth regulatory actions of SST have been shown in a number of 

tumours and as such this peptide or analogues of it may have therapeutic potential for 

cancer treatment [232]. Both indirect modulation of growth factors and trophic peptide 

hormones and direct modulation through interaction with tumour cells result in growth 

inhibition by somatostatin or possible analogues [232]. This inhibition is modulated 

through binding of somatostatin to high affinity receptors found in a variety of target 
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tissues, with the effects of SST exerted by receptor activation of the inhibitory guanine 

nucleotide-binding protein (Gi), inhibition of stimulated adenylyl cyclase activity and 

reduction of cAMP production [233]. Additionally SST causes membrane 

hyperpolarisation leading to a decrease in Ca2+ influx and ultimately a reduction of 

cytosolic Ca2+ concentration [233]. Experimental evidence also suggests that SST 

inhibits angiogenesis, a process essential for tumour growth and metastasis [232]. 

Finally, SST reverses the impact of mitogenic signals delivered by proteins such as 

epidermal growth factor and insulin-like growth factor, and as such has antiproliferative 

potential [230]. 

 

The vast array of biological effects for SST, indicate that the distribution of this peptide 

is widespread and also that its actions may often be mediated by the presence or absence 

of receptors in human tissue. Studies have demonstrated that SST-14 is expressed in 

normal human epidermis [234] and that quantitative variations in somatostatin have 

been identified in lesional skin in a number of dermatoses [235]. Additionally, 

occasional somatostatin immunoreactivity has been seen in 2/50 BCC specimens 

studies, suggesting that this protein may also be expressed in NMSC [236]. All of this 

evidence implicates a possible role for the actions of somatostatin in diseases of the 

skin.  

 

The SST-14 and SST-28 peptides have differing biological and pharmacological 

properties and a number of structure-activity based studies have implicated the 

existence of multiple somatostatin receptors [233]. In fact, SST-14 is more selective for 

inhibition of glucagon and gastric acid secretion, whereas SST-28 is more selective 

towards inhibition of growth hormone, insulin and pancreatic exocrine secretion, which 

may be influenced by receptor specificity [237]. The expression of SST receptors and 

possible polymorphic variants may therefore be important in modulating the inhibitory 

effects of somatostatin, including growth inhibition. Hence, these receptors may have an 

effect on tumourigenesis, including that of the skin. 
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4.1.2 SOMATOSTATIN RECEPTORS 
 

As previously mentioned, the inhibitory actions of SST-14 and SST-28 are mediated 

through binding to readily accessible cell-surface receptors to transmit signals beyond 

the plasma membrane, as they are unable to penetrate the phospholipid bilayer [230]. To 

date, five somatostatin receptors (SSTR1-5) have been identified in the human body, 

which share only 40-60% structural homology [238]. The SSTR1, 3, 4 and 5 genes 

generate a single receptor protein, however alternative splicing of the SSTR2 mRNA 

gives rise to SSTR2A and SSTR2B protein isoforms that differ in size and amino acid 

sequence at the carboxy-terminus [229].  

 

All somatostatin receptors belong to the class of G protein coupled receptors, which are 

characteristically single polypeptide chains with seven transmembrane spanning 

domains [238]. The SSTRs are coupled to a variety of signal transduction pathways, and 

depending on the cell type, these include adenylate and guanylate cyclase, K+ and Ca2+ 

channels, Na+/H+ exchanger, tyrosine phosphatases and Src, Erk1/2 and p38 mitogen-

activated protein kinases [238]. Expression of the SSTRs and exact mechanisms of their 

actions are different amongst the specific receptor type. In general, SSTR1-4 show 

slightly preferential selectivity towards SST-14, although SSTR5 shows a highly 

selective preference for binding to SST-28 [239]. Table 4.1 shows the distribution of the 

five somatostatin receptors in the human central nervous system and peripheral tissue. 

 

Table 4.1: Distribution of somatostatin receptors throughout the human body. 
 

Organ/Region SSTR1 SSTR2 SSTR3 SSTR4 SSTR5
Central Nervous System 

 
Telencephalon 

Olfactory system 

Frontal cortex 

Hippocampus 

Dentate gyrus  

Subiculum 

Amygdala complex 

 

 
 

 

+ 

+ 

+ 

+ 

+ 

 

 
 

 

+ 

+ 

+ 

+ 

+ 

 

 
 

 

+ 

+ 

+ 

 

 

 

 
 

+ 

+ 

+ 

+ 
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Table 4.1 Cont’d: Distribution of somatostatin receptors throughout the human body. 

 
Diencephalon 

Thalamic nuclei  

 
Mesencephalon 

Red nucleus 

Substantia nigra 

Oral pontine reticular nucleus   

Periaqueductal grey  

 
Metencephalon 

Cerebellum 

Dentate cerebellar nucleus  

Locus coeruleus  

Caudal pontine reticular nucleus  

Inferior olivary complex  

Vestibular nuclear complex 

 
Myelencephalon 

Spinal trigeminal tract 

Cuneate nucleus 

Solitary tract 

 
Anterior pituitary 

 

+ 

 
 

+ 

+ 

+ 

+ 

 
 

+ 

+ 

 

+ 

+ 

 

 
 

 

 

+ 

 

 

 

 
 

 

 

 

 

 
 

+ 

 

 

 

 

 

 
 

 

 

 

 
+ 

 

+ 

 
 

 

 

+ 

 

 
 

+ 

+ 

+ 

+ 

+ 

 

 
 

+ 

 

 

 
+ 

 

 

 
 

+ 

 

 

 

 
 

+ 

+ 

 

 

 

+ 

 
 

+ 

+ 

 

 

 
 

 

 

 

 

 
 

+ 

 

 

 

 

 

 
 

 

 

 

 
+ 

Periphery 

 
Jejunum 

Stomach 

Lung 

Kidney 

Liver 

Colon 

Pancreas 

Placenta 

 

 
+ 

+ 

+ 

+ 

 

+ 

+ 

+ 

 

 
+ 

 

 

+ 

+ 

+ 

+ 

  

 
 

 

+ 

 

 

 

+ 

+ 

 

 
 

 

 

 

 

 

 

+ 
NB: Modified from Selmer, et al, 2000 [231]. 
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4.1.2.1 SSTR1 EXPRESSION, ACTIVATION AND IMPLICATIONS FOR CANCER 

 

The SSTR1 gene has been mapped to chromosomal region 14q13 and contains a CA-

dinucleotide repeat that has fourteen known allelic variants and 84% heterozygosity 

[226]. SSTR1 is coupled to activation of intracellular phosphatases to direct the growth 

inhibitory effects of SST-14 and SST-28, with approximately equal affinities, although 

slightly higher for SST-14 [232, 239]. More specifically, SSTR1 is coupled to inhibition 

of adenylyl cyclase, tyrosine phosphatases and the Na+/H+ exchanger [239]. In addition 

to growth hormone inhibition, SSTR1 also has an inhibitory effect on the cell cycle by 

increasing Ras, Rb and p21 proteins to result in cell cycle arrest [238]. As seen in Table 

4.1, the SSTR1 protein is expressed in a number of central nervous system regions and 

in peripheral tissue in humans, additionally SSTR1 is expressed in a number of other 

tissue types in the rat [231].  

 

One study has shown that expression of SSTR1 has been detected in 22% of cancers, 

including mixed expression (with SSTR1 and/or SSTR3) of carcinoids, islet cell 

carcinomas, medullary thyroid carcinomas and ovarian tumours [240]. Other studies 

have shown mixed results for breast cancer with SSTR1 expression detected in only 2% 

of breast cancers by RT-PCR [232] and detected in a significant number of breast 

tumours by in situ hybridisation [241]. The latter study also detected SSTR1 expression 

in pituitary adenomas and gastroentero-pancreatic tumours [241], with another study 

confirming results showing that 66% of gastroentero-pancreatic tumours expressed 

SSTR1 [242]. Other studies have shown SSTR1 expression in 4/4 glioblastomas and in 

9/20 glioma-derived cell lines [243], in 86% of prostate cancer samples [244], in 96% 

of melanoma samples [245], regular SSTR1 expression in thyroid tumours [246] and 

expression in 32/32 samples of neuroblastoma [247]. 

 

 

4.1.2.2 SSTR2 EXPRESSION, ACTIVATION AND IMPLICATIONS FOR CANCER 

 

The SSTR2 gene has been mapped to chromosomal region 17q24 and like the SSTR1 

gene contains a CA-dinucleotide repeat, which has nine known allelic variants and 88% 

heterozygosity [226]. SSTR2 mediation has been coupled to adenylyl cyclase, tyrosine 

phosphatase, Ca2+ channels and intracellular phosphatases and as with SSTR1, shows 
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slight selectivity over SST-14 binding [232, 239]. SSTR2 controls growth hormone 

release and can also induce apoptosis and inhibit cell cycle through upregulation of Rb 

and p27 proteins and downregulation of cyclinE-cdk2 to cause cell cycle arrest [238]. 

Expression of SSTR2 has been detected in a number of tissues, as seen in Table 4.1, 

importantly, SSTR2 or SSTR3 expression has also been found in human dermal 

fibroblasts [248]. Also, due to its binding affinity to the therapeutic SST analogue 

octreotide [249], SSTR2 expression has also been studied extensively in human cancers. 

 

In a study of 55 tumours, it was found that SSTR2 was expressed in 84% of tumours, 

with high expression seen in meningiomas, neuroblastomas, pituitary adenomas, small 

cell lung carcinomas, lymphomas and breast tumours [240]. SSTR2 is the most 

frequently detected receptor subtype in medullary thyroid carcinoma [250] and has been 

detected in 4/4 glioblastomas and 20/20 glioma-derived cell lines [243]. Also SSTR2 

has been detected in 92% of gastroentero-pancreatic tumours [242], 98% of breast 

tumours [232], 83% of melanoma samples [245] and elevated levels of SSTR2 

expression have been seen in lymphocytes of leukemic patients [251]. Importantly, low 

levels of SSTR2 have also been detected in melanoma [252], implicating a possible 

mechanism for treatment. 

 

 

4.1.2.3 SSTR3 EXPRESSION, ACTIVATION AND IMPLICATIONS FOR CANCER 

 

The SSTR3 gene, mapping to chromosomal region 22q13.1, [226], codes for the 

somatostatin receptor 3 that mediates the actions of SST through adenylyl cyclase and 

has a slightly higher binding affinity for SST-14 [239]. SSTR3 is capable of inducing 

apoptosis through upregulation of p53 and Bax proteins [238]. The expression of 

SSTR3 is widely distributed in a number of tissue types, as seen in Table 4.1, and has 

been studied in some cancers. 

 

In a study of 55 tumours, only 14 (25%) were found to express SSTR3 in combination 

with SSTR1 and SSTR2, these included carcinoids, islet cell carcinomas, medullary 

thyroid carcinomas, and ovarian tumours [240]. In a number of studies, SSTR3 

expression was found regularly in all thyroid tumour types [246], in 50% of 

gastroentero-pancreatic tumours [242], in 61% of melanoma samples [245], in only 8% 
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of breast tumours [232] and in 1 of 4 glioblastomas and 7/20 glioma-derived cell lines 

[243].  

 

 

4.1.2.4 SSTR4 EXPRESSION, ACTIVATION AND IMPLICATIONS FOR CANCER 

 

The SSTR4 gene maps to chromosomal region 20p11.2 [230] and the receptor shows 

slightly preferential binding for SST-14 over SST-28. SSTR4 mediates the actions of 

somatostatin through adenylyl cyclase, PLA-2 and MAP [239] kinase and can also 

influence cell cycle arrest through upregulation of Rb [238].Tissue expression of 

SSTR4 has not been extensively studied in humans with distribution patterns seen in 

Table 4.1. Expression analysis in rat however, indicates a more widespread distribution 

of the SSTR4 receptor. As with other SSTRs, this receptor has also been studied in a 

number of human cancers. 

 

Studies have shown that SSTR4 is expressed in 82% of gastroentero-pancreatic tumours 

[242], is expressed regularly in all thyroid tumour types [246] and is expressed in 57% 

of melanoma samples [245]. Also, a number of studies have shown less frequent 

expression of SSTR4 in cancer including, expression in 12% of breast tumours [232] 

and rare expression in glioma-derived cell lines and glioblastomas [243]. Additionally, 

no detection has been seen in medullary thyroid carcinoma [250]. 

 

 

4.1.2.5 SSTR5 EXPRESSION, ACTIVATION AND IMPLICATIONS FOR CANCER 

 

The SSTR5 gene, mapping to 16p13.3, codes for a protein that preferentially binds to 

SST-28, demonstrating a 10-50-fold higher affinity than for SST-14 [253]. However, it 

has been seen that substitution of an amino acid residue within the SSTR5 sequence 

removes the preference for SST-28 and thus this region may be an important contact 

point for SST binding [253]. Like other receptors of the somatostatin class, SSTR5 is 

capable of cell cycle arrest by upregulation of Rb and p21, in addition to controlling 

growth hormone, insulin and possibly glucagon release [238]. As with SSTR4, SSTR5 

expression has not been extensively studied in human tissue (refer to Table 4.1) but 
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analysis of rat SSTR5 reveals a wider pattern of distribution, although still not extensive 

[231]. SSTR5 has also been studied in a number of different cancer types.  

 

SSTR5 expression is often found in tumours including a high incidence in growth 

hormone-producing pituitary adenomas [241], expression in 84% of gastroentero-

pancreatic tumours [242], expression in 64% of prostate cancers [244] and regular 

expression in all thyroid tumour types [246]. Lower frequencies of expression have also 

been reported 35% of breast tumours [232] and in 9% of melanoma samples [245].  

 

 

4.1.3 SOMATOSTATIN ANALOGUES 
 

Somatostatin has a short half-life, of about 3 minutes, and hence, its potential as a 

therapeutic agent is limited [245]. However, the development of octreotide, a 

somatostatin analogue, with a half-life of about 2 hours allows for a long lasting effect 

of growth inhibition, although only in SSTR2 and SSTR5 expressing cells as these 

receptors have a high affinity for the analogue [245]. Experimental animal models have 

been useful in demonstrating the effects of SST analogues, including inhibition in 

transplantable tumours in rodents [238]. Although most of these animal models 

expressed SSTRs, indicating a direct effect of the SST analogues, some models did not 

contain SSTRs and therefore SST analogue-mediated tumour control could also occur 

by an indirect mechanism, possibly involving growth hormone, gastrin and insulin 

inhibition [238]. Interestingly, the effects seen in non-SSTR expressing animal models 

have not yet been witnessed in human treatment with SST analogues [238].  

 

Currently, only octreotide and lanreotide are commonly used in the routine treatment of 

tumours and both of these have a high affinity for SSTR2 [249]. Therefore, the 

development of other analogues that have affinities for other SSTR subtypes is of 

importance as some tumours have high expression of other SSTRs, including SSTR1 in 

prostate cancer and SSTR5 in colon cancers [249]. Treatment of growth hormone 

secreting pituitary adenomas with octreotide and lanreotide suppresses growth hormone 

release and results in a notable decrease in tumour size in most patients [238]. 

Octreotide therapy has also been shown to improve clinical symptoms in most patients 
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with metastatic carcinoid disease and islet cell tumours [238]. Various endocrine 

tumours have been treated with octreotide and the analogue has shown varying efficacy 

based on histology and other differences [254]. In vitro studies have shown that 

melanoma cells expressing SSTRs, specifically bind to MK-678, a cyclic hexapeptide 

somatostatin analogue that is SSTR2 specific [245]. This implies possible therapeutic 

potential, however as the expression of SSTR1 is more frequent in melanoma samples, 

an analogue specific to this receptor may be of better therapeutic benefit [245]. 

Additionally, in a patient suffering from metastatic Merkel cell carcinoma treatment 

with octreotide resulted in the immediate disappearance of metastasis and apparent 

complete remission of the disease after ten months of treatment [255]. 

 

Although SST analogues are of therapeutic potential in their own right, the coupling of 

these analogues with radioactive isotopes or cytotoxic agents to destroy neoplastic cells 

exhibiting high levels of SSTR expression is a future direction with great potential 

[249]. One of the biggest problems with radiotherapy and chemotherapy is the damage 

done to normal cell, however the coupling of these agents to SST analogues may bring 

them much closer to the nucleus of SSTR expressing cells so that retention and 

exposure of the agents is prolonged [238].  

 

Additionally, in vivo imaging of SSTRs with receptor scintigraphy may play an 

important role in the prediction of SST analogue effects [249]. Currently, SSTR2 

positive tumours can be imaged by the injection of radiolabelled octreotide, which can 

then be scanned using planar and emission computed tomography to reveal the 

localisation of primary tumours and in many cases (90% of neuroendocrine cases) 

unknown metastases [238]. Although this method, known as OctreoScan, is primarily 

used to scan for neuroendocrine tumours and their metastases, it can also be used to 

determine optimal treatment for brain tumours, Merkel cell tumours, thyroid cancers, 

lymphomas, prostate cancers and breast cancers [238]. Additionally, although these 

scans show limited sensitivity for melanoma detection, they may be useful in 

identifying individuals who may respond to somatostatin analogue treatment [245]. 
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4.1.4 SOMATOSTATIN, SOMATOSTATIN RECEPTORS AND SKIN CANCER 
 

Somatostatin analogues have been useful in the detection and treatment of skin cancer 

and their metastases. SSTRs in both malignant melanoma and Merkel cell carcinoma 

can be detected by OctreoScans and this may be due in part to their neuroendocrine 

origins [245] [238]. As these tumours both display SSTRs, they may be prime 

candidates for effective treatment using somatostatin analogues. In fact, treatment of 

metastatic Merkel cell carcinoma with octreotide was efficient and effective in 

remission of the disease [255]. It is also possible that other types of skin cancers may 

express increased levels of SSTRs, as they are distributed throughout normal skin and 

therefore be targets for SST analogue treatment. 

 

In addition to the effects that treatments may have on tumours, the endogenous effects 

of SST itself on tumours is also of importance. As the actions of SST and SSTR include 

inhibition of growth regulation and cell cycle arrest [232, 238], these pathways may in 

fact prevent tumour growth. Variations in somatostatin receptors may therefore have an 

effect over growth. Somatostatin receptor subtypes 1 and 2 both contain CA-

dinucleotide tandem repeat polymorphisms and although these dinucleotide tandem 

repeat polymorphisms may not alter somatostatin binding affinity directly, they may act 

as markers that can aid in identification of risk association. The aim of this study was 

therefore to examine the effects of SSTR1 and SSTR2 polymorphisms on solar 

keratosis susceptibility. 
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4.2 METHODS - ASSOCIATION ANALYSIS OF SOMATOSTATIN 

RECEPTOR GENE POLYMORPHISMS IN SOLAR KERATOSIS 
 

Microsatellite markers within the SSTR1 and SSTR2 genes were amplified in individual 

PCR reactions and subsequently genotyped by multiplex GeneScan reactions; genotypes 

were determined using Genotyper Version 2. Results were statistically analysed using 

the CLUMP program to determine if there were any differences in allele frequencies 

between affected and control populations for either the SSTR1 or SSTR2 gene. The 

sequences for all of the primers used in this study can be seen below in Table 4.2. 
 

Table 4.2: Primer Sequences used for amplification of somatostatin receptor gene 

polymorphisms 

 

Primer Sequence (5' → 3') 

SSTR1-1 7CA GAT GTA TTA TGC TGT TGC 

SSTR1-2 AGG TAT AAC CAC AAA CTT GGT 

SSTR2-1 7AG CTA GCG GAT TGC AGC GGA 

SSTR2-2 AGC GCA GAT GCA CAC AGG TG 

 

To amplify the SSTR1 gene polymorphism, 20ng of genomic DNA was reacted with 

300nm TET labelled SSTR1 primers (as seen above in Table 3.2), 1X optimisation 

buffer, 1.5mM magnesium chloride, 0.2mM dNTPs and Taq polymerase. To amplify 

the SSTR2 gene polymorphism, 20ng of genomic DNA, 300nm TET labelled SSTR2 

primers (as seen in Table 3.2), 1X optimisation buffer, 1.5mM magnesium chloride, 

0.2mM dNTPs, 10mM ammonium sulfate, 1 in 50 v/v DMSO, 1 in 50 v/v glycerol and 

Taq polymerase. Amplification for both genes involved an initial denaturation step for 

4min at 94°C; followed by 35 cycles of denaturation at 94°C for 1min, annealing and 

extension at 60°C for 1min; and a final extension at 72°C for 2min. 

 

GeneScan analysis was used to determine genotypes and alleles for the SSTR1 and 

SSTR2 polymorphisms. Briefly, 1µl of sample was mixed with 12.5µl of TAMRA-350 

size standard as outlined in Section 2.3.3.4. Examples of homozygote and heterozygote 

individuals for SSTR1 and SSTR2 can be seen in Figures 4.1 and 4.2, respectively. 
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Figure 4.1a: Homozygote individual for the SSTR1 gene displaying only one allele at 

189bp. 

 

 

 

 

 

 
 

Figure 4.1b: Heterozygote individual for the SSTR1 gene displaying alleles at 189bp 

and 195bp. 

 

 

 

 

 

 
 

Figure 4.2a: Homozygote individual for the SSTR2 gene displaying only one allele at 

130bp. 

 

 

 

 

 

 

Figure 4.2b: Heterozygote individual for the SSTR2 gene displaying alleles at 132bp 

and 138bp. 

 136



 

Alleles for the SSTR1 and SSTR2 gene polymorphisms were expected to fall within a 

previously detected range [226], as seen in Table 4.3 below. Analysis of alleles 

however, showed that the range for SSTR1 was between 185-211bp and for SSTR2 the 

range was between 124-140bp, which may correspond to bases 132-148 previously 

detected by Yamada and colleagues [226]. 

 

Table 4.3: Expected sizes and allele frequencies for the SSTR1 and SSTR2 gene 

polymorphisms. 

 

Allele Size (bp) Frequency Allele Size (bp) Frequency
SSTR1 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

 

185 

187 

189 

191 

193 

195 

197 

199 

201 

203 

205 

207 

209 

211 

 

0.7% 

3.8% 

25% 

22% 

5.1% 

20.6% 

4.4% 

0.7% 

2.9% 

1.5% 

6.6% 

4.4% 

1.5% 

0.7% 

SSTR2 

1 

2 

3 

4 

5 

6 

7 

8 

9 

 

 

132 

134 

136 

138 

140 

142 

144 

146 

148 

 

4.5% 

9.1% 

28.4% 

29.4% 

18.2% 

3.4% 

4.5% 

2.3% 

1.2% 

*NB: Table derived and modified from Yamada, et al, 1993, in a study of 68 SSTR1 alleles and 44 SSTR2 

alleles [226]. 

 

To determine if there were any significant differences in allele frequencies, for each 

polymorphism, between affected and control populations, distributions were compared 

for SSTR1 and SSTR2 using chi-square analysis of contingency tables with α set at 0.05. 

This was performed based on the CLUMP program by running 10,000 simulated chi-

square analyses to estimate the P value for SSTR1 and SSTR2 polymorphism 

frequencies.  

 137



 

4.3 RESULTS - LACK OF ASSOCIATION BETWEEN 

SOMATOSTATIN RECEPTOR POLYMORPHISMS AND 

SOLAR KERATOSIS 
 

For the SSTR1 and SSTR2 polymorphisms, not all of the samples were successfully 

amplified and therefore a T-test was performed to determine if the means and standard 

deviations for the ages and sexes of the affected and control groups were significantly 

different. It was determined that there was no difference between ages and sex of the 

final affected and control populations. Genotypes were determined for the SSTR1 and 

SSTR2 gene polymorphisms for the solar keratosis affected and control samples. Allele 

distributions were then estimated from the genotype results for each polymorphism. 

Contingency tables for the allele distributions of SSTR1 and SSTR2 can be seen below 

in Table 4.4.  

 

Table 4.4: SSTR1 and SSTR2 allele frequencies in solar keratosis affected and 

control populations. 

 

Alleles 1 2 3 4 5 6 7 8 9 10 11 12 13 14 

SSTR1 185 187 189 191 193 195 197 199 201 203 205 207 209 211 

Affected 

(n=266) 

4 
(1.5%)

5 
(1.9%) 

82 
(30.8%) 

66 
(24.8%)

12 
(4.5%) 

56 
(21.1%)

8 
(3.0%) 

0 
(0%) 

4 
(1.5%) 

3 
(1.1%) 

6 
(2.3%) 

16 
(6.0%) 

2 
(0.8%) 

2 
(0.8%) 

Control 

(n=262) 

2 
(0.8%)

8 
(3.1%) 

96 
(36.6%) 

46 
(17.6%)

2 
(0.8%) 

55 
(21.0%)

8 
(3.1%) 

1 
(0.4%) 

7 
(2.7%) 

4 
(1.5%) 

6 
(2.3%) 

25 
(9.5%) 

2 
(0.8%) 

0 
(0%) 

χ2 = 19.09, P = 0.10 

Alleles 1 2 3 4 5 6 7 8 9 

SSTR2 124 126 128 130 132 134 136 138 140 

Affected 

(n=270) 

20 
(7.4%) 

0 
(0%) 

5 
(1.9%) 

90 
(33.3%) 

99 
(36.7%) 

22 
(8.1%) 

21 
(7.8%) 

11 
(4.1%) 

2 
(0.7%) 

Control 16 
(5.8%) 

0 
(0%) 

5 
(1.8%) 

83 
(30.1%) 

110 
(39.9%) 

28 
(10.1%) 

25 
(9.1%) 

8 
(2.9%) 

1 
(0.4%) 

χ2 = 3.12, P = 0.88 
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Allele frequencies for the SSTR1 gene were somewhat similar to those previously 

reported [226]. However, even if the range of the SSTR2 polymorphism corresponds to 

that previously reported [226], the allele frequencies are somewhat different, 

particularly for alleles 4, 5 and 6. In fact, in the present study, these alleles appear to be 

more correlated if they are shifted slightly to match alleles 3, 4 and 5 in the previous 

study [226]. Although these allele frequencies are still not extremely similar, this can 

most likely be accounted for by the low number of alleles (44) studied by Yamada and 

colleagues [226]. 

 

CLUMP chi square analysis of SSTR1 (χ2 = 19.09, P = 0.10) and SSTR2 (χ2 = 3.12, P = 

0.88) revealed no significant differences for either polymorphism between the allele 

frequencies of the solar keratosis affected group as compared to the control group at an 

α level of 0.05. This indicates that polymorphisms of the somatostatin receptors SSTR1 

and SSTR2 are not likely to play a significant role in the development of solar keratosis. 
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4.3 DISCUSSION - SOMATOSTATIN RECEPTORS AND SOLAR 

KERATOSIS 
 

Studies involving various cancer cell lines, such as pancreatic adenocarcinoma, thyroid 

carcinoma and leukemia cell lines have shown that somatostatin and its analogues 

inhibit proliferation of cells [256-258]. A decreased ability of somatostatin or its 

analogues to bind to receptors that mediate this action may hence be detrimental to 

tumour suppression. It is possible that polymorphisms within SSTR1 and SSTR2 genes 

may affect binding affinity for somatostatin as it has previously been shown that a 

single amino acid substitution in SSTR5 can alter the binding affinity for somatostatin 

[253]. 

 

Although all five receptor subtypes can be found in both normal tissue and in tumour 

tissue, SSTR2 is the most common receptor found in tumours and is also the most 

targeted for therapeutic analogues of somatostatin. Expression of somatostatin in normal 

human epidermis has been reported [234] as well as its expression in various skin 

cancers such as Merkel cell carcinoma [255] and some basal cell carcinoma [236]. 

Although the expression of specific receptors has not been explored, the successful 

treatment of Merkel cell carcinoma with the somatostatin analogue octreotide, 

implicates SSTR2 as the primary receptor [255]. Expression of SSTRs in solar keratoses 

has not yet been explored but due to the common occurrence of SSTRs in most cancers, 

including those of the skin, it is likely that these lesions also express somatostatin 

receptors.  

 

Results of the present study indicated that there was no significant differences in SSTR1 

or SSTR2 dinucleotide tandem repeat polymorphism frequencies between solar keratosis 

affected and control groups. This however, does not rule out the possibility that these 

and other SSTRs may be expressed in solar keratoses and may be essential in 

suppressing or limiting tumour growth by binding to somatostatin. Additionally, if solar 

keratoses do in fact express somatostatin receptors, somatostatin analogues may be 

developed that directly target these receptors and therefore have potential therapeutic 

value. Additional studies examining the expression of somatostatin and it’s receptors in 

solar keratosis lesions may be of further pharmaceutical benefit.  
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CHAPTER 5 

 
THE ROLE OF GLUTATHIONE-S-

TRANSFERASES IN SOLAR KERATOSIS 

DEVELOPMENT AND IN ULTRAVIOLET 

IRRADIATION RESPONSE 
 

 

 

 

 

 

 

 

 

 

 



 

5.1 OVERVIEW OF DETOXIFICATION PATHWAYS 
 

5.1.1 OXIDATIVE STRESS 
 

Although oxygen is an essential requirement for life, aerobic metabolism results in the 

generation of a number of reactive oxygen species (ROS), including hydroxyl radicals 

(·OH), superoxide anions (O2·-), singlet oxygen (1O2) and hydrogen peroxide (H2O2) 

[259]. A number of antioxidant defence systems have evolved to detoxify these radicals, 

however if the balance is disrupted an oxidative stress results [259]. Oxidative damage 

to proteins, lipids and DNA accumulates throughout life and can lead to a number of 

age-dependent disorders such as atherosclerosis, arthritis, neurodegenerative disorders 

and cancer [260]. ROS include free radicals (R·), which are molecules, either oxygen 

based or other, containing an unpaired electron and as such they are highly reactive with 

a number of substrates, including protein, lipids and DNA [261].  

 

 

5.1.1.1 ENDOGENOUS GENERATION OF REACTIVE OXYGEN SPECIES AND FREE 

RADICALS 

 

The mitochondrial electron transport chain is an endogenous contributor to the 

generation of ROS, producing the superoxide radical from 1-electron reduction of 

molecular oxygen [259, 260]. Also, the inflammatory response is an important 

endogenous contributor of chronic oxidative stress resulting in the generation of 

superoxide radicals and hypochlorous acid (HOCl) [260]. The superoxide radical has 

low reactivity and toxicity but may function as a second messenger in the cell and more 

importantly is used in the generation of more reactive secondary products [260]. 

Dismutation of the superoxide radical results in the generation of hydrogen peroxide, 

which can also produced endogenously through a number of enzymes localised in 

peroxisomes [259, 260]. Subsequently, hydrogen peroxide can cross cell membranes 

and react with certain metal ions or with superoxide radicals to form hydroxyl radicals 

via the Fenton (a) or Haber-Weiss (b) reactions, as seen in reaction 5.1 [259]. 
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Fe2+ + H2O2 → Fe3+ + ·OH + -OH (a) 

Reaction 5.1:  

O2·- + H2O2 → O2 + ·OH + -OH (b) 

 

The hydroxyl radical is considered to be the most important radical in inducing cell 

damage and is able to directly damage DNA [260]. Additionally, singlet oxygen can be 

generated by sensitization of various molecules, during phagocytosis or by spontaneous 

dismutation of the superoxide radical [259]. Hydrogen peroxide and singlet oxygen, 

along with hypochlorous acid (HOCl) and O3, are not considered free radicals and it is 

quite possible that the damaging effects of these ROS are due in general to their high 

reactivity, which produces free radicals [260]. 

 

 

5.1.1.2 EXOGENOUS GENERATION OF REACTIVE OXYGEN SPECIES AND FREE 

RADICALS 

 

There are a number of exogenous agents that also contribute to the generation of ROS, 

including mineral dusts, ozone, nitrogen oxides, UV radiation and ionising radiation 

[262]. Smoking has been related to a number of cancers and can result in the generation 

of ROS through exposure to reactive oxidants and carcinogens, including nitrogen 

oxides, the hydroxyl radical and benzo(a)pyrene, as well as depleting intracellular 

antioxidants, such as glutathione (GSH) and induction of chronic inflammation, which 

endogenously generates ROS [260]. Lipid peroxidation of ingested fatty acids can also 

generate oxygen free radicals as can the metabolism of ethanol and ionising and UV 

radiation [260]. Also, UV radiation results in photochemical reactions that produce 

ROS, including the superoxide anion radical, peroxide (O2
=) and hydroxyl radicals 

[263].  

 

 

5.1.1.3 BIOLOGICAL EFFECTS OF REACTIVE OXYGEN SPECIES AND FREE RADICALS 

 

Polyunsaturated fatty acid (PUFA) residues of phospholipids are extremely sensitive to 

oxidation, thus rendering cell membranes highly susceptible [264]. Typically, free 
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radical attack upon PUFA yields lipid radicals (a) that react with molecular oxygen (b) 

to form fatty acid peroxyradicals (c), which through hydrogen abstraction from adjacent 

PUFA (c) yield unsaturated hydroperoxides and PUFA radicals (d), as seen in reaction 

5.2 [261]. This results in a chain reaction (e), whereby approximately 60 molecules of 

linoleic acid (the most common PUFA in cells) or about 200 molecules of arachidonic 

acid will react per oxidation event [264]. 

 

 

 

Reaction 5.2:

(a) (b) (c) (d) 

   PUFA·  + PUFA 
 
    O   OH

  
 
PUFA· + O2 

  

R· + PUFA PUFA + PUFA  

    O·O  
RH 

(e)

Additionally, autocatalytic lipid peroxidation may occur via prostanoid metabolism. In 

particular, UV radiation has been shown to activate epidermal phospholipase A2, which 

catalyses the release of membrane-bound arachidonic acid to facilitate its oxidation via 

either a cyclooxygenase or lipoxygenase pathway [261]. The cyclooxygenase pathway 

generates both fatty acid and oxygen-centred free radicals, such as hydroperoxidase, 

phenol radicals and malondialdehyde (MDA), whereas the lipoxygenase pathway 

generates peroxides and hydroxyeicosatetranoic acid [261]. The chain reactions of lipid 

peroxidation can result in a number of different ROS, including the hydroxyl radical, 

hydrogen peroxide, singlet oxygen, peroxyl and alkoxyl radicals [262].  

 

In addition to these reactive oxygen species, lipid hydroperoxides, such as linoleic acid 

and arachidonic acid hydroperoxides are formed. These lipid peroxides can undergo 

transition metal ion and vitamin C dependent decomposition to form α,β-unsaturated 

aldehyde genotoxins, including 4-oxo-2-nonenal, 4,5-epoxy-2(E)decanal and 4-

hydroxy-2-nonenal (4-HNE) [265]. Of these electrophiles, the 4-oxo-2-nonenal is a 

particularly potent genotoxin, which reacts with DNA bases to form hepatone-etheno 

adducts [266]. Notably, it is more reactive than 4-HNE towards the DNA bases 
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deoxyguanosine, 2’deoxyadenosine and 2’deoxycytidine and a number of amino acids 

and proteins, although a less common by-product [265]. 

 

In general, the two major aldehyde products of lipid peroxidation include 

malondialdehyde and also 4-hydroxynonenal, the latter of which is represented 

structurally in Figure 5.1 [264]. The mutagenicity of MDA, which reacts with guanine, 

adenine and cytosine to form DNA adducts, has been demonstrated in both bacterial and 

mammalian cells, and carcinogenicity has also been demonstrated in rats [264]. 

Although 4-HNE is weakly mutagenic, it appears to be the major toxic product of lipid 

peroxidation and has powerful effects on signal transduction pathways [264]. Etheno 

DNA adducts, which can be formed by 4-HNE have been shown to be much more 

mutagenic in mammalian cells than bacterial cells with the etheno-dA (adenine adduct) 

inducing mostly transitions to G and the etheno-dC (cytosine adduct) inducing mainly 

transversions to A and transitions to T [264]. The overall effects of 4-HNE have been 

demonstrated to vary widely from cytotoxic effects to inhibition of DNA and protein 

synthesis to DNA double strand breaks and sister chromatid exchange [267]. 

 

 

C C C CHOC
C C C C 

OH

Figure 5.1: The structure of 4-hydroxynonenal [268]. 

 

It is also possible for ROS to activate or inactivate certain proteins and thus interfere 

with normal cellular processes. Examples of inactivated proteins include glutamate 

synthetase and copper zinc-containing superoxide dismutase (CuZnSOD) whilst 

guanylate cyclase can be activated [262]. Of particular interest is the inactivation of 

CuZnSOD, which is a free radical scavenging enzyme that dismutes superoxide to 

hydrogen peroxide [261]. ROS are also capable of influencing other antioxidant systems 

either by inactivating the system or generating the system via a negative feedback 

mechanism.  
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ROS attack on DNA can cause fragmentation of deoxyribose, helical distortions, single 

strand breaks, double strand breaks and formation of covalent bonds between DNA and 

protein and between adjacent pyrimidine and purine bases [260, 269]. ROS are also 

capable of causing a spectrum of DNA lesions, including oxidised bases, base damage, 

single strand breaks, double strand breaks, DNA crosslinking, damage to the DNA 

moiety and adduct formation [262, 269]. The most prevalent type of DNA damage 

caused by ROS is 8-oxo-deoxyguanosine (8-oxoG), which is a major mutagenic lesion 

suspected to be involved in the formation of tumours [262].  

 

The 8-oxoG lesion is formed by hydroxyl radical attack of guanine and this type of 

attack can result in adduct formation of other bases, including 5-formamido-4,6-

diamino-pyrimidine (Fapy-Ade, a ring-fragmented base), thymine glycol (5, 6-OH-

Thy), 5-hydroxy-cytosine (5-OH-Cyt) and many more [260]. 8-oxoG produces G:C to 

T:A transversions, which have been frequently detected in the Ras oncogene and p53 

tumour suppressor gene [260]. Similarly, cytosine glycols can deaminate to form uracil 

derivatives that induce A:T to G:C transversions [269].  

 

Oxidation of 5-methylcytosine, as often the case from ionising radiation, can form 5-

hydroxymethylcytosine, which may deaminate to 5-hydroxymethyluracil (5-HmUra), a 

product that can also be formed from oxidative attack on the methyl group of thymine 

[270]. Introduction of 5-HmUra into a Chinese Hamster cell line has resulted in slight 

but significant mutagenesis, likely due to GC:AT transitions [270]. The replacement of 

thymine by 5-HmUra does not alter the DNA conformation or base pairing [271]. 

However, replacement of 5-methylcytosine results in G:5-HmUra mispairing  that is 

intrahelical in a wobble geometry and causes the 5-hydroxymethyl group of 5-HmUra 

to form an intrabase hydrogen bond with the O4-carbonyl group, resulting in a 

structural perturbation [271]. The structure of the (a) 5-HmUra adduct can be seen in 

Figure 5.2, also for comparison the structures of (b) thymine and (c) cytosine are also 

shown. 
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(c) NH2 (b) OH(a) O 

CH2OH NH CH3

N N

N OHO N OHH 

NH 

 

Figure 5.2: Structure of (a) 5-hydroxymethyluracil [272], (b) thymine and (c) 

cytosine. 

 

The damage that ROS can cause to DNA, proteins and lipids is immense, giving strong 

evidence for a role in tumourigenesis and as such numerous anti-oxidant defence 

systems have evolved to counteract this attack. However, various external stimuli, 

including UV irradiation, result in an immense increase in ROS, which cannot be fully 

offset by these antioxidant systems. For this reason, it is likely that UV-induced ROS 

generation is one mechanism that contributes to the development of NMSC. 

 

 

5.1.1.4 DETOXIFICATION OF REACTIVE OXYGEN SPECIES AND FREE RADICALS 

 

It is estimated that each human cell sustains approximately 104 oxidative DNA 

alterations per day [269] and therefore repair of this damage is integral to cell survival 

and function. Base excision repair and nucleotide excision repair are the two main 

mechanisms by which DNA base damage is repaired, both of which involve the 

removal of damaged bases [262]. Additionally, there are a number of repair mechanisms 

that are targeted at specific lesions or a number of lesions, including the Mut DNA 

mismatch glycosylase for removal of 8-oxoG, uracil-DNA glycosylase for the removal 

of oxidative modifications of cytosine and DNA glycosylase endonuclease III for the 

removal of thymine glycols and a number of other adducts [260, 269]. 

 

Although there are a number of mechanisms to repair DNA after oxidative damage, 

there are also a large number of antioxidant pathways that can metabolise free radicals 

to a less reactive form. The superoxide anion radical can be metabolised by a variety of 
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mechanisms being: reduction from 2O2·- to O2
= and water by thioredoxin reductase 

(TR); dismutation of 2O2·- to O2
= and oxygen by superoxide dismutases (SOD); L 

tryptophan oxidation using 2O2·- by Indoleamine 2.3 Dioxygenase (I2,3D); oxidation of 

a variety of metal complexes; and entrapment by intrinsic free radicals in melanin to 

produce reactive organo-peroxy intermediates [263]. Peroxide can be metabolised by 

catalase or the glutathione reductase (GR) / glutathione peroxidase (GPX) system [263]. 

 

The primary endogenous defence systems for ROS detoxification include SOD, GPX, 

catalase (CAT) and TR [259]. SOD is capable of catalysing the dismutation of the 

superoxide anion radical to the less reactive hydrogen peroxide, as seen in reaction 5.3a 

[260] [259]. The hydrogen peroxide can then be detoxified by CAT to yield water and 

oxygen (reaction 5.3b) or by GPX reduction involving GSH as the electron donor [260] 

[259]. Hydroperoxides can also be catalysed by GPX reduction (reaction 5.3c), resulting 

in oxidised glutathione (GSSH) that is then re-reduced to glutathione by GR in the 

presence of NADPH [259, 261]. Thioredoxin reductase is capable of reducing the 

superoxide anion and also NO by using thioredoxin as a substrate [259]. 

 

O2·- + O2·- + 2H+   SOD   H2O2 +O2 (a) 

 

2H2O2   CAT   2H2O +O2 (b) 

 

ROOH + 2GSH   GPX   ROH +GSSG + H2O       (c) 

Reaction 5.3:

 

The secondary defence system, involving both endogenous and exogenous molecules 

uses vitamin A, vitamin C, vitamin E, β-carotene, GSH, NADPH and urate to scavenge 

free radicals [259]. Of these, vitamin E, also known as α-tocopherol (α-T), effectively 

protects membranes against lipid peroxidation donating labile hydrogen to peroxy and 

alkoxy radicals thereby breaking the radical chain reaction, as seen in reaction 5.4 [259, 

260]. It acts essentially by replacing the role of PUFA molecules in step (c) of reaction 

5.2. 
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+ α-T + PUFA PUFA + α-T· +  PUFAPUFA 
Reaction 5.4: 

 OHO     O·O

 

The α-T· radical that is produced by this reaction is then reduced by ascorbic acid or 

reduced glutathione, both of which are scavengers of ROS and other reactive free 

radicals [259]. β-carotene is a powerful scavenger of singlet oxygen and is also capable 

of quenching excited triplet states and inhibiting lipid peroxidation [259, 261]. Urate is 

capable of scavenging hydroxyl radicals, singlet oxygen and peroxy radicals as well as 

binding copper and iron, which reduces their abundance for use in the Fenton reaction 

that ultimately produces hydroxyl radicals [259]. Vitamin C, also referred to as ascorbic 

acid has shown ambiguous results as an antioxidant as it can replace the superoxide 

anion in a Fenton reaction to produce hydroxyl radicals but vitamin C deficiency has 

also been shown to increase oxidative DNA damage in humans [260]. A number of 

studies have been performed testing vitamins A, C and E as well as β-carotene 

supplementation in the reduction of cancer incidence. However, although these 

antioxidants may have powerful effects, supplementation has not been found to decrease 

the incidence of lung cancer [273], colorectal cancer [274] or NMSC [112]. 

 

Finally, there is much speculation as to the effects of the photoprotective agent melanin 

as a free radical trapper. Melanin is a natural pigment contained in melanosomes and is 

known to be photoprotective via actions of absorbing and scattering photic energy 

[261]. Within melanin are free radical centres that may trap UV generated free radicals 

and therefore offer some protection to the epidermis, although this theory is not shared 

by all [261]. However, pheomelanin, contained in red hair has been shown to produce 

more superoxide radicals and peroxide after UV irradiation than does eumelanin, 

extracted from black hair [263], suggesting that the type of melanin pigmentation does 

play some role in either free radical formation or antioxidant defence.  
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Although the antioxidant defence system is integral to the removal of a number of 

agents that result in DNA mutation and cellular damage, other defence systems are also 

necessary to remove potential mutagenic, carcinogenic and cytotoxic agents. Both the 

cytochrome P-450 enzymes and the glutathione-S-transferases are capable of catalysing 

reactions that detoxify a number of substrates, including some produced by DNA 

oxidative damage. 

 

 

5.1.2 CYTOCHROME P-450S 
 

The cytochrome P-450 enzymes belong to the phase I class of drug metabolising 

enzymes, which insert molecular oxygen into substrates, converting indirect 

carcinogens into active electrophiles that can interact with DNA, RNA and proteins 

[31]. There are at least 50 different CYP450 genes in the human genome, which can be 

divided into 10 different families and are typically involved in the metabolism of fatty 

acids, steroids and xenobiotics [30]. A number of the CYP450 enzymes are 

polymorphically expressed, resulting in altered metabolic activities [30]. A summary of 

selected substrates metabolised by some of the enzymes in the CYP450 family can be 

seen over the page in Table 5.1. 
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Table 5.1: Substrates for selected members of the human cytochrome P-450 

isoenzyme family. 

 

Enzyme Substrates 
CYP1 

CYP1A1 

 

CYP1A2 

CYP1B1 

 

Dioxin; benzo[a]pyrene-4,5-oxide; and other polycyclic aromatic 

hydrocarbons (PAH) 

Arylamines, nitrosamines, PAH 

Oestrogen; PAH 

CYP2 

CYP2C9 

CYP2C18 

CYP2C19 

CYP2D6 

CYP2E1 

 

S-warfarin, phenetoin, tolbutamide, ibuprofen 

Cyclophosphamide, isophosphamide 

S-mephentoin, cyclophosphamide, isophosphamide 

Nitrosamine, debrisoquine 

Benzene, nitrosamines 
NB: Information obtained from Autrup, et al, 2000 and Pavenllo, et al, 2000 [30, 31]. 

 

 

5.1.2.1 CYP1 

 

The CYP1 family of enzymes consists of CYP1A1, CYP1A2 and CYP1B1, all of which 

are polymorphic [30]. The CYP1A1 enzyme is responsible for catalysing the first step 

of polycyclic aromatic hydrocarbon metabolism, resulting in electrophilic compounds 

[31]. There are 4 main polymorphic variants of the wild type gene (wild type: 

CYP1A1*1; variants: CYP1A1*2-5), one of which is specific to African populations 

[31]. The CYP1A1*3 enzyme variant shows a higher catalytic enzyme activity although 

activity towards certain substrates was not different [30, 31]. It has however been 

associated with lung cancer as has the CYP1A1*2 enzyme variant [31]. The CYP1A2 

enzyme is involved in the metabolism of arylamines, nitrosamines and polycyclic 

aromatic hydrocarbons [30, 31]. There is one polymorphic variant of this enzyme (wild 

type gene: CYP1A2*1; variant gene: CYP1A2*2), resulting in reduced enzyme activity 

[31]. Finally, the CYP1B1 enzyme results in the production of potentially carcinogenic 

oestrogen metabolites and mutagenic intermediates from the metabolism of oestrogen 
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and PAH, respectively [30]. This enzyme is also polymorphic (wild type gene: 

CYP1B1*1; variant gene: CYP1B1*1) [31]. 

 

 

5.1.2.2 CYP2 

 

The CYP2 family encodes a large number of genes including CYP2C8, CYP2C9, 

CYP2C18, CYP2C19, CYP2D6 and CYP2E1, the substrates for which can be seen in 

Table 4.1 above [31]. Although many of these have polymorphic variants, of particular 

interest is the CYP2D6 enzyme, which is capable of metabolising more than 80 

compounds including cardiovascular and central nervous system related drugs [31]. 

About 15 alleles are associated with low enzyme activity (poor metaboliser phenotype), 

and as CYP2D6 metabolises a number of important drugs, reduced enzyme activity may 

have serious clinical effects and even result in death [31]. 

 

 

5.1.2.3 CYP450S, ULTRAVIOLET RADIATION AND NON-MELANOMA SKIN CANCER 

 

Phase 1 metabolizing enzymes typically convert substrates to potential carcinogens that 

can be rendered more hydrophilic and detoxified by phase II enzymes, such as GSTs 

[275]. Examples of these potential carcinogens include diol-epoxide-benzo[a]pyrene 

and hydrogen peroxide produced by CYP1A1 activation [275]. Balanced phase I and 

phase II detoxification results in the activation and detoxification of potential 

carcinogens. However, if this reaction is not balanced in that phase I activation is higher 

than phase II detoxification, a number of carcinogenic substrates will result. Therefore 

polymorphisms within phase I CYP450 genes may have implications for 

tumourigenesis.  

 

Evidence has also suggested that CYP450s are sensitive to oxidative stress and that 

CYP1A1 expression is downregulated in response to oxidative stress [275], however 

exposure to UVB radiation, which can induce oxidative stress, increases the expression 

of CYP1A1 [276]. Also, seasonal variation in CYP1A1 activity in lymphocytes has 

been reported with increased activity during late summer and early fall, when UV 
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exposure is probably highest [277]. An increase in CYP1A1 expression would result in 

higher activation of carcinogenic metabolites, which may influence cancer development 

 

Polymorphisms of both the CYP1A1 and CYP2D6 genes have been studied in multiple 

BCC. The CYP1A1*2 homozygote variant as well as a CYP2D6 extensive metaboliser 

phenotype were associated with increased numbers of BCC and also BCC accrual [278]. 

However, analysis of these variants in solar keratosis development has revealed no 

association (unpublished results from the Genomics Research Centre). Although no 

direct effect is seen in development of BCC imposed by the CYP450 enzymes, they 

appear to influence the behaviour of tumour development and are therefore suitable 

targets for involvement in other NMSC. 

 

 

5.1.3 GLUTATHIONE-S-TRANSFERASES 
 

The glutathione-S-transferases are phase II detoxification enzymes that conjugate 

glutathione to various electrophiles [279]. Reactions between glutathione and 

electrophiles can occur via attack on electrophilic carbon, nitrogen or oxygen [280]. 

Although these reactions can occur via glutathione peroxidase, as previously discussed, 

more often these reactions are catalysed by GSTs. The GST isoenzymes catalyse 

nucleophilic addition of the thiol of GSH to electrophilic acceptors, which may include 

aryl and alkyl halides, olefins, organic peroxides, quinones and sulphate esters [279].  

 

The soluble cytosolic human GST enzymes are encoded by at least 5 gene families 

termed alpha (α), mu (µ), pi (π), sigma (σ), theta (θ) and zeta (ζ), with additional classes 

being identified in other species including phi (φ) and delta (δ), with a 6th class kappa 

(κ), possibly being of cytosolic origins [281, 282]. Members of each class of the 

cytosolic enzymes (GSTA, GSTM, GSTP, GSTT, and GSTZ) are responsible for 

catalysing the reactions of a number of substrates, selected examples of these can be 

seen below in Table 5.2. Polymorphisms within these classes can reduce or completely 

eliminate conjugation depending upon the type of polymorphism. As such, 

polymorphisms may influence the development of cancer, and these processes are 

discussed further in Section 5.2.1. 
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Table 5.2: Human glutathione-S-transferase isoenzyme activities associated with 

detoxification and activation of substrates. 

 

GST Subunit Reaction Substrate 
 

GSTA1, GSTT2 

GSTA1, GSTP1, GSTM1 

GSTM1 

GSTM1, GSTP1 

GSTM1, GSTP1 

GSTP1 

GSTT1 

 

Conjugation 

Conjugation 

Conjugation 

Conjugation 

Conjugation 

Conjugation 

Conjugation 

Carcinogens/Mutagens 

N-Acetoxy-PhIP 

1-chloro-2,4-dinitrobenzene 

Aflatoxin B1-8,9-endo-epoxide 

Benzo[a]pyrene-4,5-oxide 

+Anti Benzo[a]pyrene-7,8-diol-9,10-oxide 

4-Nitroquinoline 

Dichloromethane 

 

GSTA, GSTT, GSTZ1 

GSTT1 

GSTT1 

GSTT1 

GSTM1, GSTT1 

GSTM1 

GSTM1 

GSTM1-3, GSTP1 

GSTT1 

 

Reduction 

Conjugation 

Conjugation 

Conjugation 

Conjugation 

Conjugation 

Conjugation 

Conjugation 

Conjugation 

Environmental Pollutants/Pesticides 

CuOOH (cumene hydroperoxide) 

Ethylene oxide 

Methyl bromide 

Methyl chloride 

Styrene oxide 

trans-Stilbene oxide 

1,3-dichloroprene 

Polycyclic aromatic hydrocarbons 

Benzene 

 

GSTM3 

GSTA1-2 

GSTA1 

GSTP1, GSTZ1, GSTM1 

GSTA1 

GSTA1, GSTM1 

 

Denitrosation 

Conjugation/bind

Conjugation 

Conjugation 

Conjugation 

Conjugation 

Anticancer Drugs 

1,3-bis(2-chloroethyl)-1-nitrosurea 

Chlorambucil 

Cyclophosphamide 

Ethacrynic acid 

Nitrogen mustard 

Thiotepa 
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Table 5.2 Cont’d: Human glutathione-S-transferase isoenzyme activities associated 

with detoxification and activation of substrates. 

 

 

GSTP1 

GSTP1 

GSTP1 

GSTA1-2, 4 

GSTA1-2, 4 

GSTA1-2, 4 

GSTM1, GSTA4-4 

GSTM1, GSTT1 

GSTM1 

GSTM1 

GSTA4, GSTM1, GSTT1 

GSTT1, GSTM1, GSTA1 

GSTP1 

GSTP1 

 

Conjugation 

Conjugation 

Conjugation 

Reduction 

Reduction 

Reduction 

Conjugation 

Reduction 

Conjugation 

Conjugation 

Reduction 

Reduction 

Conjugation 

Conjugation 

Oxidation Products 

Acrolein 

Adenine propenol 

Cytosine propenol 

Dilinoleoylphosphatidylcholine OOH 

Dilinoleoylphosphatidylethanolamine OOH 

Dilinoleoylphosphatidylglycerol OOH 

4-Hydroxynonenal 

DNA hydroperoxide 

5-hydroxymethyluracil 

5-hydroperoxymethyluracil 

Linoleic acid hydroperoxide 

Phospholipid hydroperoxide 

Thymine propenol 

Uracil propenol 
NB: Modified from Hayes and Pulford, 1995 [283]. 

 

A number of the GSH based reactions catalysed by GSTs involve the detoxification of 

products of oxidative stress and as such, these enzymes may play a role in oxidative 

stress induced cancers. Of particular interest to this study is the contribution that these 

enzymes may make towards UV-induced oxidative stress and detoxification of the ROS 

produced. In general, the GSTs exhibit peroxidase activity for organic hydroperoxides 

and can therefore detoxify lipid and DNA hydroperoxides, such as linoleic acid and 

thymine hydroperoxides, arising from free radical damage [280]. Additionally, the 

GSTs are capable of conjugating 4-hydroxyalkenals, cholesterol α-oxide, arachidonic 

acid hydroperoxide and linoleic acid hydroperoxide, all products of lipid peroxidation 

[279]. More specifically, GSTM1 demonstrates high activity towards 4-

hydroxyalkenals, including the major lipid peroxidation product 4-hydroxynonenal, 

although GSTA4-4 is considered to be efficient at detoxifying this compound. GSTM1 

also exhibits activity towards DNA hydroperoxide, linoleic acid hydroperoxide, 5-

hydroperoxymethyluracil and 5-hydroxymethyluracil [32, 284]. Also, it has been shown 
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(in rats) that GSTT1 activity for linoleic acid hydroperoxide and DNA hydroperoxide 

far exceeds the activity seen in GSTM1 [284]. 

 

The role that the GST enzymes play in detoxification of electrophiles and other products 

produced by ROS, make them a prime candidate for involvement of cancers induced by 

oxidative stress. Although NMSC is primarily associated with UVB radiation, UVA 

radiation is likely to also contribute to initiation and promotion of tumourigenesis. UVA 

radiation, and to a smaller extent UVB, generate a number of reactive oxygen species 

that are able to react with proteins, lipids and DNA to cause damage. As GSTs aid in the 

detoxification of electrophiles and damaged lipids and DNA produced by UV-induced 

oxidative stress, they have been studied to determine the effect of genetic 

polymorphisms and expression on skin cancer. This study aims to determine if 

polymorphic variants of a number of GST enzymes play a role in the development of 

solar keratosis and subsequently whether gene expression changes involving implicated 

GST enzymes accompany UV radiation. 
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5.2  ASSOCIATION ANALYSIS - THE ROLE OF GST 

POLYMORPHISMS IN SOLAR KERATOSIS DEVELOPMENT 
 

Members of the glutathione-S-transferase supergene family aid in detoxification of toxic 

and mutagenic molecules produced by UV-induced oxidative stress. Polymorphisms 

within gene members alter the catalytic activity of the GST genes to varying extents and 

as such may reduce or eliminate the conjugation of a number of these molecules. It is 

therefore possible that GSTs play a role in the development of skin cancer. In particular, 

the aim of this study was to determine if an association was present between GST gene 

polymorphisms and SK development in a well characterised population. Genotypes 

were determined for SK-affected and unaffected individuals and statistically analysed 

by a variety of methods to determine if the GST genes play a role in SK development 

either alone or in conjunction with other well known risk factors. 

 

 

5.2.1 INTRODUCTION – GST GENE POLYMORPHISMS 

 

A number of polymorphisms have been identified in the GSTA, GSTM, GSTT, GSTP 

and GSTZ classes of isoenzymes. Within the alpha class, a number of isoenzymes have 

been identified, comprising homo- and heterodimers of GSTA1 and GSTA2, with a 

number of other functional and pseudogenes also identified [285]. To date screening of 

an EST database has identified 10 putative polymorphisms in the GSTA1 and GSTA2 

genes, six of which have been subsequently verified by sequence analysis [286]. 

Polymorphisms in GSTM1, GSTM3, GSTT1, GSTP1 and GSTZ1 are also present, some 

of which have a known association with cancer susceptibility. This study was aimed at 

observing a number of polymorphisms within the GSTM1, GSTT1, GSTP1 and GSTZ1 

genes. 

 

 

 

 

 

 157



 

5.2.1.1 POLYMORPHISMS OF THE CLASS MU GST ENZYMES 

 

The GSTM class of isoenzymes is likely to be the most extensive in the human GST 

family, with most cDNA sequences sharing more than 85% sequence identity [224, 

287]. To date, 5 genes within this class have been identified (GSTM1-5), which have all 

been mapped to the chromosomal region 1p13 [224]. Polymorphisms of the GSTM1 and 

GSTM3 gene have been identified and are known to play a role in susceptibility to a 

variety of cancers. 

 

The GSTM1 gene is homozygously deleted in about 50% of the Caucasian population 

[283], resulting in an absence of the enzyme and therefore a loss or reduction in 

detoxification of substrates mentioned in Table 5.2, depending on the capabilities of 

other detoxification enzymes. This high rate of allelic deletion is believed to be due to 

unequal crossing over between the GSTM1 and GSTM2 genes due to their close 

proximity [224]. There are 3 common polymorphisms of the GSTM1 gene, including 

the null allele (GSTM1*0) and also the A (GSTM1*A) and B (GSTM1*B) alleles, which 

differ by a single nucleotide in sequence and represent fully functional enzymes with 

very similar catalytic activities to model substrates [283]. Studies of the GSTM1 gene 

often involve the categorisation of any combination of at least 1 A and/or B allele into a 

positive genotype, although differences between homozygote A and B genotypes and 

heterozygotes comprising of one null allele could not be determined. In these studies, 

the null genotype was designated GSTM1-null and the positive genotype designated 

GSTM1-pos.  

 

The GSTM3 gene also contains a polymorphism, consisting of a 3bp deletion in intron 6 

seen in the B allele (GSTM1*B) but not the A allele (GSTM3*A) [285]. The GSTM3*B 

variant contains a recognition motif for the YY1 transcription factor, indicating that 

expression of the 2 different alleles is regulated differently through the YY1 

transcription factor [285]. Additionally, the GSTM1*A allele and the GSTM3*B allele 

have been found to be in linkage disequilibrium, possibly confounding associations for 

the two polymorphisms [285]. 

 

As the GSTM1 enzyme detoxifies epoxides of polycyclic aromatic hydrocarbons 

(PAHs), found commonly in cigarette smoke and other combustion products, extensive 
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interest has been focussed on association studies of lung cancer and other smoking 

related disorders [283]. A 1.6-fold increase in the frequency of individuals possessing 

the GSTM1-null genotype has been detected in lung cancer, with adenocarcinoma 

demonstrating an even further increase in frequency and years spent smoking and intake 

of vitamins also having a possible effect [285]. Neither the GSTM1 or GSTM3 genes 

were found to have a significant effect on smoking related oral cavity and pharyngeal 

cancers [288], however the same group have reported an increased risk of smoking 

related larynx cancer associated with the GSTM1-null genotype [289] and others have 

reported a decreased frequency of the GSTM3*B/B genotype in laryngeal cancers [290]. 

 

A number of other cancers have also been associated with the GSTM1 gene in 

particular. The GSTM1-null genotype has been associated with bladder cancer in a 

number of studies with increased risk estimated anywhere between 17-70%, depending 

on the study [283]. The GSTM1-null genotype may also be associated with colon 

cancer, with some studies indicating involvement [291, 292] and others refuting it, 

unless accompanied by other genotypic factors [293, 294]. Also the GSTM3*B allele 

has shown significant association with distal colorectal tumours and in combination 

with the GSTM1 genotype, was significantly increased in colorectal cancer patients 

[295]. Polymorphisms of the GSTM1 gene have been studied in prostate cancer [296], 

cervical cancer [297] and breast cancer, although association was only seen for 

premenopausal [298] and elderly [299] breast cancer patients. The GSTM1-null 

genotype has also been reported to confer an increase in susceptibility to head and neck 

squamous cell carcinomas [300].  

 

Of great interest, however is the interaction of the GSTM1 gene with cutaneous 

malignancies. The GSTM1-null genotype, in conjunction with an initial BCC tumour on 

the trunk was significantly associated with time to next presentation of BCC [301]. One 

study has suggested that a lower frequency of the GSTM1*A/B genotype is associated 

with multiple BCC, suggesting a protective role for this combination genotype, and also 

that the GSTM1-null genotype in combination with skin type 1 was associated with both 

single and multiple BCC [302]. In a study of BCC, melanoma and SCC, the GSTM1-

null genotype was found to be significantly higher in individuals with at least 2 

cutaneous tumours of different histological type, this study also reinforced the role of 

the GSTM1*A/B genotype in multiple BCCs and also single BCCs [303]. GSTM3 also 
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plays a role in BCC tumour numbers with the GSTM3*A/A allele in conjunction with 

GSTM1-null, CYP1A1*m1/m1 or skin type 1 being associated with increased tumour 

numbers, also the frequency of GSTM3*B/B alleles in individuals with 1 lesion 

compared to those with 2-35 lesions approached significance, indicating a possible 

protective role for this genotype [304]. The effects of the GSTM genes on renal 

transplant recipients, whose immune systems are compromised, are also obvious with 

the GSTM1-null genotype and the GSTM3 gene, both being associated with an increased 

risk of SCC [184]. Finally, GSTM1 may also play a role in the development of 

malignant melanoma as in individuals with blond or red hair, GSTM1-null confers a 2-

fold increase in risk [305]. 

 

Overall, there is strong evidence to support a role for the GSTM1 gene in cancer 

development, and in particular the development of cutaneous malignancies. The absence 

of the gene in approximately half of Caucasian populations may have strong 

implications for the detoxification of a variety of substrates. Of particular interest is the 

role that the GSTM1 gene plays in the detoxification of harmful substances produced by 

UV-induced oxidative stress. 

 

 

5.2.1.2 POLYMORPHISMS OF THE CLASS THETA GST ENZYMES 

 

Within the theta class of GST isoenzymes, there are two human genes mapping to 

chromosomal region 22q11.2 and designated GSTT1 and GSTT2 [282]. The GSTT1 

gene, like GSTM1, can be homozygously deleted to give a null genotype (GSTT1-null). 

This is present in 10-64% of the human population dependent on race, with Chinese 

having the highest frequency at 64.4% and Mexican-Americans having the lowest 

frequency at 9.7%, Caucasian frequencies were typically about 15% [282, 283]. The 

positive genotype for the GSTT1 gene may contain either 1 or 2 functional alleles and is 

thus designated GSTT1-pos. The homozygous deletion of the gene results in an absence 

of the enzyme and therefore a reduction or loss in detoxification of the products outlined 

in Table 4.2. More recently, a GSTT2 pseudogene has been identified, which 

demonstrates polymorphic frequencies in European Australians [306].  
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The fact that the GSTT1 enzyme has both detoxification and toxification activities, such 

as the detoxification of monohalomethanes and toxification of methylene chloride and 

other small alkylating agents, makes it hard to predict it’s involvement in cancer [283]. 

In fact, different studies have found that the GSTT1-pos genotype may confer either an 

increased or decreased risk to different cancers [282]. In association studies of colon 

cancer, the frequency of the GSTT1-null genotype has been found to be increased in 

cases versus controls [307] and in patients diagnosed before the age of 70 [308]. The null 

genotype has also been associated with a 2-fold increased risk of oral cavity and 

pharyngeal cancers [288], an increased risk of head and neck SCC [300] and an 

increased risk of high grade cervical neoplasia when in combination with smoking 

[297]. Associations with astrocytoma, meningioma and myeloblastic syndromes have 

also been detected, with the GSTT1-null genotype conferring an increase in risk for each 

of these [285]. However, for liver and kidney cancers, there is a suspected increase in 

risk associated with the GSTT1-pos genotype [282]. 

 

As with the GSTM genes, there is a great deal of focus on association studies of the 

GSTT1 gene with skin cancer, particularly BCC. GSTT1 has a significant effect on the 

development of NMSC in immunocompromised renal transplant recipients [184] and 

the combination of GSTT1 and GSTM1 null genotypes conferred an approximate 10-

fold increase in risk for malignant melanoma in individuals with red or blond hair [305]. 

The GSTT1-null genotype in combination with more than 1 tumour at first presentation 

is associated with a decreased time to next presentation of a tumour [301]. Also, the 

GSTT1-null genotype was a significant determinant for accrual of BCC [278]. Finally, 

the GSTT1-null genotype, in combination with the GSTM1-null genotype and skin type 

1 confers an increase in risk for multiple presentation of BCC [282]. 

 

The GSTT1 enzyme, like GSTM1, is absent in a proportion of the population, allowing 

observation of the effects of the enzyme in human cancers. Although it has not been 

strongly associated with a large number of cancers, it’s role in the accrual, time to 

presentation and multiple BCC presentation and in melanoma demonstrates a strong 

relationship in the development of skin cancer, possibly in combination with the 

GSTM1 gene. GSTT1 detoxifies a number of substrates produced by UV-induced 

oxidative stress and as such has a functional role to play in the development of NMSC. 
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5.2.1.3 POLYMORPHISMS OF THE CLASS PI GST ENZYMES 

 

Functional polymorphisms of the GSTP1 gene have been shown to exert differing 

enzymatic properties, with two variants of GSTP1 being described by Ali-Osman and 

colleagues in 1997 [309, 310]. The wild type variant haplotype is designated GSTP1*A, 

with the first variant is described by an A to G transition in nucleotide (nt) 313 resulting 

in an isoleucine (Ile) to valine (Val) substitution in codon 104 of exon 5 (GSTP1*B) 

[310]. The second variant contains this substitution as well as an additional transition 

from C to T at nucleotide 341 resulting in an alanine (Ala) to valine substitution in 

codon 113 of exon 6, accompanied by the valine substitution in codon 104 (GSTP1*C) 

[310]. Additionally, a third variant can be described that possesses the isoleucine amino 

acid in codon 104 but the substituted valine amino acid in codon 113 (GSTP1*D).  

 

Analysis of the substitutions at codons 104 and 113 have been deemed as substitutions 

at codons 105 and 114 and within this study have been analysed separately as was done 

by Harris and colleagues to determine allelic and genotypic frequencies in a number of 

populations [311]. Thus, alleles can also be determined as GSTP1*Ile105, GSTP1*Val105 

and GSTP1*Ala114, GSTP1*Val114. In an Australian/European population, the frequency 

of the *Ile105 allele has been estimated at 66% with genotype frequencies estimated at 

40%, 51% and 9% for the *Ile105/Ile105, *Ile105/Val105 and *Val105/Val105 genotypes, 

respectively [311]. In the same population, the estimated allele frequency for the *Ala114 

allele was 93% [311]. Although the *Val114/Val114 genotype has not yet been detected in 

a Caucasian population, the estimated genotype frequencies for *Ala114/Ala114 and 

*Ala114/Val114 are 85% and 15%, respectively [311]. Additionally, Harris and colleagues 

found that there was significant linkage disequilibrium between the two loci. 

 

Due to the differential enzymatic properties that have been seen in variants containing 

the substitution of codon 105, it is likely that this polymorphism in particular may play 

a role in cancer development and although no differential properties have been seen in 

the codon 114 variant, it too may still play a role. Both bladder and testicular cancers 

have been associated with an increase in the frequency of the GSTP1*B homozygote 

variant (*Val105/Ala114), whereas prostatic cancer was found to be associated with a 

significant reduction in the frequency of the GSTP1*A homozygote variant 
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(*Ile105/Ala114) and an increase in the frequency of GSTP1*A/B heterozygotes [312]. 

Studies performed on colon cancer and breast cancer have shown that the GSTP1 gene 

does not appear to be associated with either of these disorders [311, 312]. 

 

The GSTP1*Ile105 gene variant demonstrates a reduced activity for the detoxification of 

PAH, found in cigarette smoke, and as such would be expected to be a risk factor in 

smoking related disorders [30]. However, ambiguous results have been obtained in a 

number of studies of smoking related disorders that suggest that this wild type variant 

actually decreases risk of smoking-related disorders. In one study genotype and allele 

frequencies were not found to be significantly different between lung cancer cases and 

controls [311], however another study has found that in combination with the 

GSTM3*AA and GSTM1-null genotype, individuals expressing at least one *Val105 

variant confer an approximate 3-fold increase in risk of lung cancer in individuals 

smoking for at least 35 years [313]. Individuals displaying at least 1 *Val105 variant may 

also be at an increased risk of developing oral and pharyngeal cancers [288]. These 

studies suggest that in cancer development, polymorphic differences seen in the GSTP1 

gene may not have a strong association to the detoxification of PAH. This is somewhat 

confirmed by a study involving chronic obstructive pulmonary disease, that is often 

associated with chronic smokers, where it has been shown that the homozygote 

genotype for the *Ile105 variant actually increases risk by a 3.5-fold difference [314]. 

 

Of interest in this study, is a possible role for GSTP1 in NMSC. It has been found that 

GSTP1 is overexpressed in solar keratosis and Bowen’s disease compared to normal 

skin [315]. Deletion of GSTP genes in mice followed by subsequent treatment with 

tumour inducing and promoting substances, has been found to result in an increased 

number of papillomas [316].  Also, the GSTP1*Ile105 homozygote variant has been 

shown to increase the risk of SCC development in renal transplant recipients, 

particularly in individuals with lower UV exposure and cigarette consumption [184]. 

 

Although many of the studies performed on the GSTP1 gene have resulted in somewhat 

ambiguous results, it does appear to be related to a number of human cancers. The role 

that the gene might play in skin cancer is not clear however. An increase in expression 

levels in early stage skin cancer suggests that the GSTP1 enzyme might be related to the 
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development of NMSC, however this does not necessarily implicate a role for the 

polymorphisms within the gene. The wild type variant has been associated with SCC 

development in immunocompromised patients, however no clear association has been 

made with NMSC development in the general population. The data presented, however 

indicates that the GSTP1 gene may indeed be a good candidate for NMSC development. 

 

 

5.2.1.4 POLYMORPHISMS OF THE CLASS ZETA GST ENZYMES 

 

The Zeta class of GST isoenzymes was reported in 1997 [281], with GSTZ1 gene being 

consistently varied at two sites. Polymorphisms were identified at nucleotide positions 

94 and 124 in exon 3, which can both be described as G to A transitions resulting in 

amino acid substitutions of glutamine (Glu) to lysine (Lys) and at codon 32 and glycine 

(Gly) to arginine (Arg) at codon 42 [281, 317]. The frequency of the glutamine residue at 

codon 32 has been estimated at 63%, with the frequency of the glycine residue at codon 

42 being estimated at 91% [317]. Since the determination of these variants, an additional 

polymorphism has also been determined at codon 82 of a threonine to methionine amino 

acid substitution, occurring with a frequency of 16% [318].  

 

Haplotype variants of GSTZ1 have previously been reported as GSTZ1*A 

(*Lys32/Arg42), GSTZ1*B (Lys32/Gly42), GSTZ1*C (Glu32/Gly42) [317]. The haplotype 

designated GSTZ1*D (Glu32/Arg42) has also been postulated. The frequency of these 

haplotypes have been determined in one study to be 9%, 28% and 63% for the 

GSTZ1*A, GSTZ1*B and GSTZ1*C haplotypes, respectively with no detection of the 

proposed GSTZ1*D haplotype [317]. Blackburn and colleagues have termed the 

threonine to methionine substitution as GSTZ1*D [318], however for the purposes of 

this study, the Glu32/Arg42 haplotype will be referred to as GSTZ1*D. 

 

Although no association studies have yet been undertaken to determine if there is a role 

for the GSTZ1 gene in cancer development, the differential catalytic activity observed 

between different haplotypes suggests that there could be. In particular, the GSTZ1*A 

variant has different catalytic activity to the GSTZ1*B and GSTZ1*C variants, 

implicating importance for the glycine to arginine substitution [317]. Like other GSTs, 
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the GSTZ1 enzyme shows activity towards xenobiotics and endogenous substrates 

[317], and therefore like other GSTs, may be a good candidate for NMSC development. 

 

5.2.2 METHODS - ASSOCIATION ANALYSIS OF GST POLYMORPHISMS IN 

SOLAR KERATOSIS 
 

Polymorphic markers within the GST genes were genotyped using PCR and subsequent 

restriction enzyme digestion. Individual PCR reactions were performed for the GSTM1, 

GSTT1, GSTP1-1 and GSTP1-2A polymorphisms. For both the GSTM1 and GSTT1 a 

multiplex PCR was performed, including the β-actin gene to detect the presence of the 

null allele. For the GSTZ1 polymorphisms, a single PCR reaction and 2 different 

restriction enzyme digestions were performed and in some cases an additional haplotype 

confirmation PCR and restriction digest were performed. The sequences for all of the 

primers used in this study can be seen in Table 5.3. 

 

Table 5.3: Primer Sequences used for amplification of glutathione-S-transferase 

gene polymorphisms 

 

Primer Sequence (5' → 3') 

GSTM1-E7A TTG GGA AGG CGT CCA AGC GC 

GSTM1-E7B TTG GGA AGG CGT CCA AGC AG 

GSTM1-I6 GCT TCA CGT GTT ATG AAG GTT C 

GSTT1-F TTC CTT ACT GGT CCT CAC ATC TC 

GSTT1-R TCA CCG GAT CAT GGC CAG CA 

β-actin-F CGG AAC CGC TCA TTG CC 

β-actin-R ACC CAC ACT GTG CCC ATC TA 

GSTP1-F GTA GTT TGC CCA AGG TCA AG 

GSTP1-R AGC CAC CTG AGG GGT AAG 

GSTP1-2F GTT GTG GGG AGC AAG CAG AGG 

GSTP1-2R CAC AAT GAA GGT CTT GCC TCC C 

GSTZ1-1F TGA CCA CCC AGA AGT GTT AG 

GSTZ1-1R AGT CCA CAA GAC ACA GGT TC 

GSTZ1-124G TTC TTA CCT GTT GGC CCG C 

 165



 

For PCR and restriction enzyme analysis of GSTM1, GSTT1 and GSTP1-1, the primers 

used and methods undertaken had previously been described by Curran and colleagues 

[319]. For the GSTP1-2A polymorphism, primers had been used previously by Harris 

and colleagues [311] and PCR and restriction enzyme digestion was followed with 

modifications. Analysis of the two polymorphisms in GSTZ1 was performed with 

modifications from Blackburn and colleagues [317]. 

 

Following genotyping of the GST polymorphisms, chi-square analysis of contingency 

tables was performed to determine genotype and allele frequency differences between 

the SK affected and unaffected populations. For the GSTZ1 genotype frequencies 

however, CLUMP analysis was used due to small numbers within the contingency 

table. When a significant difference was detected between affected and control 

populations, further analysis of that gene, involving logistic regression analysis was 

undertaken. Additionally, all samples were tested for Hardy Weinberg equilibrium for 

both the case and control populations and the GSTP1 and GSTZ1 polymorphisms were 

tested for linkage disequilibrium. Power analysis was also conducted both a priori and 

post hoc to determine if the population was of sufficient size to detect specific changes.  

 

 

5.2.2.1 DETECTION OF THE GSTM1 GENE POLYMORPHISM 

 

To amplify the GSTM1 gene polymorphism 100ng of DNA was reacted with 1X 

MasterAmp Premix F optimisation buffer, 0.3µM each GSTM1 primer, 0.2µM each β-

actin primer and Taq DNA polymerase in a 25µl final volume. As the sequence of the 

GSTM1*A polymorphism differs to the GSTM1*B polymorphism by only 1bp, which 

does not code for a restriction site, the incorporation of 2 forward primers into the 

reaction allows for both polymorphisms to be amplified and generates a restriction site 

within the GSTM1*A amplified sequence. Although restriction enzyme digestion was 

not performed for this study, the incorporation of all 3 GSTM1 primers allowed for both 

forms of the positive allele to be amplified.  

 

PCR amplification of the GSTM1 gene was performed via initial denaturation at 94°C 

for 2 minutes 30 seconds; 5 cycles of denaturation at 94°C for 45 seconds, annealing at 
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57°C for 1 minute, extension at 72°C for 1 minute; 30 cycles of denaturation at 94°C for 

30 seconds, annealing at 57°C for 30 seconds and extension at 72°C for 45 seconds. 

PCR products were electrophoresed on 2% agarose gels for about 20 minutes at 90V to 

determine GSTM1 status. Genotypes were determined as either GSTM1-pos (132, 

289bp) or GSTM1-null (289bp), as shown in Figure 5.3. The 289bp fragment that is 

produced in all individuals is a product of the amplification of the β-actin gene that was 

used as an internal control. 

Lane 1: 100bp ladder 

Lane 2: Amplification of the GSTM1-null genotype (289bp) 

Lane 3: Amplification of the GSTM1-pos genotype (132, 289bp) 

Lane 4: Negative control 

 

Figure 5.3: Genotypes of the GSTM1 gene polymorphism 

 

 

5.2.2.2 DETECTION OF THE GSTT1 GENE POLYMORPHISM 

 

To amplify the GSTT1 gene polymorphism 20ng of DNA was reacted with 1X 

MasterAmp Premix F optimisation buffer, 02µM each GSTM1 primer, 0.1µM each β-

actin primer and Taq DNA polymerase in a 10µl final volume. PCR amplification was 

performed via initial denaturation at 94°C for 4 minutes; then 40 cycles of denaturation 

at 94°C for 1 minute, annealing at 66°C for 1 minute and extension at 72°C for 1 minute 

15 seconds; with a final extension at 72°C for 3 minutes 45seconds. PCR products were 

electrophoresed for about 20 minutes at 90V on 2% agarose gels to determine GSTT1 

status as either GSTT1-pos (289, 480bp) or GSTT1-null (289bp), as seen in Figure 5.4 

below. Once again, the 289bp band signified the amplification of the β-actin band that 

was used as an internal control. 

Lane 1: 100bp ladder 

Lane 2: Amplification of the GSTT1-null genotype (289bp) 

Lane 3: Amplification of the GSTT1-pos genotype (289, 480bp) 

Lane 4: Negative control 

 

Figure 5.4: Genotypes of the GSTT1 gene polymorphism 
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5.2.2.3 DETECTION OF THE GSTP1 GENE POLYMORPHISMS 

 

The first polymorphic region of GSTP1 was amplified using 50ng genomic DNA, PCR 

MasterAmp Premix I optimisation buffer, 0.5µM each GSTP1 primer and Taq 

polymerase in a 20µl reaction volume. Amplification was performed with an initial 

denaturation step at 94°C for 3min; followed by 5 cycles of denaturation at 94°C for 

15sec, annealing at 64°C for 30sec and extension at 72°C for 1min; with a further 25 

cycles of 94°C for 15sec, 59°C for 30sec and 72°C for 1min; and a final extension step 

at 72°C for 4 minutes. Restriction enzyme digestion was performed with 10µl PCR 

product, 1U BsmA I and 1X buffer at 55°C for 3hrs and electrophoresed for about 30 

minutes at 90V on 2% high-resolution agarose gels to determine genotypes. Genotypes 

were determined as *Ile105/Ile105 (107, 329bp), *Ile105/Val105 (107, 113, 216, 329bp) or 

*Val105/Val105 (107, 113, 216bp), as seen in Figure 5.5a. 
 

Lane 1: 100bp ladder 

Lane 2: Genotype GSTP1*Ile105/Ile105 (107, 329bp) 

Lane 3: Genotype GSTP1*Ile105/Val105 (107, 113, 216, 329bp) 

Lane 4: Genotype GSTP1*Val105/Val105 (107, 113, 216bp) 

Lane 5: Amplification of the GSTP1*105 gene segment (436bp) 

      Lane 6: Negative control 
 

Figure 5.5a: Genotypes of the GSTP1*105 gene polymorphism 

 

The second polymorphic region of GSTP1 was amplified using 50ng genomic DNA, 1X 

PCR MasterAmp Premix D optimisation buffer, 0.25µM each GSTP1-2A primer and 

Taq DNA polymerase in a 20µl reaction volume. Amplification was carried out using 

an initial denaturation step at 94°C for 1min; followed by 35 cycles of denaturation at 

94°C for 1min and annealing and extension at 60°C for 1min; then a final extension step 

at 72°C for 2min. 10µl of the PCR product was digested with 1X buffer and 1U Cac81 

enzyme at 37°C overnight and then electrophoresed on a 2% high-resolution agarose gel 

for 30 minutes at 90V. Genotypes were determined as *Ala114/Ala114 (11, 93, 113bp) or 

*Ala114/Val114 (11, 93, 113, 206bp), as seen in Figure 5.5b. 
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Lane 1: 100bp ladder 

Lane 2: Genotype GSTP1*Ala114/Ala114 (11, 93, 113bp) 

Lane 3: Genotype GSTP1*Ala114/Val114 (11, 93, 113, 206bp) 

Lane 4: Amplification of the GSTP1*114 gene segment (217bp) 

Lane 5: Negative control 
 

Figure 5.5b: Genotypes of the GSTP1*114 gene polymorphism 

 

 

5.2.2.4 DETECTION OF THE GSTZ1 GENE POLYMORPHISMS 

 

Both polymorphic regions of the GSTZ1 gene can be amplified within the same PCR 

and subsequently digested using 2 different restriction enzymes. Amplification was 

performed using 50ng genomic DNA, 1x PCR buffer, 2.5mM MgCl2, 0.2mM dNTPs, 

0.1µM each of forward and reverse GSTZ1 primer, 1.6x BSA and Taq DNA 

polymerase in a 25µl reaction volume. Amplification was performed with an initial 

denaturation step at 97°C for 5min; followed by 30 cycles of denaturation at 97°C for 

30sec, annealing at 57°C for 30sec and extension at 72°C for 30sec; with a final 

extension step at 72°C for 5min.  

 

PCR products were digested with BsmA I to determine genotypes at position 94 in 

codon 32 and Fok I to determine genotypes at position 124 in codon 42. The BsmA I 

digest contained 10µl PCR product, 1X BsmA I enzyme and 0.5U enzyme and was 

digested at 55°C for 3hrs. The digested products were electrophoresed on a 5% high 

resolution gel for approximately 40 minutes at 90V. Genotypes were determined as 

*Lys32Lys32 (122, 186bp), *Lys32Glu32 (26, 122, 160, 186bp) or *Glu32Glu32 (26, 122, 

160bp), as seen in Figure 5.6a. For the Fok I digest, 10µl PCR product was digested 

with 1X Fok I buffer and 1U enzyme at 37°C overnight. Products were electrophoresed 

at 90V for about 40 minutes on a 5% high resolution agarose gel. Genotypes were 

determined as *Arg42Arg42 (308bp), *Arg42Gly42 (115, 193, 308bp) or *Gly42Gly42 (115, 

193bp), as seen in Figure 5.6b. 
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  Lane 1: 100bp ladder 

Lane 2: Genotype GSTZ1*Lys32/Lys32 (122, 186bp) 

Lane 3: Genotype GSTZ1*Lys32/Glu32 (26, 122, 160, 186bp) 

Lane 4: Genotype GSTZ1*Glu32/Glu32 (26, 122, 160bp) 

Lane 5: Amplification of the GSTZ1*32 gene segment (308bp) 

      Lane 6: Negative control 

 

Figure 5.6a: Genotypes of the GSTZ1*32 gene polymorphism 

 

    Lane 1: 100bp ladder 

Lane 2: Genotype GSTZ1*Arg42/Arg42 (308bp) 

Lane 3: Genotype GSTZ1*Arg42/Gly42 (115, 193, 308bp) 

Lane 4: Genotype GSTZ1*Gly42/Gly42 (115, 193bp) 

Lane 5: Amplification of the GSTZ1*42 gene segment (308bp) 

      Lane 6: Negative control 

 

Figure 5.6b: Genotypes of the GSTZ1 Fok I gene polymorphism 

 

Based on the genotypes for the 2 polymorphisms, haplotypes were determined except 

for individuals that were heterozygous for both alleles. For these individuals, a second 

allele-specific PCR was performed as the original PCR but substituting the reverse 

primer for GSTZ1-124G to determine the polymorphism at position 94 that was 

associated with the G transition at position 124. Digestion with BsmA I was used to 

determine the matching allele for the G transition at codon 42, which was either *Lys32 

(80, 122bp) or *Glu32 (26, 54, 122bp), as seen in Figure 5.6c.  

 

Lane 1: 100bp ladder 

Lane 2: Haplotype GSTZ1*Lys32/Gly42 (80, 122bp) 

Lane 3: Haplotype GSTZ1*Glu32/ Gly42 (26, 54, 122bp) 

Lane 5: Amplification of the GSTZ1*32/42 gene segment (202bp) 

Lane 6: Negative control 

 

Figure 5.6c: Detection of haplotypes for double heterozygotes of the GSTZ1 gene 

polymorphisms 
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Haplotypes for all samples were determined as GSTZ1*A (*Lys32/Arg42), GSTZ1*B 

(Lys32/Gly42), GSTZ1*C (Glu32/Gly42) or GSTZ1*D (Glu32/Arg42). Genotypes analysed 

were therefore GSTZ1*AA, GSTZ1*AB, GSTZ1*AC, GSTZ1*AD, GSTZ1*BB, 

GSTZ1*BC, GSTZ1*BD, GSTZ1*CC or GSTZ1*CD. 

 

 

5.2.3 RESULTS - INVOLVEMENT OF THE GST GENE POLYMORPHISMS IN 

SOLAR KERATOSIS DEVELOPMENT 
 

For each of the gene polymorphisms, not all of the samples were successfully 

genotyped, and as such a t-test was performed to ensure that the final affected and 

control populations were not significantly different in terms of age and sex by analysis 

of means and standard deviations. It was shown that there were no significant 

differences in age or sex between affected and control populations for any of the 

polymorphisms tested. Table 5.4 shows allele and genotype frequencies in the SK 

affected and control groups for each of the polymorphisms tested and gives 

corresponding χ2 and P values for frequency differences. To determine if allelic or 

genotypic frequencies were significantly different between affected and control 

populations, an α-level of 0.05 was set. 
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Table 5.4: Genotype and Allele Frequencies in SK affected and control populations 

for all GST genes 

 
 n (genotypes) Genotype Frequencies (Raw Data (Percentage)) 

GSTM1  Null Positive 
Affected 125 68 (54%) 57 (46%) 
Control 125 45 (36%) 80 (64%) 

  χ2 = 8.54; P = 0.003 
GSTT1  Null Positive 

Affected 130 21 (16%) 109 (84%) 
Control 128 10 (8%) 118 (92%) 

  χ2 = 4.25; P = 0.039 
GSTP1*105  Ile/Ile Ile/Val Val/Val 
Affected 128 52 (41%) 65 (51%) 11 (9%) 
Control 119 46 (39%) 61 (51%) 12 (10%) 

  χ2 = 0.21; P = 0.900 
GSTP1*114  Ala/Ala Ala/Val 
Affected 129 102 (79%) 27 (21%) 
Control 117 88 (75%) 29 (25%) 

  χ2 = 0.52; P = 0.471 
GSTZ1  AA AB AC AD BB BC BD CC CD 

Affected 125 2 
(2%)

6 
(5%)

12 
(10%)

5 
(4%)

7 
(6%)

44 
(35%) 

1 
(1%) 

45 
(36%)

3 
(2%)

Control 120 3 
(3%)

4 
(3%)

4  
(3%) 

4 
(3%)

11 
(9%)

37 
(31%) 

1 
(1%) 

56 
(47%)

0 
(0%)

  χ2 = 2.8; P = 0.423 

 n (alleles) Allele Frequencies (Raw Data (Percentage)) 

GSTP1*105  Ile Val 
Affected 256 169 (66%) 87 (34%) 
Control 238 153 (64%) 85 (36%) 

  χ2 = 4.25; P = 0.687 
GSTP1*114  Ala Val 
Affected 258 231 (90%) 27 (10%) 
Control 234 205 (88%) 29 (12%) 

  χ2 = 0.45; P = 0.501 
GSTZ1  A B C D 

Affected 250 27 (11%) 65 (26%) 149 (60%) 9 (4%) 
Control 240 18 (8%) 64 (27%) 153 (64%) 5 (2%) 

  χ2 = 10.31; P = 0.205 
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5.2.3.1 ANALYSIS OF THE GSTM1 GENE POLYMORPHISM 

 

Genotype frequencies for the GSTM1 gene for affected and control populations can be 

seen in Table 5.4. The GSTM1-null genotype frequency for the affected population was 

similar to other reported frequencies for control populations [283]. However, the control 

population in this study showed a significant reduction in the GSTM1-null genotype 

frequency and corresponding increase in the GSTM1-pos genotype (χ2 = 8.54; P = 

0.003). Due to the bi-genotypic nature of this study and equal frequencies of each allele, 

Hardy-Weinberg analysis and a priori power analysis were not performed. Post hoc 

power analysis however, revealed that there was 90% power to detect the change that 

was seen in the population studied. 

 

It has previously been reported that GSTM1 genotypes do not affect susceptibility to 

solar keratosis [320]. These conflicting results can partially be explained by the fact that 

the initial study, reporting no association, consisted of much smaller populations of 

affected and control individuals than the present study. Additionally, the previous 

population was based on a dermatological examination conducted in 1992 whereas the 

current study was based on an examination in 1996. It was noted that many of the 

individuals in the control population from the previous study became affected over the 4 

year period. Thus, in general, the current population consists of older individuals, so 

that the potential for control individuals to become affected is reduced. Although it 

would be expected that some of the control population would potentially become 

affected in subsequent years, an older population limits this effect.  

 

The significant difference in GSTM1 frequencies seen between the affected and control 

populations suggest that this gene does in fact play a role in solar keratosis 

development. However, as the affected population shows comparatively normal 

genotype frequencies, it appears as though the increased frequency of the positive 

genotype in the control population protects against SK development. Additionally, it 

should be noted that the population used for this study consisted only of individuals 

aged over 40, with the vast majority much older. In a general population of this age 

group it would be expected that more than half of the population would be affected with 

SK (based on epidemiological data), making an affected phenotype more characteristic 

 173



 

of the general population. As such, much of the data presented is characteristic of the 

affected population being on par with control populations in other types of studies. 

 

Further analysis of GSTM1 results involved investigating the effect of SK multiplicity 

on genotype frequency distributions. Chi-square analysis of the frequency of null and 

positive genotypes for the control population (*null = 36%, *pos = 64%) against a 

population affected with 1-10 SKs (*null = 49%, *pos = 51%) showed a significant 

association (χ2 = 3.93; P = 0.047). However, when testing the control population (*null 

= 36%, *pos = 64%) against an affected population with more than 10 SKs at time of 

presentation (*null = 56%, *pos = 44%) the difference between the groups increased 

more significantly (χ2 = 7.12; P = 0.008), also implicating a role for GSTM1 in SK 

multiplicity.  

 

Logistic regression analysis was initially utilised to determine the odds ratio and 

confidence intervals for the GSTM1 gene to give an indication of the risk associated 

with it. Additionally, multi-factor logistic regression analysis was performed to examine 

any interaction between the GSTM1 and environmental or phenotypic factors. Odds 

ratios, 95% confidence intervals and P values were calculated for each analysis to 

determine if any factors conferred a significant increase in risk for development of SK 

at α = 0.05. Results for these analyses can be seen in Table 5.5. 

 

The null genotype of GSTM1 was found to confer an approximate 2-fold increase in risk 

for development of SK in the tested population (OR: 2.1; CI: 1.3-3.5). Multi-factor 

logistic regression analysis showed that the risks conferred by inability to tan and by 

fair skin were reduced when GSTM1 was incorporated into the analysis with odds ratios 

of 4.4 (CI: 1.6-11.8) and 3.5 (CI: 1.8-6.8), respectively. This reduction in risk suggests 

that the combined factors are multiplicative rather than additive and show a synergistic 

effect. Further multi-factor analysis involving the main effects of each of these factors 

showed that independent of the GSTM1 null genotype, fair skin and inability to tan 

conferred increased risks for SK development of about 7-fold and 13-fold, respectively. 

This indicates that taking into consideration the role of GSTM1, fair skin and inability to 

tan are still playing a large role in SK development. Importantly, taking into 

consideration the phenotypic factors of fair skin and inability to tan, the null genotype 

of GSTM1 still conferred an approximate 2-fold increase in risk for development of SK, 
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reinforcing its significant role. These analyses suggest that there is evidence that fair 

skin, inability to tan and the GSTM1 genotype act synergistically in the development of 

SK. 

 

Table 5.5: Logistic regression analysis results for the GSTM1 gene and phenotypic 

and environmental factors. 

 

Factor OR (95% CI) P-value 
Uni-factor Analysis   

   

GSTM1 2.1 (1.3-3.5) 0.004 

Fair Skin 7.4 (2.6-21.0) <0.001 

Inability to Tan 18.5 (5.7-59.9) <0.001 

High Outdoor Exposure 1.6 (0.7-3.6) 0.220 

   

Multi-factor Analysis   

   

Interaction Analysis   

   

Fair Skin x GSTM1 3.5 (1.8-6.8) <0.001 

Inability to Tan x GSTM1 4.4 (1.6-11.8) 0.003 

High Outdoor Exposure x GSTM1 3.4 (1.9-6.3) <0.001 

   

Independent Analysis   

   

Fair Skin  

x GSTM1 

6.9 (2.4-20.0)  

2.4 (1.4-4.3) 

<0.001 

0.002 

Inability to Tan  

x GSTM1 

13.5 (4.1-44.9)  

2.1 (1.2-3.6) 

<0.001 

0.007 

High Outdoor Exposure  

x GSTM1 

1.6 (0.7-3.7) 

2.1 (1.2-3.5) 

0.282 

0.006 
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Although high outdoor exposure was not found to be a significant risk factor for SK 

development alone, as discussed in Chapter 2, an interaction between high outdoor 

exposure and the GSTM1 null genotype was found to confer more than a 3-fold increase 

in risk for development of SK (OR: 3.4; CI: 1.9-6.3). Further multi-factor analysis 

showed that the null genotype of GSTM1 still conferred a 2-fold increase in risk for 

development of SK independent of high outdoor exposure. However, high outdoor 

exposure was not found to confer an increase in risk for development of SK 

independent of the GSTM1 null genotype, suggesting that within this population other 

factors such as genotype, in conjunction with outdoor exposure were required to 

increase solar keratosis risk. Once again, the lack of evidence for a major role of 

outdoor exposure in the development of SKs is likely due to self-selection within the 

population. This also suggests that a large component of the risk for SK development 

conferred by an interaction between high outdoor exposure and the GSTM1 null 

genotype is due to a genetic factor that may impact on the effect of outdoor exposure. 

 

 

5.2.3.2 ANALYSIS OF THE GSTT1 GENE POLYMORPHISM 

 

Although a priori power analysis showed that there was sufficient power to detect a 2-

fold increase in the null genotype frequency given the size of the population studied 

(91%), post hoc analysis revealed that there was only 64% power to detect the 

difference that was actually seen in the tested population. Further analysis of this gene 

on a larger population, may therefore be useful in clarifying a role for GSTT1 in SK 

development. Once again, due to the bi-genotypic nature of this polymorphism, Hardy 

Weinberg analysis could not be performed. 

 

Genotype frequencies for the GSTT1 polymorphism can be seen in Table 5.4 and once 

again frequencies for the affected population (null = 16%) were not significantly 

different to previously reported genotype frequencies [282]. However, chi-square 

analysis showed a significant difference (χ2 = 4.25; P = 0.039) between the SK affected 

and control groups, indicating that the GSTT1 gene may play a role in SK development.  

 

Logistic regression analysis was utilised to determine the odds ratio and confidence 

intervals for the GSTT1 gene to give an indication of the risk associated with it. Also, 
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multi-factor logistic regression analysis was performed to examine interactions between 

GSTT1 and environmental or phenotypic factors. The individual risks associated with 

these phenotypic and environmental factors were outlined in Table 5.5 of Section 

5.2.3.1. Odds ratios, 95% confidence intervals and P values were calculated for each 

analysis to determine significant increases in risk for development of SK at α = 0.05. 

Results for these analyses can be seen in Table 5.6. 

 

Table 5.6: Logistic regression analysis results for the GSTT1 gene and phenotypic 

and environmental factors. 

 

Factor OR (95% CI) P-value 
Uni-factor Analysis   

   

GSTT1 2.3 (1.0-5.0) 0.043 

   

Multi-factor Analysis   

   

Interaction Analysis   

   

Fair Skin x GSTT1 2.9 (1.1-7.7) 0.031 

Inability to Tan x GSTT1 4.4 (0.9-21.2) 0.064 

High Outdoor Exposure x GSTT1 2.9 (0.9-9.5) 0.071 

   

Independent Analysis   

   

Fair Skin  

x GSTT1 

6.6 (2.3-18.9) 

1.7 (0.7-3.9) 

<0.001 

0.148 

Inability to Tan  

x GSTT1 

16.6 (5.0-55.3) 

1.9 (1.8-4.4) 

<0.001 

0.226 

High Outdoor Exposure  

x GSTT1 

1.8 (0.8-4.0) 

2.3 (1.0-5.2) 

0.178 

0.047 

 

 177



 

As with the GSTM1-null genotype, the GSTT1-null genotype was found to confer an 

approximate 2-fold increase in risk for development of SK in the tested population (OR: 

2.3; CI: 1.0-5.0). Also multi-factor logistic regression analysis showed that the risk 

conferred by fair skin were reduced when GSTT1 was incorporated into the analysis 

with an odds ratio of 2.9 (CI: 1.1-7.7) and the risk conferred by inability to tan was no 

longer significant (P = 0.064). The reduction in risk and significance suggests that the 

combined factors are multiplicative rather than additive and show a synergistic effect. 

Multi-factor independent analysis showed that taking into consideration the role of the 

GSTT1-null genotype, fair skin and inability to tan still conferred increased risks for SK 

development of about 7-fold and 17-fold, respectively, indicating that they are still 

playing a large role in SK development irrespective of the GSTT1 effect. However, into 

consideration the phenotypic factors of fair skin and inability to tan, the risk associated 

with the null genotype of GSTT1 was no longer significant. These analyses suggest that 

although the GSTT1 gene is likely to play a role in SK development, this may be 

confounded by phenotypic factors. Additionally, the lack of power associated with the 

outcome of the GSTT1 gene indicates that a larger population may give a better 

indication of the role of the GSTT1 gene. 

 

High outdoor exposure was found to increase the associated risk of the GSTM1-null 

genotype with solar keratosis, and a similar effect was expected for the GSTT1-null 

genotype. However, although a trend was seen towards this effect, it did not reach 

statistical significance (P = 0.071). Independent multivariate analysis showed that 

taking into consideration the degree of outdoor exposure, the GSTT1-null genotype still 

conferred an approximate 2-fold increase in risk. This data suggests that although 

statistical significance was not reached, GSTT1-null individuals exposed to higher 

outdoor exposure may still be more at risk than individuals exposed to lower levels. 

Taking into consideration the biological function of the GSTT1 gene, this seems a likely 

scenario.  

 

 

5.2.3.3 ANALYSIS OF THE GSTP1 GENE POLYMORPHISMS 

 

A priori power analysis of the GSTP1*105 polymorphism gave >90% power to detect a 

2-fold difference in the *Val105 allele frequency for the population size to be studied. 
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However, only 62% power was seen for the GSTP1*114 polymorphism due to the rarer 

frequency of the uncommon allele. This would suggest that a larger population would 

be required to detect a 2-fold difference in the *Val114 allele frequency. It was however 

calculated that to detect a 2.5-fold difference in the frequency of the rare allele in the 

population studied there was 85% power for the population. Although the GSTP1*114 

polymorphism could not be analysed for Hardy Weinberg equilibrium due to absence of 

a 3rd genotype, the GSTP1*105 polymorphism was found to be in Hardy Weinberg 

equilibrium in the control group (χ2 = 1.784; P = 0.182). 

 

Allele and genotype frequencies for the 2 GSTP1 polymorphisms can be seen in Table 

5.4, with no significant differences found in either the case or control group when 

compared to previously reported frequencies [311]. Chi-square analysis of the 

GSTP1*105 polymorphism showed no significant difference for genotype (χ2 = 0.21; P = 

0.900) or allele frequencies (χ2 = 4.25; P = 0.687) between the affected and control 

groups. Also, no significant differences between the affected and control groups were 

observed from chi-square analysis of the GSTP1*114 polymorphism for the genotype (χ2 

= 0.52; P = 0.471) or allele (χ2 = 0.45; P = 0.501) frequencies. This suggests that 

polymorphisms of the GSTP1 gene do not play a role in SK development. 

 

Allelic association analysis of the two polymorphisms in GSTP1 indicated that alleles 

for these markers were in linkage disequilibrium (P < 0.0001). The strength of this 

equilibrium was found to be 0.852 (P < 0.0001), indicating that there is a relatively 

strong disequilibrium between the *Val105 and the *Val114 allele. This is concordant with 

results obtained by Harris et al, in 1998 [311]. 

 

 

5.2.3.4 ANALYSIS OF THE GSTZ1 GENE POLYMORPHISMS 

 

Power analysis was not performed for this polymorphism as a risk allele has not 

previously been determined. Additionally, due to the presence of 4 allelic haplotypes, 

Hardy Weinberg analysis was not performed. The genotype and allele frequencies 

(based on haplotypes) for the polymorphism at GSTZ1 can be seen in Table 5.4. 

Although genotype frequencies have not previously been reported, determined allele 

frequencies for GSTZ1*A, *B and *C in the affected and control populations were not 
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significantly different to previously reported allele frequencies [317]. Additionally, a 

fourth as yet unknown variant, termed GSTZ1*D, was observed in the studied 

population at an allele frequency of 3%. CLUMP analysis of genotypes for the GSTZ1 

polymorphism found no significant difference between control and affected groups (χ2 = 

2.8; P = 0.205). Also, chi-square analysis of GSTZ1 alleles showed no significant 

difference between control and affected groups (χ2 = 10.31 P = 0.423).  

 

Analysis of the GSTZ1 polymorphisms also indicated that the alleles for these markers 

were in linkage disequilibrium (P < 0.0001). Blackburn, et al, reported linkage 

disequilibrium (P < 0.005) between the two loci on GSTZ1 due to the absence of a 

fourth variant [317]. Inclusion of this fourth variant in the present study did not alter the 

significant linkage disequilibrium. Also, the strength of this linkage disequilibrium was 

found to be 0.659 (P < 0.0001), indicating that there is only a moderate linkage 

disequilibrium between the *Lys32 allele and the *Arg42 allele. 

 

 

5.2.3.5 SUMMARY OF ASSOCIATION ANALYSIS OF GST GENES IN SOLAR KERATOSIS 

DEVELOPMENT 

 

As suspected, members of the GST gene family do play a role in the development of 

SK, a skin lesion depicted in the earliest stages of carcinogenesis. Although 

polymorphisms within the GSTP1 and GSTZ1 genes were not associated with solar 

keratosis development, the null polymorphisms of the GSTM1 and GSTT1 genes each 

conferred an approximate 2-fold increase in risk for solar keratosis development. The 

role of the GSTM1 gene, and possibly the GSTT1 gene, is further enhanced when the 

effect of UV radiation is taken into account. This is likely to be due to their ability to aid 

in the detoxification of a number of UV-induced oxidative stress products. 

 

 

 180



 

5.3 EXPRESSION ANALYSIS - THE ROLE OF GLUTATHIONE-

S-TRANSFERASES IN RESPONSE TO UV RADIATION 
 

5.3.1 INTRODUCTION - EXPRESSION OF GST ENZYMES IN SKIN 

 

Glutathione and glutathione-S-transferase expression has been examined in a number of 

studies looking at endogenous expression in normal skin, expression changes in 

response to UVB radiation and expression in skin tumours. This study, however aims to 

examine the response of implicated glutathione-S-transferase genes in response to both 

UVA and combined UVA/UVB radiation in a dose dependent and also recovery 

dependent manner. 

 

 

5.3.1.1 EXPRESSION OF GST ENZYMES IN NORMAL SKIN 

 

Nogués and colleagues performed a large study examining the concentration of GSH 

and GST activity in whole skin, epidermis and dermis as well as in a number of skin 

cancers [321]. However, GST activity was based upon conjugation to 1-chloro-2,4-

dinitrobenzene [321] and as such only measured activity of combined GSTA1, GSTM1 

and GSTP1 [322]. It was seen however that GST activity was higher in the epidermis 

than in the dermis and also that this activity was correlated to glutathione and reduced 

glutathione levels [321]. The fact that GST and GSH/GSGG activities are higher in the 

epidermis than in the dermis indicate that the epidermis has adapted to more frequent 

exposure of environmental agents, particularly those that result in oxidative stress [321]. 

 

A number of studies have focussed on expression of the GSTP1 gene in normal skin, 

primarily because this has been found to be the principal isoenzyme that is expressed in 

cultured keratinocytes and melanocytes by western blotting and also in normal skin by 

northern blotting and immunohistochemical analysis [315, 322]. Within normal skin, the 

GSTP1 enzyme has been shown by immunohistochemical analysis to be expressed in 

the cytoplasm of cells in the lower 3 layers of the epidermis, the stratum granulosum, 

stratum spinosum and a few cells of the stratum basale [315]. Quantitative real time 

 181



 

analysis of photoprotected human skin has shown that GSTP1 mRNA is the most 

abundantly expressed of all GST enzymes [323]. 

 

Some studies have reported a lack of GSTM1 enzyme expression in normal human skin 

[324], whereas others have reported low expression by immunohistochemical staining in 

only certain cells, such as those of the stratum basale [322]. Additionally, a number of 

cell lines have shown no GSTM1 expression [322]. However, other studies have shown 

that GSTM1 as well as GSTT1 is expressed in normal human skin [32]. Ambiguous 

results for the GSTM1 enzyme could be due to the sensitivity of certain methods such 

as immunohistochemistry and western blotting to detect low levels of protein. Also, in 

many of these studies only a small number of cell lines or samples were used and it is 

highly probable that all of these could actually be null for the GSTM1 enzyme. 

Expression analysis of the GSTM1 enzyme or even of the mRNA transcript firstly 

requires confirmation of a positive GSTM1 genotype. In a quantitative real time study, it 

was found that both GSTM1 mRNA and also GSTT1 mRNA were expressed in human 

skin, in complete agreement with genotype [323]. The same study also demonstrated 

that GSTA4 but not GSTA1 or GSTA2 was expressed in human skin [323]. 

 

 

5.3.1.2 EXPRESSION OF GST ENZYMES IN SKIN IN RESPONSE TO UV RADIATION AND 

OXIDATIVE STRESS 

 

Early studies focussing on GST activity in response to low doses of UVB radiation on 

hairless mice and cultured human keratinocytes have shown primarily that activity 

decreases in a dose dependent manner [325]. However, in the same study no changes 

were detected in either mRNA expression by northern blotting or in protein expression 

by western blotting according to dose delivered and time elapsed after exposure in 

cultured human keratinocytes [325]. This would therefore suggest that GSTP1 mRNA 

and protein expression is not altered by UVB radiation and that a decrease in GST 

activity may be due to increased activation or malfunction of GST in response to 

oxidative stress [325]. In fact, studies have shown that GSTP1 activity can be modulated 

through modification of critical sulfhydryl groups and that oxidants such as hydrogen 
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peroxide can inactivate the rat isoenzyme by formation of disulfide bonds between 

cysteinyl residues [322].  

 

Another study, using higher doses of UVB radiation on rats has shown an increase in 

glutathione conjugating activity towards 4-HNE although excessive periods of 

irradiation (> 24J/cm2) resulted in a decrease in activity [326]. Also shown was 

expression of the rat GSTA4-4 in UVB irradiated samples by western blotting although 

expression studies were not performed for other rat GSTA, GSTM1, GSTM2, GSTP1, 

GSTT1 or GSTT2 enzymes [326]. The GSTA4-4 enzyme accounted for about 95% of 

the enhanced activity of GSH towards 4-HNE [326].  

 

More recently, quantitative real time RT-PCR analysis has been performed to test for 

expression changes of the GST genes in response to UV radiation. After treatment with 

1-4 MED UVR irradiation, almost a 2-fold upregulation for GSTP1 was seen, although 

no consistent induction was seen for GSTM1 [323]. To date, the effects of UVA only 

radiation on the GST enzymes has not been reported. 

 

 

5.3.1.3 EXPRESSION OF GST ENZYMES IN SKIN CANCER 

 

In the study by Nogués and colleagues, GST activity was higher in SCC, BCC and 

melanoma samples in comparison to whole skin and was found to increase 

progressively in malignant melanoma as the Clark level increased [321]. Therefore 

increased GST activity is not only considered as a marker for tumour development but 

also as an index for malignancy, including greater aggressiveness and poorer prognosis 

[321]. GSTM has also been found to be expressed in malignant melanoma, particularly 

in the melanocytes of the basal layer and GSTA was also occasionally present [327]. 

Within some BCC and SCC samples, expression of the GST12 microsomal enzyme was 

found to be repressed [328]. This enzyme, like other GSTs plays a role in detoxification 

of ROS including fatty acid and phospholipid hydroperoxides and reduced expression of 

this enzyme may therefore lead to DNA mutations due to the accumulation of 

hydroperoxides [328]. 
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As the GSTP1 enzyme is highly expressed in normal skin, it has also been studied 

widely in a number of malignant and pre-malignant skin tumours. 

Immunohistochemical reactivity was found to be strong in malignant melanoma and 

also in squamous cell carcinoma, however reactivity was weak or negative in Bowen’s 

disease and solar keratosis [329]. This lends support to the idea that increased GST 

activity is associated with increased malignancy. Interestingly, it has also been found 

that mutated forms of the N-ras oncogene, involved in a large number of skin tumours, 

are significantly correlated with GSTP1 immunoreactivity in malignant melanoma, 

suggesting possible co-regulation of these genes in the disease [330]. 

 

 

5.3.2 METHODS - GST GENE EXPRESSION ANALYSIS IN SKIN 

 

Due to the implication of both GSTM1 and GSTT1 in solar keratosis development, and 

also their association with a number of other skin tumours, mRNA expression changes 

of these genes in response to UV radiation was of particular interest. The GSTM1 gene 

is highly homologous to other GSTM genes, and as such specificity of primers was an 

apparent issue. Therefore this study focussed on expression changes of the GSTT1 gene 

in response to UV radiation. Short term UVA, short term combined UVA/UVB and 

long term combined UVA/UVB irradiation was carried out according to the methods 

outlined in Chapter 2. RNA was extracted and cDNA synthesised for a number of 

irradiation doses and matched controls in samples obtained from each of 7 individuals. 

Also, for each individual, DNA was extracted to allow for genotypic analysis of the 

samples. Samples undergoing irradiation and recovery from 4 individuals were also 

provided by QIMR for analysis in this study. 

 

 

5.3.2.1 GENOTYPING OF SAMPLES 

 

The GSTT1 gene has a null polymorphisms that result in an absence of the enzyme. As 

such, homozygous null genotypes would result in a lack of mRNA expression. DNA 

samples from each of the individuals were genotyped for the GSTT1 polymorphism 

according to the methods outlined in Section 5.2.1.2. Only samples positive for GSTT1 
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were used for expression analysis. For the RNA samples that were provided by QIMR, 

no DNA was provided and therefore the samples could not be genotyped. For these 

samples, real time RT-PCR was performed at least twice for some of the samples 

belonging to the same individual and if no expression was noted, these samples were 

presumed to be of a null genotype. 

 

 

5.3.2.2 PRIMER DESIGN 

 

Primers for each of the genes were designed. These primers spanned large intronic 

regions to prevent amplification of genomic DNA. Additionally it was also shown that 

none of the samples used for analysis contained contaminating genomic DNA. Primers 

for the 18S gene could not span a large intronic region due to the structure of the gene 

and therefore the tested absence of genomic contamination in each of the samples was 

considered an adequate control for analysis of this gene. The primers designed for 

expression analysis of GSTT1 and also the 18S primers can be seen in Table 5.7. 

 

Table 5.7: Primer sequences for the GSTT1 and 18S genes used for real time RT-

PCR analysis. 

 

Primer Sequence (5' → 3') 

GSTT1RT-F 

GSTT1RT-R 

TGT GGC ATA AGG TGA TGT TCC C 

ACT TGT CCT CGA GCA ACT GCA G 

18S-F 

18S-R 

CTC AAC ACG GGA AAC CTC AC 

AAA TCG CTC CAC CAA CTA AGA A 

 

The amplicon sizes for the GSTT1 and 18S genes were 111bp and 114bp, respectively. 

The melting temperatures of both the forward and reverse primers for GSTT1 as well as 

the annealing temperature of the amplicon were 61°C. The similarity in melting 

temperatures of the primers and amplicon aided in ease of real time RT-PCR 

optimisation. For the both the GSTT1 and 18S primers, 1µM stock solutions were made, 

which contained a mixture of both forward and reverse primers that were used for real 

time RT-PCR amplification. 
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5.3.2.3 REAL TIME RT-PCR ANALYSIS AND QUALITY CONTROL 

 

Optimisation of real time RT-PCR analysis was somewhat limited due to the careful 

design of the primers. As each of these primers were designed with primer and 

amplicon melting temperatures in mind, successful amplification should occur at a 

melting temperature of 60°C. Typical optimisation included alteration of the MgCL2 

and primer concentrations. All reactions for the GSTT1 gene were performed in 

triplicate and triplicate reactions for the 18S gene were performed simultaneously for 

corresponding samples, using the same cycling conditions.  

 

For each GSTT1 reaction, 5µl of a 1 in 80 dilution of cDNA was reacted with 100nm 

GSTT1 primer mix, 3mM MgCl2, 1X PCR buffer, 200µM dNTPs, 2.5X SYBR® Green, 

0.5X FITC and Taq DNA polymerase in a 20µl final volume. Samples underwent 

amplification with an initial denaturation at 95°C for 5 minutes; followed by 45 cycles 

of denaturation at 95°C for 20 seconds, annealing at 60°C for 20 seconds and extension 

at 72°C for 30 seconds; melt curve analysis was performed following amplification. 

Also, samples were amplified for the 18S gene simultaneously involving reaction of 5µl 

of a 1 in 80 dilution of cDNA with 25nm 18S primer 3mM MgCl2, 1X PCR buffer, 

200µM dNTPs, 2.5X SYBR® Green, 0.5X FITC and Taq DNA polymerase in a 20µl 

final volume. Random samples for both the 18S and GSTT1 amplicons were run on an 

agarose gel to ensure that only product, and not primer dimer was being amplified and 

to check for contamination in the water control.  

 

 

5.3.2.4 STATISTICAL ANALYSIS 

 

CT values were obtained for triplicate reactions of samples for both the GSTT1 and 18S 

genes. The standard deviation of these triplicates was then determined to ensure that it 

was less than a set limit of 0.4. If the standard deviation was greater than this, only two 

of the triplicates were used in subsequent analysis, providing that their SD was less than 

0.4.  In cases where the standard deviation was always above 0.4 for either two or three 

of the triplicate reactions, the sample was not used for analysis. Following this quality 

control, three ∆CT values were determined for each sample by comparing the CT values 
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obtained for triplicate reactions for the GSTT1 gene with the average CT value obtained 

for the 18S gene (∆CT = CT VDR – Avg CT 18S). As it was expected that some gene 

expression changes may not be a direct result of UV radiation but rather a reflection of 

general cellular processes such as apoptosis, necrosis or other factors associated with 

cellular distress, all irradiated samples were compared to matched non-irradiated 

samples. Therefore, three ∆∆CT values were determined by comparing the 3 ∆CT values 

obtained for irradiated samples with the average ∆CT value obtained for the non-

irradiated samples (∆∆CT = ∆CT UV – Avg ∆CT matched control). 

 

All gene expression fold differences were determined as 2-∆∆CT and were subsequently 

used to plot a graph showing gene response to UV radiation over a time course. The 

first data point, registered at time zero and corresponding to the liquid nitrogen sample 

indicated no expression change and approximated a value of one. Increased expression 

is therefore represented by values greater than one and decreased expression is 

represented by values less than one. For each data point within the time course, a T 

statistic and corresponding P value were calculated using Microsoft Excel, to determine 

if the gene expression change seen was significantly different to the control value, 

which indicated no expression change. All T statistics were based on a two-tailed test 

and P values were considered significant if <0.05. Samples pertaining to each individual 

were analysed separately to account for any variations that might be caused by 

confounding genotypic or phenotypic factors consistent with that individual. 

 

 

5.3.3 RESULTS - REGULATION OF GLUTATHIONE-S-TRANSFERASES IN 

SKIN IN RESPONSE TO UV RADIATION 
 

5.3.3.1 GENOTYPING ANALYSIS  

 

Genotyping analysis was performed on samples obtained from the seven individuals 

whose skin was analysed in this study. All samples were determined to be positive for 

the GSTT1 gene and therefore all could be subsequently analysed real time RT-PCR 

analysis. For the samples provided by QIMR, real time RT-PCR analysis was used to 

determine if samples showed expression and were therefore positive. It was found that 

 187



 

samples from individuals 111 and 120 had GSTT1 expression in skin, as determined by 

real time RT-PCR analysis, and were therefore deemed positive. However, samples 

from individuals 116 and 117 showed no GSTT1 expression in skin and where therefore 

deemed as null. Both samples that were deemed positive for the GSTT1 gene were those 

that had been exposed to long term combined UVA/UVB radiation, and as such no 

analysis could be performed to determine the effects of long term UVA irradiation on 

GSTT1 expression.  

 

 

5.3.3.2 RNA EXTRACTION AND QUALITY CONTROL 

 

Successful real time RT-PCR relies on amplification of good quality cDNA and 

therefore extracted RNA must be of high integrity. Agarose gel electrophoresis is an 

ideal method to confirm RNA integrity. For high quality, non-degraded RNA, two 

distinct bands should be seen at 1.9kb and 4.5kb, which represent 18S and 28S 

ribosomal RNA. Major smearing of these bands represents degraded RNA, which is 

likely to adversely affect results when using the real time technique. All samples, apart 

from sample NS117/3UV, produced RNA of high quality and were therefore considered 

adequate for analysis. Sample NS117/3UV, showed severe degradation by agarose gel 

electrophoresis, and although real time RT-PCR analysis was attempted, results could 

not be statistically analysed due to inappropriate amplification.  

 

 

5.3.3.3 REAL TIME RT-PCR ANALYSIS 

 

In total, samples for two individuals undergoing short term UVA/UVB irradiation, four 

individuals undergoing short term UVA irradiation and two individuals undergoing long 

term UVA/UVB irradiation were successfully analysed. For each of these individuals, a 

number of samples that had undergone differing doses of UV radiation and also 

appropriately matched non-irradiated controls were analysed using real time RT-PCR 

analysis. All samples underwent triplicate reactions for both the GSTT1 and 18S genes.  

 

Typical amplification of the GSTT1 and 18S cDNA products after correction for 

background fluorescence can be seen in Figure 6.5a, which represents amplification of 
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all samples for one individual. In this figure, an appropriate CT has been indicated and 

those samples that are amplified early in the reaction (left hand side) are for the 18S 

gene, whereas those amplified later (right hand side) are for the GSTT1 gene. Also, a 

melt curve analysis has been provided (Figure 5.7b), showing that the melt curves for 

both the 18S and GSTT1 genes are similar. It can be seen in Figure 5.7a that most 

samples have a CT value for GSTT1 of about 25, however triplicates of 1 sample have a 

CT value of about 30 (designated by grey). This is showing fluorescence detected in the 

negative control but due to its delayed amplification and differential melt curve it 

represents primer dimer. The black lines seen in Figure 5.7b that do not produce a melt 

curve are for the negative control 18S samples, which do not result in primer dimer.  

 

 
a.  

 

 

 

 

 

 

 
b.  

 

 

 

 

 

 

 

 

Figure 5.7: Typical (a) amplification and (b) melt curve analysis as detected for the 

18S and GSTT1 genes using the Rotor-Gene. 

 

Melt curve analysis can not only show amplification of a product based on the 

amplicons melting temperature, but can also be used to determine samples that have 
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amplified and also have primer dimer. These samples appear to have 2 melt curves that 

mimic that of the negative control and that of the product. Additionally, random 

samples were analysed by agarose gel electrophoresis to ensure that they consisted of 

gene product rather than primer dimer and to ensure that there was no amplification in 

the negative control. Representative samples of both the 18S and GSTT1 amplicons can 

be seen in Figure 5.8. 

 

Lane 1: 100bp ladder 

Lane 2: Amplification of an 18S amplicon 

Lane 3: Amplification of 18S negative control 

Lane 4: Amplification of a GSTT1 amplicon 

Lane 5: Amplification of a GSTT1 amplicon with primer dimer 

Lane 6: Amplification of GSTT1 negative control 

 

Figure 5.8: Representative amplification of the 18S and GSTT1 amplicons. 

 

 

5.3.3.4 GSTT1 GENE EXPRESSION CHANGES ASSOCIATED WITH SHORT TERM 

UVA/UVB IRRADIATION 

 

For each of the samples analysed (from individuals NS82, NS83 and NS84), CT values 

were determined and standard deviations calculated for the triplicate reactions. For 

samples from individuals NS82, excessive primer dimer was a consistent problem and 

therefore analysis of these samples was excluded. Provided the SD was within 0.4 for at 

least two of the triplicates, fold expression changes were determined according to the 

methods outlined in Section 5.3.2.4. Also a T statistic and P value were calculated for 

each data point in the time line to determine if values were significantly different to the 

control value, which represents no change in expression. Tables 5.8a and 5.8b show the 

calculation of gene expression changes for samples exposed to short term combined 

UVA/UVB radiation for each individual and Figures 5.9a and 5.9b show graphical 

representations of the gene expression changes. These expression changes were graphed 

at regular intervals over a period of exposure to combined UVA/UVB radiation. These 

time intervals were then transformed to total doses of radiation received, corresponding 

to 0.75J for 1UV, 1.5J for 2UV, 2.25J for 3UV, 3J for 4UV and 3.75J for 5UV.   
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Table 5.8a: Calculation of GSTT1 gene expression changes for samples from 

individual NS83. 

 

Samples ∆CT values for UV 

irradiated samples 

∆CT values for non-UV 

irradiated samples 

∆∆CT 

values 

2-∆∆CT 

values 

Average 

(SD) 

(P value)

LN - 1 

       - 2 

       - 3 

15.55 

15.59 

15.85 

15.55 

15.59 

15.85 

-0.11 

-0.07 

0.19 

1.08 

1.05 

0.88 

1.00 

(0.11) 

1UV/C - 1 

            - 2 

            - 3 

14.89 

14.77 

14.68 

14.09 

14.16 

14.42 

0.67 

0.55 

0.46 

0.63 

0.68 

0.73 

0.68 

(0.05) 

(0.02)* 

2UV/C - 1 

            - 2 

            - 3 

14.90 

14.82 

14.96 

15.72 

15.45 

15.77 

-0.75 

-0.83 

-0.69 

1.68 

1.77 

1.61 

1.69 

(0.08) 

(<0.01)* 

3UV/C - 1 

            - 2 

            - 3 

14.75 

14.24 

14.24 

14.51 

14.47 

14.84 

0.15 

-0.36 

-0.36 

0.90 

1.29 

1.29 

1.16 

(0.22) 

(0.36) 

4UV/C - 1 

            - 2 

            - 3 

15.15 

15.46 

15.31 

15.18 

14.93 

14.83 

0.17 

0.48 

0.33 

0.89 

0.72 

0.79 

0.80 

(0.09) 

(0.07) 

5UV/C - 1 

            - 2 

            - 3 

14.98 

15.25 

14.86 

13.79 

13.95 

13.42 

1.25 

1.52 

1.13 

0.42 

0.35 

0.46 

0.41 

(0.05) 

(<0.01)* 

* Significantly different from LN (control sample) 
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Table 5.8b: Calculation of GSTT1 gene expression changes for samples from 

individual NS84. 

 

Samples ∆CT values for 

UV irradiated 

samples 

∆CT values for non-

UV irradiated 

samples 

∆∆CT 

values 

2-∆∆CT 

values 

Average 

(SD) 

(P value)

LN - 1 

       - 2 

       - 3 

12.13 

12.99 

12.20 

12.13 

12.99 

12.20 

-0.31 

0.55 

-0.24 

1.24 

0.68 

1.18 

1.03 

(0.31) 

1UV/C - 1 

            - 2 

            - 3 

13.59 

13.32 

14.56 

12.99 

13.59 

13.21 

0.33 

0.06 

1.30 

0.80 

0.96 

0.41 

0.72 

(0.28) 

(0.27) 

2UV/C - 1 

            - 2 

            - 3 

12.88 

12.75 

13.48 

12.80 

13.05 

-0.04 

-0.17 

0.56 

1.03 

1.12 

0.68 

0.94 

(0.23) 

(0.70) 

3UV/C - 1 

            - 2 

            - 3 

 Excluded from 

analysis – loss of 

sample 

   

4UV/C - 1 

            - 2 

            - 3 

12.84 

13.07 

13.56 

13.39 

-0.64 

-0.40 

1.55 

1.32 

1.44 

(0.16) 

(0.15) 

5UV/C - 1 

            - 2 

            - 3 

 Excluded from 

analysis – loss of 

sample 

   

* Significantly different from LN (control sample) 
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Figure 5.9b: GSTT1 gene expression changes for samples from individual NS84. 

 

Analysis of samples from individual NS84 can be seen in Table 5.8b and Figure 5.9b. 

The sample at 2.25J irradiation could not be statistically analysed due to loss of sample 

during preparation. It is noted that for these samples, no significant differences were 

seen between data points and the control sample, suggesting that UV radiation did not 

significantly affect GSTT1 gene expression changes in these samples. Although the 

results are not significant, a slight 1.4-fold decrease in expression can be seen at 0.75J, 

which is followed by a slight 1.4-fold increase at 3J. 

 

 

5.3.3.5 GSTT1 GENE EXPRESSION CHANGES ASSOCIATED WITH SHORT TERM UVA 

IRRADIATION 

 

Samples that underwent short term UVA irradiation came from individuals NS117, 

NS118, NS119 and NS120. For each sample, CT values were determined and standard 

deviations were examined to determine if two or three of the triplicate reactions were 
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within the 0.4 SD limit. Appropriate fold expression changes, with standard deviations 

were determined and each data point was tested, using a T test, to determine if they 

were significantly different from a control sample. Tables 5.9a-5.9d summarise these 

results and Figures 5.10a-5.10d represent these results graphically. As with combined 

UVA/UVB radiation, the time that samples were exposed to radiation was converted to 

a total UVA dose. Based on regular intervals, the total UV doses received were 0.23J 

for UV1, 0.46J for UV2, 0.69J for UV3, 0.92J for UV4 and 1.15J for 5UV. 

 

Table 5.9a: Calculation of GSTT1 gene expression changes for samples from 

individual NS117. 

 

Samples ∆CT values for UV 

irradiated samples 

∆CT values for non-UV 

irradiated samples 

∆∆CT 

values 

2-∆∆CT 

values 

Average 

(SD) 

(P value)

LN - 1 

       - 2 

       - 3 

13.80 

13.11 

13.24 

13.80 

13.11 

13.24 

0.42 

-0.27 

-0.14 

0.75 

1.21 

1.10 

1.02 

(0.24) 

1UV/C - 1 

            - 2 

            - 3 

14.27 

14.47 

14.06 

14.19 

14.57 

0.00 

0.20 

1.00 

0.87 

0.94 

(0.09) 

(0.62) 

2UV/C - 1 

            - 2 

            - 3 

14.91 

15.23 

15.25 

11.74 

11.64 

11.95 

3.14 

3.46 

3.48 

0.11 

0.09 

0.09 

0.10 

(0.01) 

(0.02)* 

3UV/C - 1 

            - 2 

            - 3 

Excluded from 

analysis – degraded 

RNA 

    

4UV/C - 1 

            - 2 

            - 3 

14.99 

15.09 

14.84 

13.82 

13.60 

13.61 

1.31 

1.41 

1.16 

0.40 

0.38 

0.45 

0.41 

(0.04) 

(0.05)* 

* Significantly different from LN (control sample) 
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Table 5.9b: Calculation of GSTT1 gene expression changes for samples from 

individual NS118. 

 

Samples ∆CT values for 

UV irradiated 

samples 

∆CT values for non-

UV irradiated 

samples 

∆∆CT 

values 

2-∆∆CT 

values 

Average 

(SD) 

(P value)

LN - 1 

       - 2 

15.61 

15.76 

15.58 

15.61 

15.76 

15.58 

-0.04 

0.11 

-0.07 

1.03 

0.93 

1.05 

1.00 

(0.07) 

1UV/C - 1 

            - 2 

            - 3 

13.96 

14.33 

14.15 

12.80 

12.68 

12.90 

1.16 

1.53 

1.35 

0.45 

0.35 

0.39 

0.39 

(0.05) 

(0.03)* 

2UV/C - 1 

            - 2 

            - 3 

15.39 

15.15 

15.12 

12.76 

12.83 

12.62 

2.65 

2.41 

2.38 

0.16 

0.19 

0.19 

0.18 

(0.02) 

(0.04)* 

3UV/C - 1 

            - 2 

            - 3 

14.29 

14.37 

14.44 

13.61 

13.57 

13.69 

0.67 

0.75 

0.82 

0.63 

0.60 

0.57 

0.60 

(0.03) 

(0.08) 

4UV/C - 1 

            - 2 

            - 3 

14.28 

14.40 

14.26 

14.05 

14.26 

14.13 

0.14 

0.26 

0.12 

0.91 

0.84 

0.92 

0.89 

(0.05) 

(0.32) 

* Significantly different from LN (control sample) 
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Table 5.9c: Calculation of GSTT1 gene expression changes for samples from 

individual NS119. 

 

Samples ∆CT values for UV 

irradiated samples 

∆CT values for non-UV 

irradiated samples 

∆∆CT 

values 

2-∆∆CT 

values 

Average 

(SD) 

(P value)

LN - 1 

       - 2 

       - 3 

15.61 

15.76 

15.58 

15.61 

15.76 

15.58 

-0.04 

0.11 

-0.07 

1.03 

0.93 

1.05 

1.00 

(0.07) 

1UV/C - 1 

            - 2 

            - 3 

15.91 

15.09 

15.83 

15.78 

15.84 

0.10 

-0.72 

-1.01 

0.93 

1.64 

2.02 

1.53 

(0.55) 

(0.24) 

2UV/C - 1 

            - 2 

            - 3 

15.72 

15.86 

15.34 

14.60 

14.74 

14.60 

1.07 

1.21 

0.69 

0.48 

0.43 

0.62 

0.51 

(0.10) 

(<0.01)* 

3UV/C - 1 

            - 2 

            - 3 

14.87 

15.04 

15.37 

15.71 

16.14 

15.55 

-0.93 

-0.76 

-0.43 

1.91 

1.70 

1.35 

1.65 

(0.28) 

(0.05)* 

4UV/C - 1 

            - 2 

            - 3 

15.22 

15.29 

15.38 

15.71 

15.40 

15.34 

-0.26 

-0.19 

-0.10 

1.20 

1.14 

1.07 

1.14 

(0.06) 

(0.06) 

5UV/C - 1 

            - 2 

            - 3 

16.21 

15.80 

15.78 

14.32 

14.65 

14.63 

1.68 

1.27 

1.27 

0.31 

0.42 

0.42 

0.38 

(0.06) 

(<0.01)* 

* Significantly different from LN (control sample) 
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Table 5.9d: Calculation of GSTT1 gene expression changes for samples from 

individual NS120. 

 

Samples ∆CT values for 

UV irradiated 

samples 

∆CT values for non-

UV irradiated 

samples 

∆∆CT 

values 

2-∆∆CT 

values 

Average 

(SD) 

(P value)

LN - 1 

       - 2 

13.65 

13.80 

13.65 

13.80 

-0.07 

0.07 

1.05 

0.95 

1.00 

(0.07) 

1UV/C - 1 

            - 2 

            - 3 

14.92 

15.60 

12.01 

11.60 

11.76 

3.14 

3.82 

 

0.11 

0.07 

0.09 

(0.03) 

(0.02)* 

2UV/C - 1 

            - 2 

            - 3 

14.64 

14.73 

14.44 

15.02 

14.85 

14.60 

-0.19 

-0.10 

-0.39 

1.14 

1.07 

1.31 

1.17 

(0.12) 

(0.14) 

3UV/C - 1 

            - 2 

            - 3 

13.60 

13.72 

13.83 

14.79 

14.28 

-0.93 

-0.81 

-0.70 

1.90 

1.75 

1.62 

1.76 

(0.14) 

(<0.01)*

4UV/C - 1 

            - 2 

            - 3 

15.55 

15.84 

15.27 

15.45 

15.30 

0.21 

0.50 

 

0.86 

0.71 

0.79 

(0.11) 

(0.17) 

5UV/C - 1 

            - 2 

            - 3 

15.15 

15.74 

15.49 

14.33 

14.01 

14.03 

1.03 

1.62 

1.37 

0.49 

0.33 

0.39 

0.40 

(0.08) 

(0.01)* 

* Significantly different from LN (control sample) 
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for each sample. T tests were used to determine if each data point was significantly 

different from the control sample. Tables 5.10a-5.10b summarise these results and 

Figures 5.11a-5.11b represent these results graphically. Samples were analysed at two 

time points, being 4 hours and 12 hours after two MED irradiation. 

 

Table 5.10a: Calculation of GSTT1 gene expression changes for samples from 

individual 111. 

 

Samples ∆CT values for 

UV irradiated 

samples 

∆CT values for non-UV 

irradiated samples 

∆∆CT 

values 

2-∆∆CT 

values 

Average 

(SD) 

(P value)

CO - 1 

       - 2 

       - 3 

16.59 

16.60 

16.44 

16.59 

16.60 

16.44 

0.05 

0.06 

-0.10 

0.97 

0.96 

0.06 

1.07 

(1.00) 

 

4UV/C - 1 

            - 2 

            - 3 

16.34 

16.35 

16.33 

15.69 

16.30 

0.23 

0.24 

0.85 

0.84 

0.85 

(0.00) 

(0.05)* 

12UV/C - 1 

               - 2 

               - 3 

16.59 

16.54 

16.52 

16.65 

16.87 

16.71 

-0.15 

-0.20 

-0.22 

1.11 

1.15 

1.16 

1.14 

(0.03) 

(0.05)* 

* Significantly different from LN (control sample) 
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Table 5.10b: Calculation of GSTT1 gene expression changes for samples from 

individual 120. 
 

Samples ∆CT values for 

UV irradiated 

samples 

∆CT values for non-

UV irradiated 

samples 

∆∆CT 

values 

2-∆∆CT 

values 

Average 

(SD) 

(P value)

CO - 1 

       - 2 

       - 3 

16.69 

16.74 

16.36 

16.69 

16.74 

16.36 

0.09 

0.14 

-0.24 

0.94 

0.91 

1.18 

1.01 

(0.15) 

4UV/C - 1 

            - 2 

            - 3 

17.70 

17.09 

17.38 

17.11 

17.10 

17.08 

0.60 

-0.01 

0.28 

0.66 

1.01 

0.82 

0.83 

(0.17) 

(0.25) 

12UV/C - 1 

               - 2 

               - 3 

17.01 

17.84 

17.63 

17.83 

17.22 

17.34 

-0.45 

0.38 

0.17 

1.37 

0.77 

0.89 

1.01 

(0.32) 

(0.99) 

* Significantly different from LN (control sample) 
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Figure 5.11b: GSTT1 gene expression changes for samples from individual 120. 
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Analysis of samples from individual 120 can be seen in Table 5.10b and Figure 5.11b. 

The gene expression changes seen were similar to those for samples from individual 

111, although they were not significantly different to the control sample. The reason for 

this was likely to be the large standard deviations seen for this sample. An initial 1.2-

fold decrease in expression was seen at 4 hours post-irradiation and at 12 hours post-

irradiation no change in expression was seen. 

 

 

5.3.3.7 SUMMARY OF GSTT1 GENE EXPRESSION CHANGES ASSOCIATED WITH UV 

RADIATION 

 

Overall, it seemed apparent that short term irradiation affected the expression of GSTT1 

for both UVA only and combined UVA/UVB irradiations. The effect of long term 

exposure and recovery, however was not as evident. A number of expression changes 

were noted as significantly different from a control sample and some general patterns of 

expression were seen. Samples from individuals NS83 and NS84, which underwent 

short term UVA/UVB irradiation, and NS117, NS118 and NS120, which underwent 

short term UVA irradiation, all demonstrated an initial decrease in GSTT1 gene 

expression, followed by an increase and, for NS83 and NS120, a second decrease. 

Samples from individual NS119, undergoing short term UVA irradiation, showed a 

differential pattern of expression with an initial increase in expression, followed by a 

decrease and then a second increase and decrease. Long term UVA/UVB irradiation of 

samples showed little change in gene expression, although for samples from individual 

111, these were significant. Samples from individuals 111 and 120 showed a slight 

decrease in GSTT1 expression at 4 hours post-irradiation, which increased at 12 hours 

post irradiation to a similar level as that of the control. Unfortunately, both samples that 

underwent long term UVA irradiation, did not express GSTT1 mRNA and therefore 

could not be analysed. 
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5.4 DISCUSSION - THE ROLE OF THE GLUTATHIONE-S-

TRANSFERASES IN NON-MELANOMA SKIN CANCER 
 

Evidence suggests that UVB radiation is the principle radiation involved in 

carcinogenesis of the skin, with UVA radiation also a contributing factor [105]. UVB 

radiation primarily causes direct damage to DNA in the form of cyclobutane pyrimidine 

dimers (CPDs) and 6-4 photoproducts (6-4 PPs), particularly in the p53 tumour 

suppressor gene [331]. Although UVA radiation is considered to be much less 

mutagenic than UVB radiation, particular base substitutions as well as low levels of 

CPDs have been detected in UVA damaged DNA [331]. More importantly, UVA 

radiation and to a much lesser extent UVB radiation are known to cause indirect damage 

to DNA by induction of oxidative stress [332]. This produces reactive oxygen species 

and free radicals that interact with lipids, proteins and DNA to generate a number of 

cytotoxic and mutagenic lesions, including DNA adducts [32]. 

 

Members of the GST supergene family, in general, utilise toxic products produced by 

UV-induced oxidative stress by conjugation of glutathione to electrophiles, thus 

offering protection against the cytotoxic and mutagenic effects produced by 

electrophiles [325]. However, in addition to their detoxification of reactive electrophiles, 

they are also involved in free radical scavenging [32], making them highly involved in 

the removal of oxidative stress metabolites. For this reason, it is possible that one or 

more of these genes may play a role in susceptibility to UV-induced solar keratoses. In 

fact, GSTM1 and GSTT1 have previously been associated with basal cell carcinoma, 

squamous cell carcinoma and melanoma, though usually in combination with other 

factors or in subsets of patients [184, 278, 301-303, 305].  

 

It was hypothesised that these two genes as well as others of the GST family may be 

implicated in the development of solar keratosis. In this study, both GSTM1 and GSTT1 

genes showed association with SK, which indicates a specific role of these genes in 

early stage tumourigenesis. Additionally, expression of GSTT1 was altered in response 

to low level, short term doses of UV radiation, indicating an immediate response of this 

gene to the harmful effects of UV radiation. 
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5.4.1 ASSOCIATION ANALYSIS - THE ROLE OF GLUTATHIONE-S-

TRANSFERASES IN UV-INDUCED OXIDATIVE STRESS 
 

Association analysis of various glutathione-S-transferases indicated that some play a 

role in solar keratosis development. In fact, the GSTM1 and GSTT1 genes were found to 

confer approximate 2-fold increases in risk for solar keratosis development in this 

population. This risk was increased further, to approximately 3.5-fold, for the GSTM1 

gene when combined with high outdoor exposure. Although a similar effect was seen 

for the GSTT1 gene, this did not reach statistical significance. It therefore seems 

apparent that both the GSTM1 and GSTT1 genes may play a role in the development of 

solar keratosis and that this role may be further enhanced by UV radiation. 

 

GSTM1 is known to act on products of UV induced oxidative stress and therefore is 

most likely to respond to damage from UVA radiation by detoxification of a number of 

oxidative damaged substrates. Of these substrates, GSTM1 is known to catalyse the 

conjugation of 5-hydroxymethyluracil [32], 4-hydroxynonenal [333], linoleic acid 

hydroperoxide [284] and DNA hydroperoxide [284]. GSTT1 is also known to act on 

products of oxidative stress including linoleic acid, phospholipid and DNA 

hydroperoxides [284]. 

 

Large amounts of 4-HNE are produced during oxidative stress, particularly through 

peroxidation of linoleic and arachidonic acid [268, 333] and as such it is one of the most 

intensely studied products of lipid peroxidation. 4-HNE is known to have a wide variety 

of effects, many of which depend on the concentration of this aldehyde. 4-HNE 

concentrations below 0.1µM, which occur at physiological levels, may result in 

modulation of adenylate cyclase activity, weak stimulation of guanylate cyclase and 

stimulation of phospholipase C, which is important for signal transduction and therefore 

control of cell division and proliferation [334]. At higher concentrations of 1-20µM 4-

HNE can inhibit DNA and protein synthesis, stimulate phospholipase A and inhibit c-

myc expression, thereby acting as a carcinostatic agent [334]. Finally, at much higher 

concentrations above 100µM 4-HNE is highly cytotoxic [334]. In addition to these 

effects, 4-HNE can result in various genotoxic effects, including double strand breaks, 

formation of guanine, adenine and cytosine adducts and sister chromatid exchange [264, 
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334]. 4-HNE is conjugated by GSH (as seen in Figure 4.10) resulting in a half life of 2 

minutes that is greatly decreased in the presence of GSTs [334]. It is well known that rat, 

mouse and human glutathione-S-transferases have affinity for 4-HNE and in particular 

the GSTM enzyme has the highest specificity for this substrate in humans [333]. In fact, 

GSTM shows high activity for substrates possessing a double bond conjugated to a 

carbonyl group, a structure characteristic of 4-HNE [333]. 

NB: Modified from Esterbauer, et al, 1991 [334]. 

 

Figure 5.12: Conjugation of 4-hydroxynonenal with glutathione. 

 

Although it is not known whether GSTT1 acts upon 4-HNE, it does act upon other lipid 

peroxidation products such as linoleic acid hydroperoxide, as does GSTM1. Lipid 

hydroperoxides such as these are precursors to both 4-HNE and also other electrophiles 

that can be highly genotoxic. In fact, the 4-oxo-2-nonenal electrophile produced from 

lipid hydroperoxide decomposition is even more reactive with certain DNA bases than 

4-HNE. The ability of GSTT1 and GSTM1 to conjugate lipid hydroperoxides for their 

removal, is likely to prevent a large amount of DNA damage. 

 

In terms of DNA damage, GSTM1 is capable of conjugation to 5-hydroxymethyluracil, 

a product that occurs during spontaneous deamination within the body but also due to 

oxidative attack on thymine. Normally, 5-HmUra glycosylase recognises and removes 

5-HmUra that is formed spontaneously, particularly in mutation “hot spots” [271]. 

However, it is the oxidative attack of thymine that is of primary interest as this results in 

mispairing and therefore mutation of the DNA. Removal of this lesion by an additional 

detoxification system, such as GSTM1/GSH, may result in a decrease of mutated DNA. 

 

It is highly obvious that both the GSTM1 and GSTT1 genes are capable of the 

detoxification of a number of by-products of UV-induced oxidative stress. However, the 

response of these genes to UV radiation has not been fully elucidated. Expression 

changes induced by UV radiation at the mRNA level of these genes, particularly that 
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within the UVA range, would further implicate a necessary role for these enzymes in 

detoxification of UV-induced by-products and in skin cancer development. 

 

 

5.4.2 EXPRESSION ANALYSIS - GSTT1 GENE EXPRESSION CHANGES IN 

RESPONSE TO UV RADIATION 

Short t oth UVA only and combined UVA/UVB 

diation, resulted in a number of significant gene expression changes. For samples 

to the GSTT1 

nzyme, which can be used for conjugation to products resulting from UV-induced 

iment was completed over a time course of 

pproximately 10 minutes, demonstrating immediate reaction of GSTT1. Experiments 

 

erm irradiation of samples, using b

ra

from five out of the six individuals successfully analysed, a decrease in expression 

followed by an increase was seen, and for two of these, a second decrease was seen. For 

one sample, NS119, no typical pattern of expression was seen, which may have been 

due to confounding phenotypic or genotypic factors. This data suggests that 

involvement of GSTT1 in response to UV radiation occurs immediately. 

 

The immediate decrease in GSTT1 mRNA may reflect translation in

e

oxidative stress. The increase that follows this may represent a feedback loop whereby 

mRNA transcription is increased in response to the oxidative stress. In cases where a 

second decrease in mRNA expression was seen, this may reflect further translation into 

the GSTT1 enzyme. In samples that do not show this final decrease, a delayed response 

may exist due to either phenotypic features of the individual, such as skin colour, or to 

confounding genotypic factors, such as heterozygous expression of the GSTT1 gene or 

expression patterns of other genes.  

 

The short term irradiation exper

a

have shown that changes in the concentration of MDA, an oxidative stress induced lipid 

peroxidation product, can be detected as early as ¼ hour after UV radiation [335]. The 

GSTT1 enzyme is known to conjugate certain lipid hydroperoxides, which are 

precursors to MDA and also 4-HNE. Therefore the quick response of GSTT1 mRNA to 

UV radiation seen in this study is biologically relevant. Similar response patterns seen 

for both the UVA and UVA/UVB combined radiation suggests that the application of 
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UVB radiation does not significantly affect the response of GSTT1 and is therefore 

unlikely to be involved in the pathways involving this enzyme. Overall, it appears as 

though there is a mechanism for GSTT1 conjugation to UV-induced oxidative stress by-

products. 

 

For the samples that were irradiated long term with UVA/UVB radiation and allowed to 

cover, very little change in expression was seen, although some slight changes were 

.4.3 SUMMARY AND FUTURE DIRECTIONS 

TM1 and GSTT1 in solar keratosis 

evelopment and that this role can be seen functionally in UV irradiation studies for the 

re

significant. The samples that were irradiated long term with UVA radiation were null 

for the GSTT1 gene and therefore could not be analysed for expression. It can be seen 

from observations of long term combined UVA/UVB irradiation, that GSTT1 

expression was slightly decreased at 4 hours post-irradiation and appeared similar to the 

control sample at 12 hours post-irradiation. This increase in expression between 4 hours 

and 12 hours post-irradiation may represent full recovery of GSTT1 mRNA expression. 

It therefore possible that at recovery periods of less than 4 hours GSTT1 expression may 

be even further decreased, suggesting perhaps that translation of GSTT1 mRNA to the 

GSTT1 enzyme may occur fairly quickly in response to UV radiation. Combined 

protein and gene expression studies may shed more light on this matter. 

 

 

5
 

These studies have shown that there is a role for GS

d

GSTT1 enzyme. Both GSTM1 and GSTT1 are known to conjugate a number of 

mutagenic by-products of oxidative stress, which is well known to be induced by UV 

radiation. Therefore, a functional role for these genes is proposed in protection against 

skin cancer. The association of these genes with a number of skin cancers concurs with 

this role and the implication of these genes in solar keratosis, indicates an early role in 

the development of skin cancer. The immediate expression response of GSTT1 to UV 

radiation suggests that this gene plays a protective role from the onset of irradiation. As 

both the GSTT1 and GSTM1 genes can be absent in null individuals, an absence of the 

enzyme will results in decreased protection against UV-induced oxidative stress by-

products. 
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The role of GSTM1 in response to UV radiation was not elucidated in this analysis and 

rther optimisation of the primers and of the protocol may allow for GSTM1 detection. 

e whether UV responses seen in samples lacking the 

STM1 or GSTT1 genes would ultimately correlate to mutations commonly seen in skin 

kin cancer and 

VB radiation to non-melanoma skin cancer. However, the impact of UVA radiation 

fu

Also, expression changes of GSTP1 were not analysed in this study. Although there was 

no association seen between GSTP1 gene polymorphisms and solar keratosis, based on 

other data there is still a likely role for this gene in skin cancer development. Further 

analysis of these genes in response to UV radiation may give more clues to the nature of 

UV-induced skin carcinogenesis. 

 

It would also be interesting to not

G

cancer. Long term irradiation and recovery of cultured keratinocytes (over a period of 

weeks) would give a more representative analysis of the changes that occur in skin that 

would ultimately result in skin cancer. It would be expected that in cultures lacking the 

GSTM1 or GSTT1 genes, mutation rates would be much higher and would likely mimic 

those seen in skin cancer, such as in the p53 and Ras genes for example. 

 

UVA radiation has previously been more strongly linked to melanoma s

U

seen on the GSTT1 gene and also its implication, as well as that of GSTM1, in solar 

keratosis gives a clear cut role for UVA radiation in the development of non-melanoma 

skin cancer. It is obvious that these genes play a role in protecting individuals against 

the earliest stages of NMSC and that the absence of these genes likely results in 

inadequate detoxification of mutagenic products resulting from UV-induced oxidative 

stress. 
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CHAPTER 6 

 
THE ROLE OF THE VITAMIN D 

RECEPTOR IN SOLAR KERATOSIS 

DEVELOPMENT AND IN ULTRAVIOLET 

IRRADIATION RESPONSE 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  



6.1 OVERVIEW OF THE VITAMIN D PATHWAY 
 

6.1.1 SYNTHESIS OF VITAMIN D 
 

The recognition of rickets as a major health problem in the late 1600s eventually paved 

the way to the discovery of vitamin D as a necessary component for the development 

and maintenance of healthy bones [336, 337]. There are two primary sources of vitamin 

D, the first is diet and the second is cutaneous synthesis, which accounts for 90-100% 

[336, 337]. Cutaneous synthesis of vitamin D occurs through exposure to UVB 

radiation, in the wavelengths of 290-315nm [336]. In fact much of the evidence for the 

effects of vitamin D have come from analysis of individuals lacking adequate UVB 

exposure with any alteration in the number of UVB photons reaching the epidermis is 

known to affect cutaneous production of vitamin D [336]. As such, vitamin D 

production is decreased in individuals with darker skin pigmentation, in individuals 

wearing sunscreen, in winter months (particularly at latitudes above and below 35°N 

and 35°S) and in elderly individuals [336]. However, it should be noted that in 

Australia, normal vitamin D levels can be maintained by incidental sun exposure during 

daily activities [338]. 

 

The most biologically active vitamin D metabolite is the hormonally active form 1α,25-

dihydroxyvitamin D3, which is derived from a variety of metabolic reactions on 

precursor molecules. Initially, vitamin D3 is derived from 7-dehydrocholesterol 

(provitamin D3), a cholesterol like precursor incorporated in the lipid bilayer of cell 

membranes within the skin [201, 336]. Exposure of provitamin D3 to UVB radiation 

allows it to absorb energy and therefore the B ring is split, resulting in the formation of 

previtamin D3 either in the cis, cis (czc) form or the cis, trans (czt) form [336]. 

Although the czt form is more thermodynamically stable, the incorporation of the 

precursor provitamin D3 into the lipid bilayer allows the stabilisation of the czc form, 

which is the only form that converts to vitamin D3 [336]. Previtamin D3 

thermoisomerises to vitamin D3 facilitated by the lipid membrane environment [337]. 

However, as vitamin D3 is more stable, it is ejected from the plasma membrane into the 

extracellular space [336] where it is then hydroxylated at carbon positions 1 and 25 

[337]. Typically, vitamin D is hydroxylated in the liver to 25-dihydroxyvitamin D3 by 
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25-hydroxylase and then it is subsequently hydroxylated in the kidney by 1α-

hydroxylase to the active form of vitamin D3, 1α,25-dihydroxyvitamin D3 [201]. The 

process of 1α,25-dihydroxyvitamin D3 synthesis from provitamin D3 can be seen in 

Figure 6.1.  

NB: Modified from Chen, et al, 2000 and Holick, 2003 [336, 337]. 

 

Figure 6.1: Synthesis of 1α,25-dihydroxyvitamin D3. 
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Inactivation of 1α,25-dihydroxyvitamin D3 is necessary to maintain steady serum levels 

and as such catabolism occurs through a number of steps, the first of which is 24-

hydroxylation by 24-hydroxylase [201]. Blood serum levels of 1α,25-dihydroxyvitamin 

D3 are therefore dependent on the availability of vitamin D3 and therefore exposure to 

UVB radiation and the integrity and activity of 1α-, 25- and 24-hydroxylases [201]. The 

identification of 1α- and 25-hydroxylases in keratinocytes and of 1α-hydroxylase in a 

number of other tissue types indicates that 1α,25-dihydroxyvitamin D3 may be 

synthesised in a number of peripheral tissues in addition to the kidney [201, 336]. 

However, high activity of 24-hydroxylase in the skin results in low basal 1α,25-

dihydroxyvitamin D3 levels [201]. 

 

 

6.1.2 ACTIVATION OF 1Α,25-DIHYDROXYVITAMIN D3 AND FUNCTION OF 

THE VITAMIN D RECEPTOR 
 

Typically, 1α,25-dihydroxyvitamin D3 exerts its effects through the vitamin D receptor 

(VDR), which is a member of the nuclear receptor superfamily [201, 228]. To activate 

the VDR, 1α,25-dihydroxyvitamin D3 dissociates from the serum vitamin D-binding 

protein, enters the cell by diffusion and binds with VDR to produce conformational 

changes that expose surfaces for co-activating factor binding and dimerisation [201]. 

VDR is a transcription factor that activates or represses the expression of hormone-

responsive target genes and thereby mediates the actions of 1α,25-dihydroxyvitamin D3 

[339].  

 

The VDR gene maps to chromosome 12q14 and contains 8 exons (2-9) that are 

invariably translated and 6 (1a-f) that are alternatively spliced [201]. All nuclear 

receptors are characterised by a highly conserved DNA binding domain that contains 

two zinc finger structures [228]. This binding domain interacts with core binding motifs 

of a consensus sequence generally found in vitamin D response elements (simple 

response elements) and also provides a dimerisation interface for partner receptors such 

as retinoic acid, thyroid hormone and retinoid X receptor [228, 340]. The RXR is the 

most common dimerisation partner for VDR [228] and although it is a subordinate 
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partner, it is necessary for full transactivation of the VDR [201].  Another more 

effective interface for the dimerisation of these partner receptors is the ligand binding 

domain and by doing so VDR-RXR heterodimers can bind with high affinity to closely 

spaced response elements (repeated response elements) that are formed by two core 

binding motifs [228, 340]. Following binding to these response elements, co-activating 

proteins that are carried on the VDR then initiate transcription. The structure of the 

vitamin D protein and mRNA can be seen in Figure 6.2. 

 

 

DNA binding domain Ligand binding domain 

A/B domain Flexible hinge

mRNA 
Exons 2 3 4 5 6 7 8 9 

NB: Modified from Osborne and Hutchinson, 2002 [201]. 

 

Figure 6.2: Structure of the vitamin D receptor protein and mRNA.  

 

Signalling pathways mediated through the VDR transcription factors therefore relies on 

genes containing functional VDR response elements. Some of these genes include 

osteocalcin, osteopontin, fructose, 1,6-bisphosphate, 24-hydroxylase, protein lipase, 

p21, TGF-β2 and fibronectin [201]. Aside from these genomic pathways, some 

responses for 1α,25-dihydroxyvitamin D3 may involve non-genomic pathways, 

including protein kinase A and C signal transduction pathways [339]. Throughout all of 

these pathways, 1α,25-dihydroxyvitamin D3 exerts a diverse array of biological effects 

that can be associated with physiological and pathophysiological mechanisms. 
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6.1.3 BIOLOGICAL EFFECTS OF 1α,25-DIHYDROXYVITAMIN D3 

 

The active hormonal form of vitamin D is responsible for a vast array of biological 

effects and until the late 1970s these were believed to be only on calcium and phosphate 

metabolism [336]. These effects include rapid increase in intestinal calcium absorption, 

activation of pre-osteoclasts to become mature osteoclasts for calcium mobilisation 

from stores in the skeleton, increase in efficiency of phosphate absorption in the 

jejunum and ilium and rapid effects on phospholipid metabolism in the liver, kidney and 

parathyroid cells [336, 341]. It is the effect that vitamin D has on calcium absorption in 

bones that is related to the development of rickets, characterised by severe growth 

retardation, widening of the ends of long bones and bowing and bending of the legs due 

to vitamin D deficiency [336]. Studies of vitamin D receptor deficient mice have also 

shown a number of characteristic pathologies associated with the actions of 1α,25-

dihydroxyvitamin D3, including hypocalcemia, rickets, osteomalacia, alopecia,  

hypophosphatemia and hyperparathyroidism [342]. 

 

In addition to these effects, 1α,25-dihydroxyvitamin D3 exerts numerous effects that 

may result in decreased tumourigenesis. In fact, integrated analysis of the diverse 

genetic effects regulated by 1α,25-dihydroxyvitamin D3 suggest that they may be 

collectively tied to the DNA replication-differentiation switch [341]. The 

antiproliferative and prodifferentiation effects of 1α,25-dihydroxyvitamin D3 have been 

recognised since the 1980s and more recently interest has been placed on apoptosis, cell 

invasion, metastasis and immunomodulation [201, 343]. 

 

The antiproliferative effects of 1α,25-dihydroxyvitamin D3 are evident from a number 

of studies showing inhibition of growth in myeloid leukemia, melanoma, osteosarcoma 

and breast, prostate, colon and head and neck carcinoma cell models [336, 344]. Also, 

inhibition of the proliferation of keratinocytes, macrophages and bone has also been 

shown [339], indicating that the effects of 1α,25-dihydroxyvitamin D3 aren’t specific to 

cancer. Importantly, proliferation of activated T lymphocytes and production of a 

number of interleukins, tumour necrosis factor and interferon are also inhibited by 

1α,25-dihydroxyvitamin D3, suggesting an immunoregulatory function [343]. Evidence 

now suggests that at pharmacological levels, 1α,25-dihydroxyvitamin D3 has an 
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inhibitory effect on the G1/S checkpoint and may cause complete cell cycle arrest at this 

point [201]. These effects are due to upregulation of the cyclin dependent kinase 

inhibitors, p27, p21 and possibly p15, as well as possible downregulation of activators 

of cyclin dependent kinases [201, 344]. 

 

As well as antiproliferative effects, 1α,25-dihydroxyvitamin D3 also promotes 

differentiation, including that of keratinocytes from epidermal precursors, 

monocytes/macrophages from myelopoietic progenitors/stem cells and osteoclasts from 

mononuclear precursors [201]. In addition to normal cells, 1α,25-dihydroxyvitamin D3 

has also been shown to induce differentiation in breast cancer cells [339]. Although 

differentiation can be associated with slowing of the cell cycle, which can also be 

mediated by 1α,25-dihydroxyvitamin D3, the modulation of intracellular calcium 

concentrations may also be of significance [201].  

 

1α,25-dihydroxyvitamin D3 has been shown to induce apoptosis by a number of 

mechanisms. It has been shown to downregulate the Bcl-2 protein in sensitive target 

cells prior to apoptosis and increases Bax protein expression, thus altering the bax:bcl-2 

ratio, which helps determine cell survival after apoptotic stimuli [341]. Also, tumour 

necrosis factor α is a known proapoptotic agent that can be further potentiated by 1α,25-

dihydroxyvitamin D3 to activate pathways resulting in apoptosis [201]. It is also 

interesting to note that in addition to these proapoptotic effects, under certain 

circumstances 1α,25-dihydroxyvitamin D3 can also exert antiapoptotic effects. In 

particular, increased cell survival following UV trauma and protection from cytotoxic 

agents in cancer cell cultures are in part mediated through the actions of 1α,25-

dihydroxyvitamin D3 possibly due to upregulation of metallothionein or downregulation 

of JNK and partial cell cycle arrest [201]. 

 

Invasion of tumours is also an important component of tumourigenesis and one which is 

also modulated by 1α,25-dihydroxyvitamin D3. It has been shown to inhibit invasion in 

experimentally induced melanoma in mice [345] and bladder cancer in rats, possibly 

due to inhibition of important determinants of invasion, namely certain serine 

proteinases and matrix metalloproteinases [201]. Expression of serine proteinases of the 

plasminogen activating system and also of certain MMPs has been shown to be 

decreased in breast and prostate cancer cells in response to 1α,25-dihydroxyvitamin D3 
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[201]. Also, expression of the extracellular matrix protein tenascin-C, which promotes 

growth and has anti-adhesive effects that favour cell motility, immunosuppression and 

angiogenesis, is inhibited by 1α,25-dihydroxyvitamin D3 in normal mammary and 

breast cancer cell lines [346]. Finally, there is some evidence to suggest that 

angiogenesis is inhibited by 1α,25-dihydroxyvitamin D3 as it inhibits the proliferation of 

some types of tumour-derived endothelial cells and sprouting and elongation of 

endothelial cells [201]. Also, in experimental animal models systemic administration of 

1α,25-dihydroxyvitamin D3 inhibited angiogenesis [201]. 

 

A final role for 1α,25-dihydroxyvitamin D3 may be in reducing oxidative stress. It may 

lower immunosuppressive lipid peroxides, stabilise the lysosomal membrane and 

protect the nuclear structure [341]. Vitamin D has also been documented to be an 

effective antioxidant based on increased glutathione levels and decreased lipid 

peroxidation after treatment of rats with vitamin D supplementation [341]. 

 

In general, cancer is associated with uncontrolled proliferation of dedifferentiated cells, 

and as such the antiproliferative and prodifferentiation effects of 1α,25-

dihydroxyvitamin D3 may have an extreme impact on the development and also 

treatment of cancer. In addition to this, 1α,25-dihydroxyvitamin D3 displays 

immunoregulatory roles, promotion of apoptosis and inhibition of angiogenesis, all of 

which are also important for cancer development. The use of this vitamin for treatment 

of cancer therefore has immense potential and analogues of this vitamin are currently 

being studied in a number of clinical trials. 

 

 

6.1.4 THERAPEUTIC POTENTIAL OF 1α,25-DIHYDROXYVITAMIN D3 AND 

ITS ANALOGUES 

 

Although the therapeutic potential for 1α,25-dihydroxyvitamin D3 in cancer treatment is 

unquestionable, the limiting factor for its use at pharmacological concentrations has 

been the side effects of hypercalcemia, hypercalcinuria and soft tissue calcification 

[340, 344]. However, the well known structure-function relationship of the VDR allows 

the design of analogues that have favourable biological responses with minimal 
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calcemic side effects [347]. In fact, careful design of analogues can result in a 200- to 

5000-fold increase in antiproliferative activities compared to 1α,25-dihydroxyvitamin 

D3 [347]. This is likely to be due to the generation of conformational change in the 

VDR to allow it to enhance interactions with other transcription factors [347]. More 

than 2000 analogues of 1α,25-dihydroxyvitamin D3 have been developed containing 

modifications of the side chain, however, only very few of these have been chosen for 

use in clinical trials [340].7 

 

The hyperproliferative skin disorder, psoriasis, is a prime candidate for the 

antiproliferative effects of vitamin D analogues treatment and currently a number of 

analogues have been developed by pharmaceutical companies as a first line of treatment 

[336, 340]. The analogue calcipotriol has reduced cutaneous metastatic breast tumour 

sizes by 50% in 3/14 patients [348]. Also, the calcipotriene analogue was shown to 

significantly reduce tumour size in 4/8 Kaposi sarcoma patients in a period of 4-9 weeks 

[343]. Analogues of 1α,25-dihydroxyvitamin D3 may also be useful for 

chemoprevention of tumours that commonly result in second primary carcinomas. 

Preclinical studies using models of colon, gastrointestinal and skin carcinogenesis have 

shown potential for chemoprevention using 1α,25-dihydroxyvitamin D3 analogues 

[344]. 

 

Although clinical trials for 1α,25-dihydroxyvitamin D3 analogues are still only coming 

into play, there is a great deal of evidence to suggest that they may be relatively 

successful in the treatment of cancer. However, in some patients, analogues do not 

appear to be successful in treatment. This may be due to underlying factors such as 

those that affect vitamin D receptor expression and function within the tumours.  
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6.2  ASSOCIATION ANALYSIS - THE ROLE OF VITAMIN D 

RECEPTOR POLYMORPHISMS IN SOLAR KERATOSIS 

DEVELOPMENT 
 

Both vitamin D and its analogues have therapeutic potential in the treatment of a 

number of cancers, including skin cancer, through ligand binding to the vitamin D 

receptor. However, differential treatment responses from individuals, indicates that 

treatment perhaps needs to be more targeted. Although the vitamin D receptor may be 

actively expressed in a tumour, this does not necessarily result in successful treatment. 

A possible reason for differential responses could be due to slight differences within the 

vitamin D receptor that could possibly alter its activity. To examine this possibility, 

genetic variations of the VDR gene were investigated in NMSC. Thus, the purpose of 

this study was to examine polymorphisms within the VDR gene to determine if they 

were associated with solar keratosis development. 

 

 

6.2.1 INTRODUCTION - POLYMORPHISMS OF THE VITAMIN D 

RECEPTOR 
 

6.2.1.1 KNOWN POLYMORPHISMS AND FUNCTIONAL SIGNIFICANCE 

 

A number of polymorphic variants of the VDR gene have been described, including 

those with functional significance. The first of these is the Fok I restriction fragment 

length polymorphism, located in exon 2 of the gene, which code for the initiation codon 

[201, 349]. The wild type allele, designated F, does not contain a restriction site, 

whereas the variant, designated f, does [349]. There is also a cluster of 3’ end 

polymorphisms that are in tight linkage disequilibrium and these are the Bsm I, Taq I 

and Apa I RFLPs, as well as a poly A microsatellite length polymorphism [349]. The 

poly A polymorphism is located in the 3’ untranslated region and is composed of long 

(L) and short (S) alleles [201]. The Bsm I and Apa I polymorphisms are located in the 

last intron of the VDR gene and adjacent to this is the Taq I polymorphism in exon 9, 

which leads to a silent codon change [201, 349, 350]. Wild type alleles for each of these 
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polymorphisms are designated B, T and A for the Bsm I, Taq I and Apa I 

polymorphisms, respectively and the variant alleles are designated b, t and a. In each 

case, the variant allele contains the restriction site [351]. The location of these 

polymorphisms within the VDR gene can be seen in Figure 6.3. 

 1f     1e  1a 1d   1b   1c    2   3    4   5   6  7   8       9

3’ 5’ 

           Fok I      Bsm I  Taq I  Poly A
              Apa I 

NB: Modified from Osborne and Hutchinson, 2002 [201]. 

 

Figure 6.3: Location of Polymorphisms within the vitamin D receptor gene. 

 

The frequencies of these polymorphisms in control populations have been reported in a 

number of studies and of particular interest in this study are the frequencies of the Fok I, 

Taq I and Apa I polymorphisms. The F allele of the Fok I polymorphic region has been 

estimated at 59% in white American women and as high as 81% in black American 

women, suggesting differential polymorphic frequencies based on ethnicity [352]. In an 

Australian Caucasian population, the frequency of the FF, Ff and ff genotypes were 

estimated at 31%, 53% and 16%, respectively and the F and f allele frequencies were 

estimated at 57% and 43% [351]. Also, in a study of Australian Caucasians the 

frequencies of the T and t allele frequencies were 55% and 45% and genotype 

frequencies were estimated at 27%, 56% and 17% for the TT, Tt and tt genotypes, 

respectively [351]. Finally, the genotype and allele frequencies were tested in the same 

population for the Apa I polymorphism with allele frequencies estimated at 59% and 

41% for the A and a alleles and genotype frequencies estimated at 34%, 51% and 15% 

for the AA, Aa and aa genotypes, respectively [351].  

 

All of the polymorphisms within the VDR gene appear to be functionally relevant. The 

Fok I polymorphism is a C to T transversion, altering a codon and inducing an 

alternative start codon 10bp upstream from the wild type start codon [201]. This variant 

translates a longer protein of 427 amino acids as opposed to 424 amino acids in the wild 

type, the consequence of this is a less transcriptionally active protein [201]. In cell lines, 
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the wild type allele for the poly A polymorphism (L) has been associated with greater 

endogenous VDR activity than the variant (S) allele [201]. In general, the 3’ end 

polymorphisms are thought to be associated with decreased transcription of VDR, 

resulting in a potential decrease in the intracellular activity of 1α,25-dihydroxyvitamin 

D3 [201, 349]. This would not only have implications for the anti-tumourigenic actions 

of 1α,25-dihydroxyvitamin D3 but also that of its analogues.  

 

Although some polymorphisms within the 3’ region are not in coding region, the tight 

disequilibrium seen between L, b, a and T alleles [201] means that association with one 

or more of these alleles, would indicate linkage to a functional response. Studies have 

shown that in individuals homozygous for the BAt allele, the circulating levels of 1α,25-

dihydroxyvitamin D3 are significantly higher [350]. It is therefore quite possible that the 

lower baseline receptor expression seen in BAt homozygous individuals ensures calcium 

homeostasis in individuals with high circulating 1α,25-dihydroxyvitamin D3 

concentrations therefore counterbalancing the concentration dependent effect of 1α,25-

dihydroxyvitamin D3 [350]. 

 

 

6.2.1.2 ASSOCIATION OF VITAMIN D RECEPTOR POLYMORPHISMS WITH CANCER 

AND OTHER DISEASES 

 

The highly integrated function of 1α,25-dihydroxyvitamin D3 with calcium homeostasis 

has sparked interest in VDR gene polymorphisms as markers for bone mineral density. 

A number of studies have associated VDR polymorphisms with bone mineral density, 

including association of the aa and bb genotypes with increased bone mineral density 

[353] and the FF genotype with increased bone mineral density [352]. Additionally, the 

BB tt allelotypes are associated with an increased risk of osteoporosis in women, in 

accordance with the effect of these polymorphisms on bone mineral density [350]. The 

b, a and T alleles have also been associated with increased risk to sporadic primary 

hyperparathyroidism, with the parathyroid adenoma cells of these individuals displaying 

less deranged calcium control of parathyroid hormone secretion [354]. 

 

Polymorphisms of the VDR gene have also been related to cancer, as expected, 

particularly to hormonal related cancer with somewhat mixed results. Some studies 
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have suggested that polymorphisms of the VDR gene are not related to breast cancer 

[355] or related only to specific subgroups of breast cancer patients in treatment 

outcome and metastasis [356]. However, other studies have reported associations with a 

decreased risk of breast cancer in African-American women with the FF genotype [357] 

and also an increased risk of breast cancer in Caucasian individuals with the aa 

genotype [351]. Decreased risk for prostate cancer has been associated with the tt 

genotype [358] and increased risk with the L allele [359], however these results do not 

confer with the expected increased activity of the L and T alleles. A possible 

explanation for this could be that the association is more highly related to increased 

1α,25-dihydroxyvitamin D3 serum levels associated with the S and t alleles and not the 

expression of the receptors. However, in advanced prostate cancer, the bL haplotype 

was found to be protective in African-Americans [360] and the ff genotype predisposed 

to metastasis in a British population [361], indicating a role for increased VDR 

expression in advanced disease. The Fok I polymorphism has also been associated with 

colon cancer with increasing copies of the f allele being associated with decreased risk 

for large adenomas [362]. This appears to be concordant with decreased receptor 

expression and therefore possibly increased 1α,25-dihydroxyvitamin D3 serum levels. 

 

The effects of 1α,25-dihydroxyvitamin D3  and VDR polymorphisms on skin cancer are 

somewhat more confounded. Although 1α,25-dihydroxyvitamin D3 modulates a number 

of anti-tumourigenic functions through the VDR, this hormone is synthesised in the 

presence of UV radiation, which is associated with increased risk for skin cancer. A 

number of studies have been performed that link polymorphisms of the vitamin D 

receptor to skin cancer. Analysis in melanoma has shown that the FF genotype is 

associated with a decreased risk of malignant melanoma and also that a combination of 

both tt and ff genotypes is associated with thicker tumours, all of these results are 

concordant with decreased VDR expression in tumours [349]. One study analysing VDR 

polymorphisms in multiple BCC demonstrated no association [363], however another 

study by the same group found association with the Taq I polymorphism and the 

number of BCCs developed per year (BCC/year rate ratio). The TT genotype was 

associated with an increased ratio, particularly in combination with other factors such as 

skin type 1 and male gender [364]. As with early stage prostate cancer, this genotype is 

associated with increased VDR protein expression and therefore the effects of BCC 

development per year may be due to increased 1α,25-dihydroxyvitamin D3 serum levels. 
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Although the evidence is somewhat conflicting, it seems apparent that polymorphisms 

of the VDR gene are associated with skin cancer development. The aim of this study 

was to therefore examine VDR polymorphisms, namely the Fok I, Taq I and Apa I 

polymorphisms, in solar keratosis development. This would attempt to give an 

understanding of the role of the VDR gene in early stage carcinogenesis. 

 

 
6.2.2 METHODS - ASSOCIATION ANALYSIS OF VITAMIN D RECEPTOR 

POLYMORPHISMS IN SOLAR KERATOSIS 
 

Within the VDR gene, three restriction fragment length polymorphisms (RFLPs) were 

genotyped, being the Fok I polymorphism in the initiation codon at the 5’ end and two 

polymorphisms (Apa I and Taq I) in the 3’ region of VDR. The two polymorphisms in 

the 3’ region were amplified within the same PCR reaction using Osteo A and Osteo B 

primers, whereas the polymorphism in the 5’ region was amplified in a separate reaction 

using Osteo C and Osteo D primers. The regions were amplified using standard, 

unlabelled oligonucleotide primers, the sequences of which are outlined in Table 6.1.  

 

Table 6.1: Oligonucleotide primers used for PCR amplification of the VDR 

polymorphisms 

 

Primer Sequence (5' → 3') 

Osteo A CAG AGC ATG GAC AGG GAG CAA G 

Osteo B GCA ACT CCT CAT GGG CTG AGG TCT CA 

Osteo C GAT GCC AGC TGG CCC TGG CAC TG 

Osteo D ATG GAA ACA CCT TGC TTC TTC TCC CTC 

 

Following genotyping of the 3 polymorphisms, χ2 analysis of contingency tables was 

performed to determine genotype and allele frequency differences between the SK 

affected and unaffected populations. Additionally, all samples were tested for Hardy 

Weinberg equilibrium for both the case and control populations and the Apa I and Taq I 

polymorphisms were tested for linkage disequilibrium.  
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6.2.2.1 DETECTION OF THE Apa I AND Taq I POLYMORPHISMS 

 

For detection of the two polymorphisms in the 3’ region, 60ng genomic DNA was 

amplified with 1X MasterAmp Premix E optimisation buffer, 0.1µM of each primer and 

Taq DNA polymerase in a 20µl reaction. Amplification of the reaction was performed 

using an initial denaturation step of 94°C for 4 minutes; followed by 5 cycles of 

denaturation at 94°C for 45 seconds, annealing at 64°C for 1 minute and extension at 

72°C for 2 minutes; and 25 cycles of denaturation at 94°C for 30 seconds, annealing at 

64°C for 30 seconds and extension at 72°C for 45 seconds. The PCR product was 

divided so that Apa I and Taq I restriction enzymes could be used to digest the product.  

 

For the Apa I digest, 10U of enzyme, 2X BSA and 1X Apa I buffer were reacted with 

8µl PCR product and incubated overnight at 25°C. Apa I Digest products were then 

electrophoresed on a 2% high resolution agarose gel for about 30 minutes at 90V and a 

gel photo taken. Genotypes for the Apa I polymorphism were determined as AA 

(740bp), Aa (225, 515, 740bp) or aa (225, 515bp). Representative examples of these 

genotypes can be seen in Figure 6.4a. 

 

Lane 1: 100bp ladder 

Lane 2: Genotype AA (740bp) 

Lane 3: Genotype Aa (225, 515, 740bp) 

Lane 4: Genotype aa (225, 515bp) 

Lane 5: Amplification of the Apa I/Taq I gene segment (740bp) 

   Lane 6: Negative control 

 

Figure 6.4a: Genotypes of the VDR Apa I gene polymorphism 

 

For the Taq I digest, 3U of enzyme, 1X Taq I buffer and 8µl PCR product were 

incubated at 65°C for 3 hours. Taq I digest products were then electrophoresed on a 2% 

high resolution agarose gel for approximately 30 minutes at 90V and a gel photo taken. 

Taq I genotypes were determined as TT (245, 495bp), Tt (205, 245, 290, 495bp) or tt 

(205, 245, 290bp), as seen in Figure 6.4b. 
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Lane 1: 100bp ladder 

Lane 2: Genotype TT (245, 495bp) 

Lane 3: Genotype Tt (205, 245, 290, 495bp) 

Lane 4: Genotype tt (205, 245, 290bp) 

Lane 5: Amplification of the Apa I/Taq I gene segment (740bp) 

     Lane 6: Negative control 

 

Figure 6.4b: Genotypes of the VDR Taq I gene polymorphism 

 

 

6.2.2.2 DETECTION OF THE Fok I POLYMORPHISM 

 

For detection of the initiation codon polymorphism, 30ng genomic DNA was amplified 

in a 10µl total reaction containing 1X PCR buffer, 1mM MgCl2, 0.2mM dNTPs, 0.2µM 

each primer and Taq DNA polymerase. Amplification of the reaction occurred via an 

initial denaturation step of 94°C for 4 minutes; followed by 35 cycles of denaturation at 

94°C for 1 minute, annealing at 55°C for 1 minute and extension at 72°C for 30 

seconds; followed by a final extension step at 72°C for 2 minutes.  

 

The PCR product was then digested with 6U Fok I enzyme and 1X Fok I buffer 

overnight at 37°C. The digested samples were then electrophoresed on a 2% high 

resolution agarose gel at 90V for approximately 30 minutes and a photo taken of the 

gel. Fok I genotypes were determined as FF (272bp), Ff (74, 198, 272bp) or ff (74, 

198bp). Examples of these genotypes can be seen in Figure 6.4c.  

 

Lane 1: 100bp ladder 

Lane 2: Genotype FF (272bp) 

Lane 3: Genotype Ff (74, 198, 272bp) 

Lane 4: Genotype ff (74, 198bp) 

Lane 5: Amplification of the VDR Fok I gene segment (272bp) 

     Lane 6: Negative control 

 

Figure 6.4c: Genotypes of the VDR Fok I gene polymorphism 
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6.2.3 RESULTS - INVOLVEMENT OF VITAMIN D RECEPTOR 

POLYMORPHISMS IN SOLAR KERATOSIS DEVELOPMENT 
 

Of the total population tested, results were obtained for 386 samples for the Apa I 

polymorphism, 401 samples for the Taq I polymorphism and 393 samples for the Fok I 

polymorphism. As not all of the samples were successfully genotyped, for each of the 

polymorphisms a t-test was performed to ensure that the affected and control 

populations were not significantly different in terms of age and sex. Results showed that 

for all polymorphisms there were no significant differences between ages and sexes of 

affected and control populations. The allele and genotype frequencies for the 3 

polymorphisms can be seen in Table 6.2.  

 

Table 6.2: Genotype and allele frequencies for the SK affected and control 

populations for each of the polymorphisms analysed in the VDR gene 

 

  Genotype Frequencies Allele Frequencies 

 aa Aa AA a A 

Affected (n = 188) 33 (18%) 97 (52%) 58 (31%) 163 (43%) 213 (57%)

Control (n = 198) 22 (11%) 126 (64%) 50 (25%) 170 (43%) 226 (57%)

Apa I 

 χ2 = 6.31, P = 0.043 χ2 = 0.01, P = 0.906 

 TT Tt tt T t 

Affected (n = 197) 72 (37%) 91 (46%) 34 (17%) 235 (60%) 159 (40%)

Control (n = 204) 57 (28%) 124 (61%) 23 (11%) 238 (58%) 170 (42%)

Taq I 

 χ2 = 8.81, P = 0.012 χ2 = 0.14, P = 0.706 

 FF Ff ff F f 

Affected (n = 189) 79 (42%) 87 (46%) 23 (12%) 245 (65%) 133 (35%)

Control (n = 193) 81 (42%) 84 (44%) 28 (15%) 246 (64%) 140 (36%)

Fok I 

 χ2 = 0.53, P = 0.769 χ2 = 0.10, P = 0.755 
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6.2.3.1 ANALYSIS OF THE VDR Apa I AND Taq I POLYMORPHISMS 

 

A priori power analysis for both the Apa I and Taq I polymorphisms indicated that there 

was > 90% power to detect a 2-fold difference in the rare allele in the given population 

size. Linkage disequilibrium was also tested between the two polymorphisms with the 

expectation that they would be in strong disequilibrium. Analysis indicated that they 

were in fact in disequilibrium (P < 0.0001) with the strength of the disequilibrium 

determined to be -0.97 (P < 0.0001). The negative value indicates that the rare allele of 

one polymorphism is in disequilibrium with the common allele of the other 

polymorphism and according to the results, this relationship is very strong. In fact it was 

noticed that the more common A allele was usually associated with the rarer t allele and 

vice versa. This is concordant with previously reported results suggesting that the L, a, b 

and T alleles were in linkage disequilibrium [201]. 

 

The genotype and allele frequencies for the Apa I and Taq I polymorphisms can be seen 

in Table 6.2. For both of these polymorphisms, genotype frequencies were determined 

to be significantly different between affected and control populations with a χ2 value of 

6.31 for Apa I (P = 0.043) and of 8.81 for Taq I (P = 0.012). The allele frequencies for 

these polymorphisms however, were not significantly different between the affected and 

control individuals. It is generally expected that differences between affected and 

control populations occur as a result of a specific allele, which confers risk, and not as a 

result of a specific genotype. Due to this, genotypic and allelic results were studied 

further to determine a reason for this discrepancy. A number of factors may be 

responsible for inconsistencies between the effect of genotype and allele on 

significance.  

 

A significant difference between genotype frequencies and not allele frequencies could 

be representative of genotyping errors, through, for example, incomplete restriction 

enzyme digestion. For these studies, digestion with the Taq I restriction enzyme resulted 

in cutting of all samples, regardless of whether they possessed the functional Taq I 

restriction site or not. This acted as an internal control and proof of complete digestion 

for all samples. The Apa I restriction enzyme produced no such internal control. Initial 

analysis, using the recommended concentration of enzyme, was found to result in 

incomplete digestion. As such, the concentration of enzyme was greatly increased, and 
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according to the manufacturers’ instructions, this would not cause modified digestion. 

Also, another group examining this polymorphism used the same excessive quantities of 

this enzyme (10U) in their study, suggesting that incomplete digestion may be a 

particular problem when using this enzyme [354]. The use of excessive enzyme and also 

the tight linkage disequilibrium seen between the Apa I and Taq I polymorphisms, 

which were analysed by different digestion reactions, do not point to incomplete 

digestion. 

 

To determine whether genotyping errors occurred in the analysis, a number of repeat 

samples were analysed for both polymorphisms. For the Apa I polymorphism, 68 

samples were repeated, some of which were suspected of being incompletely digested. 

Of these repeated samples, all had the same genotype for both analyses. For the Taq I 

polymorphism, 26 samples were repeated and all had the same genotype for both 

analyses. Based on these results, it seems unlikely that discrepancies in genotyping were 

responsible for the inconsistencies seen in this study. 

 

Hardy-Weinberg analysis performed on the control populations for each of these 

polymorphisms indicated that they were not in Hardy-Weinberg equilibrium (P = 2.6 x 

10-5 and 3.5 x 10-4 for the Apa I and Taq I polymorphisms, respectively). As explained 

in Section 5.2.3.1, the age group of the population used in this study was older and one 

that would be considered to be highly affected with SK within the general population. 

As individuals in this age group would be more likely to have SKs than not in the 

general population, then the affected population is more representative of a general 

population than the control population. As such, when the affected populations were 

analysed for the Apa I and Taq I polymorphisms, they were found to be in Hardy-

Weinberg equilibrium (P = 0.489 and 0.570, respectively). Additionally, when 

compared to control groups in other studies [351, 355, 365], the genotype frequencies 

for the affected population were very similar, but for the control population the 

frequencies were different, as seen in Table 6.3. This also implies that the affected 

population is more truly representative of the general population. Allele frequencies for 

both the affected and control populations were similar to other studies, also seen in 

Table 6.3 [351, 355, 365]. 
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Table 6.3: Comparison of genotype and allele frequencies to other studies. 

 

Genotype Frequencies Allele Frequencies Reference 

aa Aa AA a A  

18% 

11% 

15% 

23% 

52% 

64% 

51% 

52% 

31% 

25% 

34% 

26% 

43% 

43% 

41% 

48% 

57% 

57% 

59% 

52% 

Affected population 

Control population 

Curran, et al, 1999[351] 

Jenkins, et al, 1997 [365] 

TT Tt tt T t  

37% 

28% 

37% 

36% 

46% 

61% 

47% 

48% 

17% 

11% 

16% 

16% 

60% 

58% 

61% 

60% 

40% 

42% 

39% 

40% 

Affected population 

Control population 

Dunning, et al, 1999 [355] 

Jenkins, et al, 1997 [365] 

 

 

The affected population for this study was in Hardy Weinberg equilibrium and 

genotypic and allelic frequencies were similar to other studies for both the Apa I and 

Taq I polymorphisms. Thus, all genotypic data and Hardy Weinberg analysis suggests a 

significantly deviant control population for this particular study. In fact, it can be seen 

from Table 6.3, that the control population has an over-representation of the 

heterozygous genotype for both polymorphisms, which would account for the 

significant difference seen between the affected and control populations. A possible 

explanation for this is selection bias within the control population. This selection bias 

may be related to phenotypic factors, such as skin colour, or confounding genotypic 

factors. Alternatively, this bias may be due to a truly unusual population, which are 

selected against solar keratosis development. The true reason for a deviant control 

population is unknown and further studies of the Apa I and Taq I polymorphisms in 

different cohorts may shed further light on this manner. 

 

Despite the unusual distribution of the control population, further logistic regression 

analysis of the Apa I and Taq I polymorphisms was carried out. However, it must be 

noted that all results obtained should be considered speculative until further studies, 

particularly involving additional cohorts, are performed. 
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The results for logistic regression analysis, performed for the Apa I and Taq I 

polymorphisms, can be seen in Table 6.4. In uni-factor logistic regression analysis it 

was noticed that both the Apa I (OR: 0.5; CI: 0.3-0.9) and the Taq I (OR: 0.6; CI: 0.4-

0.9) heterozygote genotypes conferred an approximate 2-fold reduction in risk in the 

solar keratosis population. As the allele frequencies for the Apa I and Taq I 

polymorphisms were approximately equal in the affected and control populations, 

logistic regression analysis was also performed by clumping genotypes together to 

determine the effect of alleles on the affected population. Logistic regression analysis 

was first performed comparing individuals with two alleles conferring increased 

transcription (aa or TT) against individuals with at least one allele conferring decreased 

transcription (AA/Aa or Tt/tt). Analysis for individuals possessing at least one allele 

conferring decreased VDR transcription approached significance at odds ratios of 0.6 

(0.3-1.1) and 0.7 (0.4-1.0) for the Apa I and Taq I polymorphisms, respectively. At first 

glance, this suggests that genotypes conferring decreased VDR transcription are actually 

protective against solar keratosis. Comparison of genotypes with two alleles conferring 

decreased VDR transcription (AA or tt) against genotypes with at least one allele 

conferring increased VDR transcription (Aa/aa or TT/Tt) did not yield any significant 

results. 

 

Table 6.4: Logistic regression analysis results for the VDR Apa I and Taq I gene 

polymorphisms and phenotypic and environmental factors. 

 

Factor OR (95% CI) P-value 
   

Aa 0.5 (0.3-0.9) 0.030 

AA/Aa (versus aa) 0.6 (0.3-1.1) 0.072 

Tt 0.6 (0.4-0.9) 0.016 

Tt/tt (versus tt) 0.7 (0.4-1.0) 0.066 

   

Fair Skin 9.2 (3.4-25.0) <0.001 

Inability to Tan 17.0 (5.9-49.1) <0.001 

High Outdoor Exposure 1.2 (0.6-2.2) 0.575 
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Table 6.4 Cont’d: Logistic regression analysis results for the VDR Apa I and Taq I 

gene polymorphisms and phenotypic and environmental factors. 

 
Factor OR (95% CI) P-value 
Interaction Analysis   

   

Fair Skin x AA  2.6 (1.3-5.2) 0.007 

Fair Skin x  Aa  1.9 (1.1-3.5) 0.026 

Medium Skin x Aa  0.4 (0.2-0.8) 0.012 

Fair Skin x tt 2.2 (1.0-4.6) 0.045 

Fair Skin x Tt 1.5 (0.9-2.6) 0.098 

Medium Skin x Tt 0.4 (0.2-0.7) 0.001 

   

Fair Skin x AA/Aa (versus aa) 2.1 (1.2-3.7) 0.006 

Medium Skin x AA/Aa (versus aa) 0.5 (0.3-1.0) 0.038 

Fair Skin x AA (versus Aa/aa) 2.5 (1.4-4.5)  0.002 

Fair Skin x Tt/tt (versus TT) 1.7 (1.1-2.7) 0.030 

Fair Skin x TT (versus Tt/tt) 2.4 (1.2-5.0) 0.016 

   

Inability to Tan x AA 3.2 (1.2-8.7) 0.021 

Inability to Tan x Aa 3.4 (1.5-7.8) 0.004 

Inability to Tan x tt 3.6 (1.0-13.6) 0.059 

   

Inability to Tan x AA/Aa (versus aa) 3.3 (1.7-6.7) 0.001 

Inability to Tan x AA (versus Aa/aa) 2.5 (1.0-6.4) 0.051 

Inability to Tan x Tt/tt (versus TT) 2.2 (1.1-4.6) 0.026 

Inability to Tan x tt (versus TT/Tt) 3.7 (1.0-13.6) 0.05 

   

Medium Outdoor Exposure x Aa 0.5 (0.3-1.0) 0.032 

Medium Outdoor Exposure x Tt 0.5 (0.3-0.9) 0.025 

Medium Outdoor Exposure x AA/Aa (versus aa)  0.6 (0.3-1.0) 0.037 

Medium Outdoor Exposure x Tt/tt (versus TT) 0.6 (0.4-1.0) 0.035 
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As expected and concurrent with results from the Nambour population, fair skin (OR: 

9.2; CI: 3.4-25.0) and inability to tan (OR: 17.0; CI: 5.9-49.1) were strong risk factors 

for solar keratosis development whereas high outdoor exposure (OR: 1.2; CI: 0.6-2.2) 

was not. Interaction analysis between phenotypic and genotypic data revealed a number 

of interesting analyses.  

 

Firstly, the heterozygous risk genotypes for the Apa I (OR: 0.4; CI: 0.2-0.8) and Taq I 

(OR: 0.4; CI: 0.2-0.7) polymorphisms combined with medium skin conferred a 

decreased risk for solar keratosis development. However, when these genotypes were 

combined with fair skin an increased risk of SK development was conferred with odds 

ratios of 1.9 (1.1-3.5) and 1.5 (0.9-2.6) for the Apa I and Taq I polymorphisms, 

respectively, although the analysis for Taq I did not reach statistical significance. When 

the homozygous genotypes associated with decreased transcription for the VDR gene 

were interacted with fair skin, an increased risk for solar keratosis was seen. With odds 

ratios of 2.6 (CI: 1.3-5.2) and 2.2 (CI: 1.0-4.6) for the AA and tt genotypes respectively, 

risk associated with the homozygote genotype exceeded that of the heterozygous 

genotypes. When the AA/Aa genotype was analysed in an interaction with skin colour a 

decreased risk for SK development was seen for medium skin (OR: 0.5; CI: 0.3-1.0), 

whereas an increased risk for SK development was seen with fair skin (OR: 2.1; CI: 1.2-

3.7). This increased risk in combination with fair skin was also seen for the Tt/tt 

genotype with an odds ratio of 1.7 (1.1-2.7). Homozygous genotypes associated with 

decreased transcription for both the Apa I and Taq I polymorphisms also conferred 

increased risk for solar keratosis development with odds ratios of 2.5 (CI: 1.4-4.5) and 

2.4 (CI: 1.2-5.0), respectively. As the risk for individuals carrying two copies of the 

alleles associated with decreased transcription is higher than that for individuals 

carrying at least one copy, an additive effect of genotype seems evident. 

 

Interactive analysis of the AA, Aa and tt genotypes with inability to tan conferred an 

increased risk for solar keratosis development with odds ratios of 3.2 (CI: 1.2-8.7), 3.4 

(CI: 1.5-7.8) and 3.6 (CI: 1.0-13.6), respectively, although analysis of the tt genotype 

was not quite significant. Similar effects for the combination studies were seen where 

possession of either one or two alleles conferring decreased transcription in combination 

with inability to tan conferred an increased risk for solar keratosis development with all 

analyses reaching statistical significance. For the Apa I polymorphism and inability to 
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tan the AA/Aa combination of genotypes conferred an odds ration of 3.3 (CI: 1.7-6.7) 

whereas analysis of the AA genotype compared against the AA/aa combination of 

genotypes gave an odds ratio of 2.5 (CI: 1.0-6.4). Analysis of the Tt/tt genotype 

combination gave an odds ratio of 2.2 (CI: 1.1-4.6) and for the tt genotype, compared 

against the TT/Tt combination, an odds ratio of 3.7 (CI: 1.0-13.6) was seen when the 

Taq I polymorphism was interacted with inability to tan. 

 

Although outdoor exposure alone was not correlated with increased risk for solar 

keratosis development, some associations were seen when this environmental factor was 

analysed interactively with VDR polymorphisms. However all interactions seen were 

with medium outdoor exposure and were not significantly different from those effects 

seen in genotypic analysis alone. In combination with medium outdoor exposure, the Aa 

and AA/Aa combination genotype conferred a decreased risk for solar keratosis 

development, with odds ratios of 0.5 (CI: 0.3-1.0) and 0.6 (CI: 0.3-1.0), respectively. 

Similarly, analysis of medium outdoor exposure with the Tt and Tt/tt combination 

genotype conferred odds ratios of 0.5 (CI: 0.3-0.9) and 0.6 (CI: 0.4-1.0), respectively. 

  

 

6.2.3.2 ANALYSIS OF THE VDR Fok I POLYMORPHISM 

 

A priori power analysis of the Fok I polymorphism indicated that there was > 90% 

power to detect a 2-fold change in the sample population. Also, Hardy-Weinberg 

analysis performed on both the affected and control populations indicated that both 

populations were in Hardy-Weinberg equilibrium (P = 0.899 and 0.416 for the affected 

and control populations, respectively). Additionally, the genotype and allele frequencies 

for this polymorphism were not significantly different to frequencies reported in other 

studies [349, 351]. Genotype (χ2 = 0.53, P = 0.769) and allele (χ2 = 0.10, P = 0.755) 

frequencies for the Fok I polymorphisms, as seen in Table 6.2, were not significantly 

different between affected and control populations. This implies that alleles at the Fok I 

locus are not markers of susceptibility to solar keratosis. 
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6.3 EXPRESSION ANALYSIS - THE ROLE OF THE VITAMIN D 

RECEPTOR IN RESPONSE TO UV RADIATION 
 

6.3.1 INTRODUCTION - EXPRESSION OF THE VITAMIN D RECEPTOR IN 

SKIN 
 

A number of studies have been performed examining the expression of the VDR gene in 

skin and in skin cancer. Also expression has also been examined in response to UVB 

radiation. The aim of this study was to examine expression changes of the vitamin D 

receptor in response to both UVA and UVB radiation and to examine the effects of UV 

dose and recovery periods on these expression changes. 

 

 

6.3.1.1 EXPRESSION OF THE VITAMIN D RECEPTOR IN NORMAL SKIN 

 

Vitamin D receptors in the skin were discovered more than two decades ago [366] and 

since then the skin has been known to play a key role in the vitamin D system. The skin 

plays a central role in the synthesis of vitamin D, its hydroxylation to the active 

hormonal form and the mediation of its effects through the vitamin D receptor [367, 

368]. 1α,25-dihydroxyvitamin D3 is responsible for growth and differentiation of 

keratinocytes [369] and therefore is pivotal to the proper functioning of the skin as is the 

vitamin D receptor. 

 

The vitamin D receptor is most prominently expressed in proliferating cells, with the 

level of proliferation determining VDR protein expression [367]. It has been suggested 

that the expression of the VDR protein may be positively controlled by 1α,25-

dihydroxyvitamin D3  by either upregulation of the mRNA transcript, increased VDR 

translation or reduction of proteolytic degradation of the VDR protein [369]. However, 

Li and colleagues have shown that VDR mRNA expression is not significantly altered 

by topical application of 1α,25-dihydroxyvitamin D3 and that binding of this hormone 

to the vitamin D receptors inhibits the ubiquitin/proteasome pathway that normally 
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degrades the VDR protein [369]. As such, it appears as though 1α,25-dihydroxyvitamin 

D3 regulates expression of the vitamin D receptor through inhibition of its degradation. 

 

 

6.3.1.2 EXPRESSION OF THE VITAMIN D RECEPTOR IN SKIN IN RESPONSE TO UVB 

RADIATION 

 

Courtois and colleagues examined the effects of biologically relevant doses of UVB 

radiation on VDR gene expression, and also protein expression, in keratinocyte cell 

cultures using northern and western blot analysis. It was found that VDR expression was 

in fact downregulated when tested 2 hours after irradiation and this was in a dose 

dependent manner with 32mJ/cm2 showing a much greater response than 8mJ/cm2 

[368]. Interestingly, although expression levels returned to normal after about 5 hours of 

recovery for keratinocytes irradiated with 8mJ/cm2 of UVB, gradual decrease in 

expression continued up to 9 hours after 32mJ/cm2 irradiation and even after 24 hours 

mRNA and protein levels had still not returned to normal [368].  

 

It was suggested that a latent pre-existing factor would be implicated in the 

transcriptional repression of the VDR gene and a feedback mechanism was proposed 

[368]. The synthesis of vitamin D3 from previtamin D3 occurs over several hours after 

UVB irradiation and it is then hydroxylated [370]. Thus the idea that increased 1α,25-

dihydroxyvitamin D3 serum levels would decrease VDR expression as early as 2 hours 

or less after UVB irradiation seems unlikely. It is more likely that some other factor is 

responsible for a quicker downregulation of VDR expression and that the expression of 

VDR by 1α,25-dihydroxyvitamin D3 occurs after longer periods of altered serum levels. 

In fact, treatment of skin topically with 1α,25-dihydroxyvitamin D3 increased VDR 

protein levels by almost 100% indicating long term mediating actions [369]. 

 

 

6.3.1.3 EXPRESSION OF THE VITAMIN D RECEPTOR IN SKIN CANCER 

 

Melanoma skin cancer was the first malignancy in which the effects of 1α,25-

dihydroxyvitamin D3 were reported and although melanoma cells are well known to 

express the vitamin D receptor, not all melanoma cell lines do [201]. Also, low serum 
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levels of 1α,25-dihydroxyvitamin D3 have been reported in melanoma, although this did 

not reach significance [201]. Both squamous cell carcinoma and basal cell carcinoma 

also express the VDR protein, as shown by immunohistochemical analysis, and the 

VDR gene, as shown by real time RT-PCR analysis [371]. In BCCs, the expression of 

the VDR protein appears to be much higher in cancerous tissue as opposed to adjacent 

tissue and it is believed that this may be due in part to the highly undifferentiated state 

of BCCs [178].  

 

Increased expression of the vitamin D receptor in skin cancer is somewhat of a paradox. 

Typically, the response of 1α,25-dihydroxyvitamin D3 is directly proportional to the 

number of corresponding receptors [178]. As such, in tumours where it seems apparent 

that the function of 1α,25-dihydroxyvitamin D3 is diminished, it is likely that vitamin D 

receptors are not functioning maximally or that ligand binding is not optimal. However, 

the presence of a large number of receptors within tumours still allows them to be 

therapeutically targeted with 1α,25-dihydroxyvitamin D3 analogues and therefore this 

increased expression may be of some biological benefit.  

 

 

6.3.2 METHODS - GENE EXPRESSION ANALYSIS OF THE VITAMIN D 

RECEPTOR IN SKIN 
 

The evidence for 1α,25-dihydroxyvitamin D3 and receptor involvement in NMSC is 

immense, supported by possible implications of VDR gene expression, VDR 

polymorphisms and vitamin D analogue treatment. Due to this indisputable evidence for 

involvement, VDR mRNA expression changes were studied in normal skin in response 

to UV radiation, according to the methods outlined in Chapter 2. RNA was extracted 

and cDNA synthesised for all samples.  
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6.3.2.1 PRIMER DESIGN 

 

As with primers for the glutathione-S-transferase polymorphisms, primers for the VDR 

gene were designed that spanned large intronic regions to prevent amplification of 

genomic DNA. Primers for the 18S gene did not however span a large intronic region 

and therefore genomic contamination was tested in each of the samples. As no genomic 

contamination was detected for any of the samples, they were considered adequate for 

analysis of both the VDR and 18S gene. The primers designed for expression analysis of 

VDR and 18S can be seen in Table 6.5. 

 

Table 6.5: Primer sequences for the VDR and 18S genes used for real time RT-PCR 

analysis. 

 

Primer Sequence (5' → 3') 

VDR-RTF 

VDR-RTR 

CAG CAG CGC ATC ATT GCC AT 

CCT CCA CCA TCA TTC ACA CGA A 

18S-F 

18S-R 

CTC AAC ACG GGA AAC CTC AC 

AAA TCG CTC CAC CAA CTA AGA A 

 

The amplicon sizes for the VDR and 18S genes were 110bp and 114bp, respectively. 

The melting temperatures of the forward and reverse primers for VDR were 64°C and 

62°C, respectively, and the amplicon annealing temperature was 62°C. Once again, 

similarity in melting temperatures of the VDR primers and amplicon aided in ease of 

real time RT-PCR optimisation. 1µM stock solutions were made for each of the primers 

and these contained a mixture of both forward and reverse primers that were used for 

real time RT-PCR amplification. 

 

 

6.3.2.2 REAL TIME RT-PCR ANALYSIS AND QUALITY CONTROL 

 

Optimisation of real time RT-PCR analysis was somewhat redundant due to the careful 

design of the primers, including appropriate melting temperatures of the primers and 

amplicon that would occur at 60°C. Optimisation was only performed to ensure MgCl2 
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and primer concentrations were appropriate. All reactions were performed 

simultaneously in triplicate for corresponding samples of the VDR and 18S genes, using 

the same cycling conditions.  

 

For the VDR gene, 5µl of a 1 in 80 dilution of cDNA was reacted with 100nm VDR 

primer mix, 3mM MgCl2, 1X PCR buffer, 200µM dNTPs, 2.5X SYBR® Green, 0.5X 

FITC and Taq DNA polymerase in a 20µl final volume. For the 18S reaction, a similar 

protocol was used, however only 25nm primer mix was used. Samples underwent 

amplification with an initial denaturation at 95°C for 5 minutes; followed by 45 cycles 

of denaturation at 95°C for 20 seconds, annealing at 60°C for 20 seconds and extension 

at 72°C for 30 seconds; melt curve analysis was performed following amplification. 

Random samples for both the 18S and VDR gene amplicons were run on an agarose gel 

to ensure that only product, and not primer dimer was being amplified and to check for 

contamination in the water control.  

 

 

6.3.2.3 STATISTICAL ANALYSIS 

 

The CT values obtained for VDR and 18S amplification of triplicate reactions for each of 

the samples were first tested to ensure that the standard deviation of the triplicates was 

less than 0.4. If the standard deviation was greater than this, only two of the triplicates 

were used in subsequent analysis, providing that their SD was less than 0.4.  In cases 

where the standard deviation was always above 0.4 for either two or three of the 

triplicate reactions, the sample was not used for analysis. Following this quality control, 

CT values obtained for triplicate reactions of the VDR gene were compared with the 

average CT value obtained for the 18S gene for each sample to obtain a total of three 

∆CT (CT VDR – Avg CT 18S) values for each of the samples. As it was expected that some 

gene expression changes may be caused by apoptosis, necrosis or other factors 

associated with cellular distress, not caused by UV radiation, all irradiated samples were 

compared to matched non-irradiated control samples to account for this. Therefore, the 

three ∆CT values obtained for irradiated samples were then 

 compared with the average ∆CT value obtained for the non-irradiated samples to 

determine ∆∆CT values (∆CT UV – Avg ∆CT matched control). 
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Gene expression fold differences were determined as 2-∆∆CT and were used to plot a 

graph showing gene response to UV radiation over a time course. The first data point, 

registered at time zero, indicated no expression change and approximated a value of 

one. Increased expression is represented by values greater than one and decreased 

expression is represented by values less than one. For each data point within the time 

course, a T statistic and corresponding P value were calculated, to determine if the gene 

expression change seen was significantly different to the control value, which indicated 

no expression change. All T statistics were based on a two-tailed test and P values were 

considered significant if <0.05. Samples pertaining to each individual were analysed 

separately to account for any variations that might be caused by confounding genotypic 

or phenotypic factors consistent with that individual. 

 

 

6.3.3 RESULTS - REGULATION OF THE VITAMIN D RECEPTOR IN SKIN IN 

RESPONSE TO UV RADIATION 
 

6.3.3.1 RNA EXTRACTION AND QUALITY CONTROL 

 

For successful real time RT-PCR, it is essential that samples be of adequate quality, and 

this usually reflects the quality of RNA. As mentioned within Chapter 2, Section 

2.2.3.2, agarose gel electrophoresis is an ideal method to confirm RNA integrity. For 

quality RNA samples, two distinct bands should be seen at 1.9kb and 4.5kb, 

representing 18S and 28S ribosomal RNA. Major smearing of these bands represents 

degraded RNA, which is likely to adversely affect results when using the real time 

technique. Aside for sample NS117/3UV, all RNA samples were of high integrity and 

therefore adequate RNA quality for analysis was assured. For sample NS117/3UV, 

smearing was seen on the agarose gel, representing highly degraded RNA. It is further 

noted in other results sections that this sample could not be appropriately analysed due 

to this degradation. 
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6.3.3.2 REAL TIME RT-PCR ANALYSIS 

 

In total, samples for three individuals undergoing short term UVA/UVB irradiation, 

four individuals undergoing short term UVA irradiation, two individuals undergoing 

long term UVA/UVB irradiation and two individuals undergoing long term UVA 

irradiation were analysed. For each of these individuals, a number of samples that had 

undergone differing doses of UV radiation and also appropriately matched non-

irradiated controls were analysed using real time RT-PCR analysis. All samples 

underwent triplicate reactions for both the VDR and 18S genes.  

 

Typical amplification of the VDR and 18S cDNA products after correction for 

background fluorescence can be seen in Figure 6.5a, which represents amplification of 

all samples for one individual. An appropriate CT has been identified and amplification 

representative of the 18S gene can be seen on the left (earlier amplification), whereas 

that representative of the VDR gene can be seen on the right (later amplification). The 

melt curve analysis for these samples can be seen in Figure 6.5b, with similar melt 

curves produced for the 18S and VDR genes, although the VDR melt curve is shifted 

slightly to the right. The amplification of duplicate samples that can be seen around a CT 

value of 35 represents delayed amplification in the negative control for the VDR gene, 

which is indicative of primer dimer. It can be seen from the melt curve analysis that 

amplification of these samples gives a clearly different melt curve to that of all other 

samples, also indicative of primer dimer. 
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a. 

b. 

Figure 6.5: Typical (a) amplification and (b) melt curve analysis as detected for the 

18S and VDR genes using the Rotor-Gene. 

 

To ensure that there was no primer dimer contamination in samples and that there was 

no amplification within the negative control, all samples were electrophoresed on an 

agarose gel. Figure 6.6 shows a representation of samples electrophoresed for the 18S 

and VDR genes. 

 

Lane 1: 100bp ladder 

Lane 2: Amplification of an 18S amplicon 

Lane 3: Amplification of 18S negative control 

Lane 4: Amplification of a VDR amplicon 

Lane 5: Amplification of a VDR amplicon with primer dimer 

Lane 6: Amplification of VDR negative control 

 

Figure 6.6: Representative amplification of the 18S and VDR amplicons. 
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6.3.3.3 VDR GENE EXPRESSION CHANGES ASSOCIATED WITH SHORT TERM 

UVA/UVB IRRADIATION 

 

For each of the samples analysed (from individuals NS82, NS83 and NS84), CT values 

were determined and standard deviations calculated for the triplicate reactions. Provided 

the SD was within 0.4 for at least two of the triplicates, fold expression changes were 

determined according to the methods outlined in Section 6.3.2.3. Also a T statistic and 

P value were calculated for each data point in the time line to determine if values were 

significantly different to the control value, which represents no change in expression. 

Tables 6.6a-6.6c show the calculation of gene expression changes for samples exposed 

to short term combined UVA/UVB radiation for each individual. Additionally, Figures 

6.7a-6.7c show graphical representations of the gene expression changes. Analysis of 

samples was based on total irradiation doses, calculated from exposure times to 

combined UVA/UVB radiation. Total irradiation doses were calculated as 0.75J for 

1UV, 1.5J for 2UV, 2.25J for 3UV, 3J for 4UV and 3.75J for 5UV. 
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Table 6.6a: Calculation of VDR gene expression changes for samples from individual 

NS82. 
 

Samples ∆CT values for UV 
irradiated samples 

∆CT values for non-
UV irradiated samples 

∆∆CT 
values 

2-∆∆CT 
values 

Average 
(SD)  

(P value)
LN - 1 
       - 2 
       - 3 

19.58 
19.66 
19.48 

19.58 
19.66 
19.48 

0.01 
0.09 
-0.09 

1.00 
0.94 
1.07 

1.00 
(0.06) 

 
1UV/C - 1 
            - 2 
            - 3 

20.67 
20.35 
20.35 

20.08 
19.11 
18.89 

1.31 
0.99 
0.99 

0.40 
0.50 
0.50 

0.47 
(0.06) 

(<0.01)* 
2UV/C - 1 
            - 2 
            - 3 

19.57 
19.68 
19.92 

18.99 
19.27 
19.57 

0.30 
0.41 
0.65 

0.81 
0.75 
0.64 

0.73 
(0.09) 
(0.02)* 

3UV/C - 1 
            - 2 
            - 3 

19.07 
19.96 
19.80 

19.48 
19.34 
19.54 

-0.38 
0.51 
0.35 

1.30 
0.70 
0.78 

0.93 
(0.32) 
(0.73) 

4UV/C - 1 
            - 2 
            - 3 

20.34 
21.95 
21.29 

18.60 
19.11 
18.66 

1.55 
3.16 
2.50 

0.34 
0.11 
0.18 

0.21 
(0.12) 

(<0.01)* 
5UV/C - 1 
            - 2 
            - 3 

19.31 
19.59 
19.52 

20.08 
20.17 
20.53 

-0.95 
-0.67 
-0.74 

1.93 
1.59 
1.67 

1.73 
(0.18) 
(0.01)* 

* Significantly different from LN (control sample) 
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Figure 6.7a: VDR gene expression changes for samples from individual NS82. 

 

Table 6.6a and Figure 6.7a show gene expression changes for samples undergoing 

combined UVA/UVB radiation in individual NS82. It can be seen that a number of data 

points are significantly different from the control sample, therefore indicating that VDR 

gene expression does in fact change in response to low doses of UVA/UVB radiation. 

An initial decline can be seen, which represents an approximate 2-fold decrease in 

expression at 0.75J. This is followed by a slight increase, indicating equal expression 

between irradiated and non-irradiated samples at 2.25J and then a sharp decrease at 3J 

representing a 5-fold decreased expression. Taken as a whole, up to 3J of radiation 

appears to represent decreased expression, although not all values were significant. 

After this, a rapid rise in expression is seen at 3.75J, which represents 1.7-fold increase 

in expression. 
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Table 6.6b: Calculation of VDR gene expression changes for samples from individual 

NS83. 

 

Samples ∆CT values for 

UV irradiated 

samples 

∆CT values for non-

UV irradiated samples

∆∆CT 

values 

2-∆∆CT 

values 

Average 

(SD) 

(P value)

LN - 1 

       - 2 

       - 3 

20.28 

20.22 

20.23 

20.28 

20.22 

20.23 

0.04 

-0.02 

-0.01 

0.97 

1.02 

1.01 

1.00 

(0.02) 

1UV/C - 1 

            - 2 

            - 3 

19.97 

19.89 

19.56 

20.21 

19.99 

20.12 

-0.13 

-0.22 

-0.54 

1.10 

1.16 

1.46 

1.24 

(0.19) 

(0.16) 

2UV/C - 1 

            - 2 

            - 3 

20.27 

20.46 

20.28 

20.74 

20.83 

20.80 

-0.52 

-0.33 

-0.51 

1.43 

1.25 

1.42 

1.37 

(0.10) 

(0.02)* 

3UV/C - 1 

            - 2 

            - 3 

20.10 

19.78 

19.64 

19.45 

18.76 

19.10 

1.00 

0.68 

0.54 

0.50 

0.63 

0.69 

0.61 

(0.10) 

(0.02)* 

4UV/C - 1 

            - 2 

            - 3 

19.44 

19.36 

19.66 

20.36 

19.96 

20.79 

-0.93 

-1.01 

-0.71 

1.91 

2.01 

1.64 

1.85 

(0.19) 

(0.02)* 

5UV/C - 1 

            - 2 

            - 3 

20.79 

19.81 

20.69 

19.20 

19.00 

18.88 

1.76 

0.78 

1.66 

0.29 

0.58 

0.32 

0.40 

(0.16) 

(0.02)* 

* Significantly different from LN (control sample) 
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Figure 6.7b: VDR gene expression changes for samples from individual NS83. 

 

As seen in Table 6.6b and Figure 6.5b, there are a number of data points that are 

significantly different from the control sample, indicating changes in gene expression in 

response to UV radiation. It can be seen that there is a slight (1.4-fold) but significant 

increase in expression up to 1.5J radiation and then a rapid decline, representing a 1.7-

fold decrease in expression at 2.25J. As these values do not vary greatly, it is quite 

possible that up to this point, gene expression changes may not be sufficient to warrant 

a conclusive pattern. A rapid increase in gene expression follows this, representing an 

approximate 2-fold increase in expression at 3J, and then a rapid decrease in expression 

is seen, representing a 2.5-fold decrease at 3.75J. 
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Table 6.6c: Calculation of VDR gene expression changes for samples from individual 

NS84. 

 

Samples ∆CT values for 

UV irradiated 

samples 

∆CT values for non-

UV irradiated samples

∆∆CT 

values 

2-∆∆CT 

values 

Average 

(SD) 

(P value)

LN - 1 

       - 2 

       - 3 

20.28 

20.22 

20.23 

20.28 

20.22 

20.23 

0.04 

-0.02 

-0.01 

0.97 

1.02 

1.01 

1.00 

(0.02) 

1UV/C - 1 

            - 2 

            - 3 

19.15 

19.36 

18.98 

18.48 

18.36 

18.42 

0.73 

0.94 

0.56 

0.60 

0.52 

0.68 

0.60 

(0.08) 

(0.01)* 

2UV/C - 1 

            - 2 

            - 3 

18.32 

18.16 

18.47 

17.42 

17.64 

18.33 

0.53 

0.37 

0.68 

0.69 

0.78 

0.63 

 

0.70 

(0.08) 

(0.01)* 

3UV/C - 1 

            - 2 

            - 3 

 Excluded from 

analysis – loss of 

sample 

   

4UV/C - 1 

            - 2 

17.87 

17.76 

17.77 

18.11 

18.64 

18.80 

-0.64 

-0.75 

-0.74 

1.56 

1.68 

1.67 

1.64 

0.07 

(<0.01)* 

5UV/C - 1 

            - 2 

            - 3 

 Excluded from 

analysis – loss of 

sample 

   

* Significantly different from LN (control sample) 
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Figure 6.7c: VDR gene expression changes for samples from individual NS84. 

 

The information seen in Table 6.6c and Figure 6.7c represent gene expression changes 

over time in response to UVA/UVB combined radiation for samples from individual 

NS84. It can be seen that samples for 2.25J (3UV/C) and for 3.75J (5UV/C) were not 

analysed. This was due to loss of sample material for NS84/3UV and NS84/5UV during 

preparation. The matched control samples for these were also discarded from analysis as 

both irradiated and non-irradiated samples were compared to determine response to UV 

radiation. All samples that were successfully analysed, were significantly different from 

the control sample, indicating a response to UV radiation. Both samples at 0.25 and 1.5J 

radiation showed decreased expression, representing 1.7- and 1.4-fold decreases in 

expression, respectively. At 3J of radiation, a rise in expression was seen, indicating a 

1.6-fold increase in expression. 
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6.3.3.4 VDR GENE EXPRESSION CHANGES ASSOCIATED WITH SHORT TERM UVA 

IRRADIATION 

 

Samples NS117, NS118, NS119 and NS120 underwent UVA irradiation and were 

subsequently analysed by real time RT-PCR. CT values were determined for all samples 

and where possible, expression fold changes were determined. T tests were performed 

and P values calculated for all samples that had undergone irradiation to determine if 

they were significantly different from the control sample. Tables 6.7a-6.7d and Figures 

6.8a-6.8d, represent these analyses. Data is presented as total UVA radiation received, 

based on the time of exposure to irradiation. Samples were analysed at 0.23J for UV1, 

0.46J for UV2, 0.69J for UV3, 0.92J for UV4 and 1.15J for 5UV. 
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Table 6.7a: Calculation of VDR gene expression changes for samples from individual 

NS117. 

 

Samples ∆CT values for UV 
irradiated samples 

∆CT values for non-UV 
irradiated samples 

∆∆CT 
values 

2-∆∆CT 

values 

Average 
(SD) 

(P value)
LN - 1 
       - 2 
       - 3 

19.01 
19.31 
19.15 

19.01 
19.31 
19.15 

-0.15 
0.15 
-0.01 

1.11 
0.90 
1.00 

1.00 
(0.10) 

1UV/C - 1 
            - 2 
            - 3 

20.77 
20.62 
20.26 

20.60 
20.21 
20.74 

0.26 
0.11 
-0.25 

0.84 
0.93 
1.19 

0.99 
(0.18) 
(0.089) 

2UV/C - 1 
            - 2 
            - 3 

 Excluded from analysis 
- excessive primer 
dimer 

   

3UV/C - 1 
            - 2 
            - 3 

Excluded from 
analysis – degraded 
RNA 

    

4UV/C - 1 
            - 2 
            - 3 

21.06 
21.12 
20.98 

19.89 
19.56 
19.77 

1.32 
1.38 
1.24 

0.40 
0.39 
0.42 

0.40 
(0.02) 
(0.01)* 

5UV/C - 1 
            - 2 
            - 3 

20.47 
20.61 
20.28 

20.55 
20.86 
20.53 

-0.18 
-0.04 
-0.37 

1.13 
1.03 
1.29 

1.15 
(0.13) 
(0.13) 
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Figure 6.8a: VDR gene expression changes for samples from individual NS117. 

 

Analysis for samples from individual NS117 can be seen in Table 6.7a and Figure 6.8a. 

Samples at 0.23J and 0.46J UVA radiation were not successfully analysed, due to 

inappropriate real time amplification of either the irradiated or corresponding non-

irradiated samples. Firstly, excessive primer dimer as witnessed by both melt curve 

analysis and agarose gel electrophoresis was seen in sample NS117/2C, making 

determination of fluorescence representing gene amplification only impossible. As such, 

the matching irradiated sample was also excluded from analysis and 0.46J irradiation 

was not analysed further. Secondly, as previously explained in Section 6.3.3.1, 

NS117/3UV RNA was severely degraded, resulting in decreased amplification for the 

18S gene and excessive primer dimer for the VDR gene. Therefore irradiation at 0.69J 

was also excluded from analysis. Figure 6.8a shows a 2.5-fold decreased expression at 

0.92J radiation, which was the only value that was significantly different from the 

control sample. Following this, a slight increase in expression was seen, although this 

was not statistically significant. 
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Table 6.7b: Calculation of VDR gene expression changes for samples from individual 

NS118. 

 

Samples ∆CT values for 

UV irradiated 

samples 

∆CT values for non-

UV irradiated samples

∆∆CT 

values 

2-∆∆CT 

values 

Average 

(SD) 

(P value)

LN - 1 

       - 2 

       - 3 

18.91 

18.36 

19.06 

18.91 

18.36 

19.06 

0.13 

-0.42 

0.28 

0.91 

1.33 

0.82 

1.02 

(0.27) 

1UV/C - 1 

            - 2 

            - 3 

18.93 

19.29 

19.04 

17.75 

17.67 

18.23 

1.04 

1.40 

1.15 

0.49 

0.38 

0.45 

0.44 

(0.05) 

(0.06) 

2UV/C - 1 

            - 2 

            - 3 

21.03 

20.04 

19.63 

18.46 

17.19 

17.77 

3.23 

2.24 

1.83 

0.11 

0.21 

0.28 

0.20 

(0.09) 

(0.03)* 

3UV/C - 1 

            - 2 

            - 3 

20.13 

19.52 

19.61 

20.00 

20.07 

19.63 

0.23 

-0.38 

-0.29 

0.85 

1.30 

1.23 

1.13 

(0.24) 

(0.64) 

4UV/C - 1 

            - 2 

            - 3 

20.42 

20.20 

19.62 

20.32 

20.40 

0.06 

-0.16 

-0.74 

0.96 

1.12 

1.67 

1.25 

(0.37) 

(0.45) 

* Significantly different from LN (control sample) 
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Figure 6.8b: VDR gene expression changes for samples from individual NS118. 

 

Table 6.7b and Figure 6.8b show the analysis of UVA irradiated samples for individual 

NS118. It can be seen that there is an initial significant decrease in gene expression at 

0.46J (5-fold), which is followed by an increase in expression at both 0.69J and 0.92J, 

neither of which is significantly different to the control sample. 
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Table 6.7c: Calculation of VDR gene expression changes for samples from individual 

NS119. 

 

Samples ∆CT values for 

UV irradiated 

samples 

∆CT values for non-

UV irradiated 

samples 

∆∆CT 

values 

2-∆∆CT 

values 

Average 

(SD) 

(P value)

LN - 1 

       - 2 

       - 3 

20.90 

20.49 

20.68 

20.90 

20.49 

20.68 

0.21 

-0.20 

-0.01 

0.86 

1.15 

1.01 

1.01 

(0.14) 

1UV/C - 1 

            - 2 

            - 3 

19.19 

19.38 

19.15 

19.69 

19.92 

20.38 

-0.81 

-0.62 

-0.85 

1.75 

1.53 

1.80 

1.69 

(0.14) 

(,0.01)* 

2UV/C - 1 

            - 2 

            - 3 

20.59 

20.11 

20.25 

19.87 

19.59 

20.08 

0.75 

0.27 

0.41 

0.59 

0.83 

0.75 

0.73 

(0.12) 

(0.06) 

3UV/C - 1 

            - 2 

            - 3 

18.88 

18.63 

19.59 

19.25 

19.57 

-0.59 

-0.84 

1.51 

1.79 

1.65 

(0.20) 

(0.08) 

4UV/C - 1 

            - 2 

            - 3 

19.38 

19.24 

19.06 

19.07 

21.49 

19.26 

-0.56 

-0.70 

-0.88 

1.47 

1.62 

1.84 

1.65 

(0.18) 

(0.01)* 

5UV/C - 1 

            - 2 

            - 3 

20.45 

20.54 

20.61 

19.09 

19.07 

19.10 

1.36 

1.45 

1.52 

0.39 

0.37 

0.35 

0.37 

(0.02) 

(0.01)* 

* Significantly different from LN (control sample) 
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Figure 6.8c: VDR gene expression changes for samples from individual NS119. 

 

Information given in Table 6.7c and Figure 6.8c is for UVA irradiated samples from 

individual NS119. Some gene expression changes seen for this sample were 

significantly different from the control samples as determined by a T test. The gene 

expression pattern seen for this individual is somewhat different to that seen for the 

other individuals. An initial significant increase in expression (1.7-fold) is seen, 

followed by a decrease (1.4-fold), then a second increase (1.6-fold, significant at 0.92J) 

and significant decrease (2.8-fold). All other samples, including NS120 (seen below), 

show an initial decrease in expression, followed by an increase, and for NS120, a 

second decrease. If the sample at 0.23J was excluded from analysis, this pattern would 

also be seen for NS119, this suggests that analysis of this sample may have been 

incorrect. Alternatively, this pattern could be accurate and represent changes seen in this 

individual as a result of specific differential phenotypic or genotypic factors.  
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Table 6.7d: Calculation of VDR gene expression changes for samples from individual 

NS120. 

 

Samples ∆CT values for UV 

irradiated samples 

∆CT values for non-UV 

irradiated samples 

∆∆CT 

values 

2-∆∆CT 

values 

Average 

(SD) 

(P value)

LN - 1 

       - 2 

       - 3 

19.86 

19.18 

18.89 

19.86 

19.18 

18.89 

0.55 

-0.13 

-0.42 

0.68 

1.09 

1.34 

1.04 

(0.33) 

1UV/C - 1 

            - 2 

            - 3 

19.62 

20.22 

20.50 

17.52 

17.25 

16.74 

2.45 

3.05 

3.33 

0.18 

0.12 

0.10 

0.13 

(0.04) 

(0.04)* 

2UV/C - 1 

            - 2 

            - 3 

19.59 

19.26 

19.12 

19.94 

19.34 

19.63 

-0.05 

-0.38 

-0.52 

1.03 

1.30 

1.43 

1.25 

(0.20) 

(0.40) 

3UV/C - 1 

            - 2 

            - 3 

18.31 

17.91 

17.76 

19.74 

19.44 

18.93 

-1.06 

-1.46 

-1.61 

2.08 

2.75 

3.05 

2.63 

(0.50) 

(0.01)* 

4UV/C - 1 

            - 2 

            - 3 

19.70 

19.82 

19.56 

19.52 

19.84 

19.86 

-0.03 

0.09 

-0.17 

1.02 

0.94 

1.13 

1.03 

(0.09) 

(0.97) 

5UV/C - 1 

            - 2 

            - 3 

19.41 

19.91 

20.35 

19.04 

18.56 

18.53 

0.70 

1.20 

1.64 

0.61 

0.43 

0.32 

0.46 

(0.15) 

(0.08) 

* Significantly different from LN (control sample) 
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Figure 6.8d: VDR gene expression changes for samples from individual NS120. 

 

Analysis of sample NS120 can be seen in Table 6.7d and Figure 6.8d. Initially, a 

significant 8-fold decrease in expression can be seen, followed by a significant 2.6-fold 

increase in expression at 0.69J radiation and then a 2.2-fold decrease in expression at 

1.15J radiation, which was not significant. 

 

 

6.3.3.5 VDR GENE EXPRESSION CHANGES ASSOCIATED WITH LONG TERM 

UVA/UVB IRRADIATION 

 

Samples for individuals 111 and 120 underwent combined UVA/UVB irradiation 

equivalent to 2 MED and were allowed to recover for a period of 4 hours and 12 hours. 

CT values and gene expression changes were determined for these samples and 

evaluated using a T test. For samples from individual 111, only the 4 hour recovery was 

successfully analysed. The standard deviation obtained for triplicate reactions of the 

sample irradiated and recovered at 12 hours was not less than 0.4, and therefore analysis 

of this recovery time was not performed. However, after 4 hours of recovery, it was 
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noted that VDR gene expression was not significantly different to the control. Detected 

expression at 4 hours of recovery was at 0.96 (±0.04) compared to the control sample at 

1.02 (±0.27). Despite this non-significant result, samples from individual 120 did 

produce significant results as seen in Table 6.8 and Figure 6.9. 

 

Table 6.8: Calculation of VDR gene expression changes for samples from individual 

120. 

 

Samples ∆CT values for 

UV irradiated 

samples 

∆CT values for non-

UV irradiated samples

∆∆CT 

values 

2-∆∆CT 

values 

Average 

(SD) 

(P value)

CO - 1 

       - 2 

       - 3 

19.44 

19.61 

19.74 

19.44 

19.61 

19.74 

-0.16 

0.01 

0.14 

1.11 

0.99 

0.91 

1.00 

(0.11) 

4UV/C - 1 

            - 2 

            - 3 

21.19 

21.81 

21.33 

19.50 

19.45 

19.28 

1.78 

2.40 

1.92 

0.29 

0.19 

0.26 

0.25 

(0.05) 

(<0.01)* 

12UV/C - 1 

               - 2 

               - 3 

21.12 

20.81 

20.62 

20.77 

20.11 

19.91 

0.85 

0.54 

0.35 

0.55 

0.69 

0.78 

0.67 

(0.12) 

(0.02)* 

* Significantly different from LN (control sample) 
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Figure 6.9: VDR gene expression changes for
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6.3.3.6 VDR GENE EXPRESSION CHANGES ASSOCIATED WITH LONG TERM UVA 

IRRADIATION 

 

Samples for individuals 116 and 117 underwent irradiation with UVA equivalent to 2 

MED and were recovered for 4 and 12 hours. CT values were determined and expression 

changes were calculated. All samples underwent a T test to determine if expression was 

significantly different to a control sample. Results from these analyses can be seen in 

Tables 6.9a and 6.9b and Figures 6.10a and 6.10b. 

 

Table 6.9a: Calculation of VDR gene expression changes for samples from individual 

116. 

 

Samples ∆CT values for 

UV irradiated 

samples 

∆CT values for non-UV 

irradiated samples 

∆∆CT 

values 

2-∆∆CT 

values 

Average 

(SD) 

(P value)

CO - 1 

       - 2 

       - 3 

20.20 

20.54 

20.58 

20.20 

20.54 

20.58 

-0.24 

0.10 

0.14 

1.18 

0.93 

0.91 

1.01 

(0.15) 

4UV/C - 1 

            - 2 

            - 3 

20.68 

20.32 

20.55 

19.99 

19.76 

20.14 

0.71 

0.35 

0.58 

0.61 

0.78 

0.67 

0.69 

(0.09) 

(0.05)* 

12UV/C - 1 

               - 2 

               - 3 

21.70 

21.75 

21.74 

21.34 

20.87 

21.21 

0.56 

0.61 

0.60 

0.68 

0.66 

0.66 

0.66 

(0.01) 

(0.06) 
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Table 6.9b: Calculation of VDR gene expression changes for samples from individual 

117. 
 

Samples ∆CT values for 
UV irradiated 

samples 

∆CT values for non-UV 
irradiated samples 

∆∆CT 
values 

2-∆∆CT 

values 

Average 
(SD) 

(P value)
CO - 1 
       - 2 
       - 3 

20.14 
20.17 
20.32 

20.14 
20.17 
20.32 

-0.07 
-0.04 
0.11 

1.05 
1.03 
0.93 

1.00 
(0.07) 

4UV/C - 1 
            - 2 
            - 3 

21.38 
20.90 
20.93 

20.18 
20.20 
19.99 

1.26 
0.78 
0.81 

0.42 
0.58 
0.57 

0.52 
(0.09) 

(<0.01)* 

12UV/C - 1 
               - 2 
               - 3 

21.19 
21.60 
21.19 

19.96 
19.86 
20.02 

1.25 
1.66 
1.25 

0.42 
0.32 
0.42 

0.39 
0.06 

(<0.01)* 
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In a similar manner to samples from individual 116, a clear decrease in expression is 

seen after both 4 and 12 hours recovery from UVA irradiation, as depicted by Table 

6.9b and Figure 6.10b. Significant differences were seen for both 4 hours and 12 hours 

recovery, with approximate 2-fold and 2.5-fold decreases in expression seen, 

respectively. Additionally, the expression levels at 4 and 12 hours recovery, were not 

significantly different. 

 

 

6.3.3.7 SUMMARY OF VDR GENE EXPRESSION CHANGES ASSOCIATED UV RADIATION 

 

Overall, both short term and long term irradiation, with recovery, resulted in gene 

expression changes for combined UVA/UVB radiation and also for UVA only 

radiation. Many of these expression changes were significant and some consistencies 

between multiple samples were also evident. In general, samples undergoing short term 

UVA/UVB radiation appeared to show an initial decrease in expression, followed by an 

increase, with the exception of NS83, which showed a differential expression pattern. 

Additionally, both NS117 and NS118, which underwent short term UVA irradiation, 

showed an initial decrease then an increase in expression, as did sample NS120, 

although this was followed by a subsequent decrease in expression. Sample NS119, also 

undergoing short term UVA exposure, showed a differential gene expression pattern. 

For long term UVA/UVB radiation with recovery, only one sample gave consistent and 

adequate results. For sample 120, a decrease in gene expression was seen after 4hrs 

post-irradiation, and a significant, but not full, recovery was seen after 12 hours post-

irradiation. Finally, for both samples undergoing long term UVA irradiation and 

recovery, a decrease in expression was seen after 4 hours post-irradiation, which was 

still persistent after 12 hours post-irradiation. 
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6.4 DISCUSSION - THE ROLE OF THE VITAMIN D RECEPTOR 

IN NON-MELANOMA SKIN CANCER 
 

The hormonal form of vitamin D, 1α,25-dihydroxyvitamin D3, is necessary for the 

development and maintenance of healthy bones and also has numerous anti-

tumourigenic properties such as antiproliferative, prodifferentiation, proapoptotic and 

anti-angiogenic effects [201, 336]. The effects of 1α,25-dihydroxyvitamin D3 are 

mediated through binding to the vitamin D receptor, which triggers a number of 

transcription signalling pathways. As such, 1α,25-dihydroxyvitamin D3 and the vitamin 

D receptor are prime candidate for involvement in cancer development.  

 

Numerous polymorphisms of the vitamin D receptor alter its transcription and therefore 

expression, and this in turn affects 1α,25-dihydroxyvitamin D3 serum levels [358]. 

Additionally, 1α,25-dihydroxyvitamin D3 mediates the degradation of vitamin D 

receptors through the ubiquitin/proteasome pathway, thereby controlling protein, but not 

mRNA expression of the VDR [369]. The polymorphic variants and expression levels of 

VDR therefore appear to be extremely important in the effects of 1α,25-

dihydroxyvitamin D3. The purpose of this study was to assess polymorphic variants of 

the vitamin D receptor with respect to solar keratosis susceptibility and to study 

expression of VDR in skin exposed to UV radiation. 

 

 

6.4.1 ASSOCIATION ANALYSIS - THE ROLE OF VITAMIN D RECEPTOR 

POLYMORPHISMS IN SOLAR KERATOSIS DEVELOPMENT 
 

Association analysis revealed a number of interesting results. Initial chi-square analysis 

detected significant differences between genotype frequencies of the Apa I and Taq I 

polymorphisms in a solar keratosis affected population as compared to an unaffected 

population. Further logistic regression analysis of these polymorphisms then indicated 

that the heterozygous genotype was conferring an approximate 2-fold decreased risk in 

solar keratosis development for both polymorphisms. However, the effect of this 

genotype was a result of a significantly deviant control population, which was out of 
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Hardy Weinberg equilibrium, and as such all results should be regarded cautiously. As 

these initial chi-square and logistic regression analyses did not implicate a specific allele 

in development of SK, further analysis was undertaken grouping particular genotypes 

together to examine the effects of allelic composition. These analyses revealed a distinct 

and interesting role for polymorphisms of the vitamin D receptor. It was found that 

individuals that had genotypes consisting of at least one allele that would result in 

decreased transcription conferred a 2-fold decreased risk in solar keratosis development, 

although these comparisons did not reach statistical significance. It did however imply 

that an effect similar to that seen in prostate cancer was apparent [358]. The study on 

prostate cancer implied that reduced transcription of the VDR associated with 

polymorphic variants was linked to increased circulating 1α,25-dihydroxyvitamin D3 

levels [358]. Although the mechanism behind this is unclear, it was hypothesised that 

feedback pathways may influence the formation of 1α,25-dihydroxyvitamin D3 from its 

inactive precursor and that these pathways may be a result of VDR expression levels 

[358]. Although this may too explain the relationship seen in solar keratosis, a more 

comprehensive analysis revealed that other underlying factors were acting 

synergistically with VDR polymorphisms to influence risk. 

 

Interactive analysis of VDR genotypes and genotype combinations with skin colour 

revealed that the role of the VDR Apa I and Taq I polymorphisms was highly ambiguous 

dependent upon skin colour. In fact it was seen that genotypes with at least one allele 

conferring decreased transcription of VDR (AA/Aa and Tt/tt) conferred an approximate 

2-fold increase in risk for solar keratosis in fair skinned individuals. Additionally, when 

individuals with two alleles that conferred decreased VDR transcription (AA and tt) were 

analysed against other genotype combinations, a 2.5-fold increase in risk was seen for 

solar keratosis development in fair skinned individuals. This data suggests an additive 

effect for the alleles in fair skinned individuals, whereby having one allele that confers 

decreased VDR transcription results in risk for SK development, but having two alleles 

results in an even higher associated risk. It was also seen that genotypes with at least 

one allele conferring decreased VDR transcription posed an approximate 2-fold 

decreased risk for solar keratosis development in medium skinned individuals. 

Therefore, depending on skin colour, decreased expression of VDR may play differing 

roles in susceptibility to solar keratosis. 
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Similar to results seen for fair skinned individuals, the combination of genotypes with at 

least one allele conferring decreased VDR transcription (AA/Aa and Tt/tt) and also 

genotypes with two alleles conferring decreased VDR transcription (AA and tt) were 

associated with increased risks for development of solar keratosis. For both the Apa I 

and Taq I polymorphisms, these genotypes conferred approximate increases in risk for 

SK development between 2-fold and 3.5-fold. However, a clear cut additive effect for 

this could not be established. From these studies, it appears as though VDR 

polymorphisms play a role in solar keratosis development and that this role is dependent 

upon particular phenotypes, suggesting specific mechanisms for involvement. 

 

For individuals with fair skin and inability to tan, skin pigmentation would play a large 

role in the effects of the VDR, mediated by 1α,25-dihydroxyvitamin D3. It is well known 

that decreased skin pigmentation increases the synthesis of 1α,25-dihydroxyvitamin D3 

[336] and therefore in fair skinned individuals or those with an inability to tan, serum 

levels of 1α,25-dihydroxyvitamin D3 in response to UV radiation would be quite high. 

However, if these individuals have polymorphisms of the vitamin D receptor that result 

in its decreased transcription and therefore expression, the amount of circulating 1α,25-

dihydroxyvitamin D3 would be of no consequence. Reduced receptor expression would 

result in less binding of 1α,25-dihydroxyvitamin D3 and therefore its antiproliferative 

actions would be mediated at a lower rate. This would thus result in an increased 

likelihood of solar keratosis. In medium skinned people however, who have more 

pigmentation, 1α,25-dihydroxyvitamin D3 synthesis would be lower in response to UV 

radiation. In these individuals, polymorphisms of the vitamin D receptor which result in 

its decreased expression would also result in increased 1α,25-dihydroxyvitamin D3 

serum levels. In individuals with polymorphisms that increase the vitamin D receptor, 

these endogenous serum levels would be lower, and that synthesised in response to UV 

radiation may not be sufficient. Therefore individuals that have decreased expression of 

VDR but increased endogenous 1α,25-dihydroxyvitamin D3, which would be increased 

slightly more by UV exposure may result in a balanced effect that confers protection 

against solar keratosis development when compared against those individuals with 

increased VDR expression but decreased 1α,25-dihydroxyvitamin D3 levels. 

 

Although UV radiation is necessary for the biosynthesis of 1α,25-dihydroxyvitamin D3 

and therefore its actions as mediated through the vitamin D receptor it does not 
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significantly increase the risk for solar keratosis development in combination with VDR 

polymorphisms. The reason for this is likely to be that most individuals in the study, 

even those that stay mostly indoors for both work and recreation, would receive 

adequate UV exposure for the synthesis of 1α,25-dihydroxyvitamin D3. Although 

excessive exposure to UV radiation would increase the synthesis of 1α,25-

dihydroxyvitamin D3, it is likely that this would ultimately result in downregulation of 

the VDR to maintain homeostasis. In fact studies have shown that increased 1α,25-

dihydroxyvitamin D3, which would be achieved at constantly high UV exposures, 

decreases VDR protein levels via the ubiquitin/proteasome pathway [369]. Thus, within 

this study all individuals would receive sufficient UV exposure for synthesis and 

therefore mediation of 1α,25-dihydroxyvitamin D3, and therefore does not interact with 

polymorphic VDR variants to confer an increased risk for solar keratosis development. 

 

 

 

In summary, the Apa I and Taq I polymorphisms, located in the 3’ region of the VDR 

gene, appear to play a role in solar keratosis development, whereas the Fok I 

polymorphism, located in the 5’ region of the VDR gene, does not. However, it is 

necessary to further analyse the Apa I and Taq I polymorphisms, particularly in an 

independent cohort to determine if these results are a true reflection of a deviant control 

population. The effect of the Apa I and Taq I polymorphisms was seen most notably in 

combination with skin type. In particular, the combined AA/Aa and Tt/tt genotypes were 

associated with an approximate 2-fold increased risk for solar keratosis development in 

fair skinned individuals, whereas the combined AA/Aa genotypes conferred a 2-fold 

decreased risk for solar keratosis development in medium skinned individuals. 

Additionally, the AA and tt genotypes, when compared against other combined 

genotypes, conferred approximate 2.5-fold increases in risk in fair skinned individuals.  

 

These highly differential effects of the two polymorphisms in relation to skin colour are 

likely explained by the ability of these individuals to produce 1α,25-dihydroxyvitamin 

D3 and its interactions with the vitamin D receptor. As such, the decreased pigmentation 

seen in fair skinned individuals may allow increased production of 1α,25-

dihydroxyvitamin D3, however if these individuals possess polymorphisms that result in 

decreased VDR expression, the actions of 1α,25-dihydroxyvitamin D3 cannot be 
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mediated and thus they are at increased risk for solar keratosis development. Also, those 

individuals with medium colour skin that have slightly higher pigmentation have a 

decreased ability to synthesise 1α,25-dihydroxyvitamin D3. If these individuals have 

decreased transcription and therefore expression of VDR, endogenous serum levels 

would be expected to be slightly higher than in those individuals with increased VDR 

transcription, possibly offering protection against solar keratosis development. 

 

 

6.4.2 EXPRESSION ANALYSIS – VITAMIN D RECEPTOR GENE 

EXPRESSION CHANGES IN RESPONSE TO UV RADIATION 
 

The UVB range of UV radiation elicits a cutaneous response that ultimately results in 

the biosynthesis of a hormonal form of vitamin D that can act upon receptors to mediate 

antiproliferative, prodifferentiation and antiapoptotic pathways. It was therefore 

expected that UVB radiation would have a strong effect on gene expression changes of 

VDR. It was not expected that UVA would play a large role in the regulation of the 

VDR, however the results presented here suggest that it does. As expected, and 

consistent with real time expression studies in human tissue, differing expression 

patterns were seen for each of the individuals. However, some consistent patterns were 

also evident, suggesting a role of UV radiation in the control of VDR expression. 

 

For combined UVA/UVB short term irradiation, the NS82 and NS84 samples showed 

an initial decrease in expression followed by an increase. However, NS83 showed more 

of a cyclic pattern, demonstrating an increase followed by a decrease, then a second 

increase and decrease. Similarly, NS117, NS118 and NS120 samples showed an 

increase, followed by a decrease in expression, with NS120 also showing a second 

decrease in expression. Sample NS119, like NS83, showed a cyclic pattern of increased, 

decreased, increased then decreased expression. It is likely that the patterns seen for 

NS83 and NS119, which notably deviate from the other samples, may be a result of 

other confounding factors, such as genotype and phenotype. However, the general 

decreased then increased expression, evident in the other samples may represent a 

general response of VDR to UV radiation. 
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After previtamin D3 is synthesised from UV radiation, it takes several hours for it to 

transform to vitamin D3, which is then hydroxylated to its active form. Therefore the 

immediate response seen within 10 minutes of irradiation cannot reflect a response to 

increased hormonal vitamin D levels. During chronic sun exposure, previtamin D3 and 

also vitamin D3, can be photoisomerised to a variety of photoproducts, which may have 

similar effects to 1α,25-dihydroxyvitamin D3 [337, 370]. However, whether any effects 

of these on VDR expression would be seen in such a short time is also dubious. It is 

therefore expected that another mechanism may exist for immediate expression changes 

of VDR. The initial decrease in VDR expression may reflect translation into protein and 

the subsequent increase may reflect additional transcription of the VDR gene. It was 

interesting to note that UVA radiation had a similar effect on expression changes as the 

combined UVA/UVB radiation. This also suggests that regulation of VDR may not be 

mediated by the hormonal form of vitamin D, as this is generated, in part, by UVB 

radiation. 

 

Long term UVA/UVB combined irradiation was apparent only for sample 120. It was 

shown that although VDR expression was significantly decreased 4 hours post-

irradiation, a significant recovery was apparent at 12 hours post-irradiation, although 

this recovery was not complete. Additionally, after long term exposure to UVA 

radiation, VDR expression was significantly decreased at 4 hours post-irradiation and 

was decreased even further, although not significantly, at 12 hours post-irradiation. This 

indicates that VDR expression is mediated by both UVA and UVB radiation and that 

expression levels are affected for quite an extensive period of time. 

 

In a study performed by Courtois and colleagues, UVB radiation on cultured 

keratinocytes was found to decrease VDR expression for up to 15 hours in highly 

irradiated samples and recovery, although not complete, was seen at 24 hours [368]. In 

this study, it seems apparent that a similar phenomenon was seen for sample 120, 

irradiated by combined UVA/UVB radiation, although some recovery of VDR 

expression was noted after 12 hours. Additionally, UVA only caused a decrease in VDR 

expression, but no recovery in expression was noted after 12 hours. This may suggest 

that the effects of UVA radiation on VDR expression are longer lasting than the effects 

of UVB radiation. However, additional studies over a longer time course would provide 

further evidence of a relationship. It is possible that the differences seen between 
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UVA/UVB and UVA radiation may be due to genotypic and phenotypic factors of the 

individuals from which the samples were taken. Some of these may include 

polymorphic variants of the VDR gene as well as skin colour and ability to tan, which 

were all found to influence the risk of solar keratosis development, through suspected 

mediation of 1α,25-dihydroxyvitamin D3. 

 

The decreased expression of VDR seen in response to UV radiation is likely to reflect a 

pathway that perhaps initially aims to limit excessive binding of 1α,25-

dihydroxyvitamin D3. It is known that degradation of protein expression of VDR can be 

controlled by the ubiquitin/proteasome pathway, which is inhibited by 1α,25-

dihydroxyvitamin D3 [369]. This suggests a mechanism for 1α,25-dihydroxyvitamin D3 

positive control over VDR protein. The reduced mRNA expression of VDR in the skin, 

which is also accompanied by a decreased protein expression, following UV radiation is 

likely to be mediated through a different pathway, although perhaps still through 1α,25-

dihydroxyvitamin D3 production. The exact mechanism behind decreased expression is 

not yet known, however it has been proposed that a feedback mechanism may exist in 

skin, which temporarily reduces the availability of the vitamin D receptor upon UV 

radiation, thereby limiting skin responsiveness to 1α,25-dihydroxyvitamin D3  [368]. 

 

Although UVB and not UVA plays a role in the synthesis of 1α,25-dihydroxyvitamin 

D3, it appears as though both UVA and UVB radiation play a role in expression of the 

vitamin D receptor. This may suggest that the effects that were seen for expression may 

result from a pathway that is not associated with 1α,25-dihydroxyvitamin D3 synthesis, 

at least in part. The fact that UVA radiation has an effect on VDR expression levels 

suggests that they respond to a general UV effect and not as a result of UVB-induced 

1α,25-dihydroxyvitamin D3 production. 

 

 

6.4.3 SUMMARY AND FUTURE DIRECTIONS 

 

It is quite evident from these studies that the vitamin D receptor does play a role in UV-

induced skin carcinogenesis. Firstly, polymorphisms of the VDR gene are likely to be 

associated with both increased and decreased risk for solar keratosis development, 
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dependent upon skin colour, and this implies a role for 1α,25-dihydroxyvitamin D3 

mediation. However, additional studies involving independent cohorts, is necessary to 

confirm these results. Additionally, it was found that UV radiation decreased the 

expression of VDR in a manner that seemed to be unrelated to 1α,25-dihydroxyvitamin 

D3 synthesis but one that may have implications for 1α,25-dihydroxyvitamin D3 

mediation.  

 

The UV radiation studies in particular have presented some confounding results, and 

ones that should be further studied. The implication of UVA radiation in VDR 

expression suggests a differential pattern to that seen for UVA/UVB combined 

radiation. These patterns may be related to differences between the individuals from 

which the samples were taken or may reflect truly defining mechanisms for expression 

control. Additional studies observing the effect of both UVA and combined UVA/UVB 

radiation on the same individual may more clearly define the role for different types of 

UV radiation in control of VDR expression. Also, the differences seen between 

individuals that were exposed to the combined UVA/UVB irradiation suggests 

confounding factors may also influence expression levels. Therefore larger studies 

performed on long term irradiation observing effects of genotype and phenotype may 

give further insight into the effect of radiation on VDR expression. Finally, studies 

performed using different doses of radiation and more frequent analysis of recovery 

times may also show more exact responses of VDR expression to UV radiation. 

 

In summary, variants of the VDR gene that would reduce transcription and therefore 

expression, increased risk for solar keratosis development in fair skinned individuals but 

decreased risk for medium skinned individuals. This appears to be related to the ability 

of individuals to synthesise 1α,25-dihydroxyvitamin D3 and for this to interact with the 

vitamin D receptor to mediate a number of anti-tumourigenic responses. Decreased 

expression of VDR following irradiation may be a mechanism whereby skin 

responsiveness to 1α,25-dihydroxyvitamin D3 can be temporarily limited. However, the 

pathways behind this control may not be related to the synthesis of 1α,25-

dihydroxyvitamin D3 and may rather be a result of more general UV-induced pathways. 

Further, confirmatory and exploratory studies may further define the role of UV 

radiation on vitamin D receptor expression in the skin.  
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CHAPTER 7 

 
OVERALL ASSESSMENT OF NON-

MELANOMA SKIN CANCER 

DEVELOPMENT AND PROGRESSION 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



7.1 OVERVIEW OF CURRENT KNOWLEDGE 
 

Non-melanoma skin cancer is a result of a series of accumulated genetic abnormalities, 

typically arising through environmental stimulation of mutagenesis and inadequate 

repair. NMSC is comprised primarily of 2 major types, being SCC and BCC and these 

have highly differing phenotypic properties. BCC is highly invasive and locally 

destructive, whereas SCC is both invasive and has metastatic potential [47, 48]. These 

phenotypic differences are clearly seen as a result of the degree of genomic instability. 

Whereas BCC are relatively genetically stable, SCC and also their precursor lesions SK 

are highly unstable, reflecting a higher degree of malignancy, or in the case of SK the 

potential for malignancy. 

 

Pathways involved in cellular growth contain a number of potential cancer causing 

genes. In fact, it is mutations of tumour suppressor genes and proto-oncogenes that are 

highly involved in the cell cycle that result in uncontrolled proliferation and 

dedifferentiation that is typical of cancer cells. A number of these genes have been 

identified as causative factors for the development of NMSC, and in some cases those 

genes involved in the development of SCC and BCC may be somewhat different. 

Although a large amount of data is available on these cancer causing genes and their 

involvement in NMSC, the various potential mechanisms by which these skin cancers 

form, have barely been touched on. 

 

A number of tumour suppressor genes and oncogenes have been implicated in NMSC 

development. These include the p53, CDKN2a, Bcl-2 and Ras family of genes. Another 

tumour suppressor gene, which may have implications for this study, is transforming 

growth factor β (TGF-β), which shows inhibition of growth in normal epithelial cells 

but stimulation of growth in normal fibroblast cells [159]. TGF-β is involved in a 

pathway that induces p15 and p21, which are Cdk inhibitors, and therefore results in 

growth arrest late in the G1 phase of the cell cycle and subsequent apoptosis [372]. Loss 

of this normal inhibitory response is involved in the transformation from a normal to 

malignant phenotype [372]. In fact, in SCC, an altered response to TGF-β has been 

associated with later stages of tumour development such as an increased metastatic 

potential [159]. 
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In addition to mutagenic insult on cancer causing genes that result in a malignant 

phenotype, a number of other genes and gene pathways are involved in NMSC 

development. In particular, genes that may be involved in repair of mutagenesis or 

removal of mutagenic lesions as well as those involved in cell signalling pathways all 

play a role in the accumulation of genetic aberrations that ultimately result in NMSC. 

 

A primary example of this is seen in xeroderma pigmentosum patients, which lack an 

adequate nucleotide excision repair pathway, and therefore are at a highly increased risk 

of non-melanoma and melanoma skin cancer [157]. Additionally, genes involved in 

detoxification pathways, including activation and removal of a number of mutagenic 

substrates have been implicated in NMSC [172, 184]. 

 

The aim of this study was to examine potential susceptibility regions and susceptibility 

genes, which may increase an individuals risk for NMSC development and to elucidate 

the pathways involved in this risk. A number of different types of analyses were 

performed in order to better understand the processes behind both skin cancer 

development, particularly in the early stages of NMSC and also progression to a more 

malignant phenotype. 
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7.2 OVERVIEW OF ANALYSIS OF MOLECULAR ABERRATIONS 

ASSOCIATED WITH NON-MELANOMA SKIN CANCER 
 

 

7.2.1 CYTOGENETIC ANALYSIS 

 
7.2.1.1 ANALYSIS OF 18q IN SQUAMOUS CELL CARCINOMA PROGRESSION 

 

Previous cytogenetic analysis of SK and SCC, within the Genomics Research Centre, 

revealed a distinct loss of 18q associated with SCC progression. This region has also 

been implicated in progression of a number of other malignancies and may therefore be 

important in late stage carcinogenesis and metastatic potential. Loss of heterozygosity 

analysis was performed for a number of microsatellite markers within this region for 

SCC, SCC in situ and SK. Although no LOH was observed, this does not necessarily 

reflect on the role of 18q in SCC progression. In fact the localisation of a number of 

potential tumour suppressor gene candidates to a small region within 18q indicates that 

a widespread LOH analysis approach may not have been sufficient to detect the loss of 

genetic material. 

 

Of the candidate genes that could be implicated in SCC progression, the Smad2 and 

Smad4 genes may be interesting candidates as they are involved in the TGF-β signalling 

pathway. Implication of VDR receptor polymorphisms in SK development and their 

subsequent involvement in the TGF-β signalling pathway indicate that the effects of this 

pathway on NMSC may be numerous. If regulators of TGF-β, such as VDR, are 

insufficient to induce the signalling pathway and subsequent cell cycle arrest, early 

stage carcinogenesis may result. However a second insult upon this regulatory pathway 

may be enough to induce a more malignant phenotype with metastatic potential. It has 

in fact been noted that the altered response of SCC to TGF-β is associated with later 

stages of tumourigenesis and the implication of 18q loss in SCC may provide evidence 

for this altered response.  
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7.2.1.2 ANALYSIS OF CHROMOSOMAL ABERRATIONS ASSOCIATED WITH 

KERATOACANTHOMA DEVELOPMENT 

 

Comparative genomic hybridisation analysis on a number of NMSC, including BCC, 

SCC and KA, had previously revealed a number of chromosomal aberrations that could 

potentially be involved in the development of NMSC. Although many chromosomal 

aberrations may be related to general genomic instability associated with 

carcinogenesis, it likely that at least some aberrant chromosomal regions identified by 

CGH harbour oncogenes and tumour suppressor genes responsible for NMSC 

development. As such, this technique was used to further identify aberrant chromosomal 

regions in a rarer form of NMSC, keratoacanthoma.  

 

In general, regressing keratoacanthoma appeared to have more regions of deletion than 

did evolving or mature KAs. Additionally, some regions that were deleted in regressing 

KAs were amplified in mature or evolving KAs. This suggests that loss of genetic 

material may play a role in regression of KAs, and potentially other forms of NMSC. 

Interestingly, a number of candidate susceptibility genes that were being considered for 

investigation were located in or near aberrant regions detected by CGH analysis. As 

discussed in Section 2.2.3.6, slight differences in the location of aberrations along the 

medial axis of chromosomes for a number of metaphase spreads, may result in 

smearing, and therefore the implicated region of involvement may be slightly 

inaccurate. Hence, genes located near aberrant regions may be involved in NMSC 

development. Additionally, this phenomenon may explain the different results obtained 

for CGH and LOH analysis of SCC samples. 

 

The identification of aberrant chromosomal regions either near or containing candidate 

susceptibility genes, gave evidence of their potential role in NMSC development. 

Combined with known functional roles, this prompted further investigation of SSTR, 

GST and the VDR candidate susceptibility genes. Association analysis was therefore 

used to determine whether genetic polymorphisms of these genes were involved in solar 

keratosis development. Also, for genes implicated in SK development, expression 

analysis was used to investigate gene expression changes in response to UV radiation. 
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7.2.2 ASSOCIATION AND EXPRESSION ANALYSIS 
 

This study employed association analysis to investigate genes associated with 

susceptibility to solar keratosis, expression analysis to study UV response of implicated 

genes and loss of heterozygosity analysis to try to determine candidate genes involved 

in progression to a malignant phenotype. An important factor for this study was the use 

of association studies to determine susceptibility genes involved in solar keratosis 

development, a lesion that is extremely common, particularly in elderly individuals. 

Using a more elderly population meant that many individuals who would develop SKs 

in their lifetime already had, and individuals who had not developed SKs may have 

been truly protected against them. In this way, results were somewhat confounded and 

although results presented conferred susceptibility to SK, they may actually reflect 

protective status in control individuals. In fact, it was seen that gene frequencies and 

analysis of the Hardy-Weinberg equilibrium indicated that the affected population more 

closely resembled a general, control population for other studies. This demonstrated that 

those individuals who were not affected might have genotypes that set them aside from 

a general population by expressing significant protective mechanisms. 

 

 

7.2.2.1 ANALYSIS OF SOMATOSTATIN RECEPTORS 

 

Somatostatin has a number of growth inhibitory effects that are mediated through 

binding to high affinity receptors (SSTR1-5). It was hypothesised that structural 

differences in these receptors may influence solar keratosis development. Differences in 

the genetic composition of the SSTR1 and SSTR2 genes, which may or may not relate to 

structural differences, were studied in a solar keratosis affected population and 

compared against a non-affected population. Results showed that there were no 

differences in allele frequencies between affected and control populations for either of 

the genes studied, therefore indicating no significant involvement of these genes in solar 

keratosis development.  

 

Although the somatostatin protein may induce inhibitory effects that could protect 

against solar keratosis development, this is not reflected in polymorphic variants of the 
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receptors for the protein. This could likely indicate that the polymorphisms studied in 

these receptors do not actually confer altered structure or if they did, this may not have 

an effect on binding capacity to the somatostatin protein. The study of somatostatin and 

its receptors in cancer development is important in the development of therapeutic 

analogues and their use in treatment. In fact a number of studies examining the effects 

of SST analogues on treatment of cancer have produced some promising results, 

specifically in cancers expressing SST receptors. Further analysis of the SST and SSTR 

systems in solar keratosis and other non-melanoma skin cancers may allow for 

development of better therapeutic treatments. 

 

 

7.2.2.2 ANALYSIS OF GLUTATHIONE-S-TRANSFERASES 

 

Glutathione-S-transferases are strongly involved in the detoxification of electrophiles 

and other mutagenic compounds that result from UV-induced oxidative stress. Although 

numerous pathways exist for the removal of many of these products, inadequate GST 

activity may throw out the balance between production and removal of mutagenic 

substrates and therefore contribute to carcinogenesis. Although the GST enzymes are 

not directly involved in growth related activities that are typical of cancer related genes, 

they may offer protection to these genes against mutagenic attack and therefore reduce 

the risk of cellular growth imbalances and subsequent carcinogenesis. Association 

analysis was performed to determine if polymorphisms of the GSTM1, GSTT1, GSTP1 

or GSTZ1 genes were involved in the development of solar keratosis and subsequent 

expression analysis was performed on implicated genes to determine response to UV 

radiation.  

 

Both GSTM1 and GSTT1 gene polymorphisms were shown to be involved in solar 

keratosis development, with the complete absence of these enzymes resulting in an 

increased risk for development in the tested SK population. Other gene polymorphisms 

studied only resulted in differential binding properties of the enzymes and were not 

found to be associated with solar keratosis development. The expression of GST genes 

in cells therefore seems important in mediating a protective effect. Additionally, the risk 

associated with the absence of these enzymes appeared to be increased in individuals 

with high outdoor exposure, implying an additional influence of UV radiation. UV 
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radiation is perhaps one of the most well known risk factors for NMSC development, 

although it is often difficult to analyse in population based studies. In this study, UV 

radiation alone was not found to be a risk factor for solar keratosis development, 

possibly due to the reasonably high exposure of all individuals used in the study. 

However, the biological effects of the GSTM1 and GSTT1 enzymes are a direct result 

of UV-induced oxidative stress. Both of these genes conjugate a number of potentially 

mutagenic products to glutathione for detoxification and removal, including lipid and 

DNA hydroperoxides, 4-hydroxynonenal and 5-hydroxymethyluracil. If not removed, 

these substrates may attack any DNA, including genes involved in cell cycle control, 

and therefore increase risk of carcinogenesis. 

 

Expression analysis of the GSTT1 gene demonstrated that both short term UVA and 

combined UVA/UVB radiation had immediate effects on the expression of GSTT1. 

Although these changes may potentially reflect general cellular expression alterations, 

they are likely to reflect protein translation and mRNA transcription that reflect 

utilisation of the GSTT1 enzyme. The fact that similar effects were seen in UVA and 

combined UVA/UVB radiation, suggest that the effects are mediated by UVA radiation 

and that the addition of UVB does not significantly alter these effects. It is known that 

UVA is primarily responsible for oxidative stress and that UVB may contribute slightly. 

These results therefore suggest that UVA, which is involved in inducing oxidative 

stress, results in activation of the GSTT1 enzyme.  

 

 

7.2.2.3 ANALYSIS OF THE VITAMIN D RECEPTOR 

 

The hormonal form of vitamin D, 1α,25-dihydroxyvitamin D3, produces a number of 

biological effects that inhibit proliferation and promote differentiation, mediated 

through the vitamin D receptor. 1α,25-dihydroxyvitamin D3 promotes cell cycle arrest at 

the G1/S checkpoint by upregulation of Cdk inhibitors [201]. In particular the p21 gene 

contains a vitamin D response element and may therefore be upregulated by 1α,25-

dihydroxyvitamin D3 at the transcriptional level, also upregulation of both this gene and 

p27 may occur at the post-translational level [201]. The effect on p21 may also be 

secondary to an effect of TGF-β [201], which upregulates p21 [372]. Therefore 

differences in VDR expression may influence cell cycle arrest, and as such may increase 
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susceptibility to carcinogenesis. This study used association analysis to determine 

differences in the frequency of VDR gene polymorphisms between SK affected and 

control populations. Subsequent analysis of expression changes in response to UV 

radiation was also performed. 

 

Association analysis of VDR gene polymorphisms on SK development indicated that 

these had an effect specifically in conjunction with skin pigmentation. However, a 

significantly deviated control population, rather than an affected population, 

necessitates further analysis of these polymorphisms, particularly in an independent 

cohort. Genotypes with at least one allele conferring decreased transcription and 

therefore decreased expression of the VDR were found to increase risk for SK 

development in individuals with fair skin but decrease the risk for SK development in 

individuals with medium skin. This appeared to be related to differences in the ability to 

produce 1α,25-dihydroxyvitamin D3 in these individuals coupled with a balance of 

binding to VDR. However, the increased risk of SK associated with decreased VDR 

expression in fair skinned individuals may potentially be coupled to the TGF-β 

pathway. 1α,25-dihydroxyvitamin D3 normally upregulates TGF-β, which in turn 

induces p21 and p15 that inhibit Cdk and therefore promote cell cycle arrest at the G1/S 

checkpoint. Decreased VDR expression is therefore likely to decrease TGF-β through 

reduction of 1α,25-dihydroxyvitamin D3 activity and therefore ultimately reduce the 

potential for G1/S cell cycle arrest. This would therefore result in mutated genes being 

replicated without checking and subsequent repair at the G1/S checkpoint.  

 

Expression analysis also demonstrated reduced VDR expression after long term 

irradiation and recovery. This did not appear to be completely dependent upon 1α,25-

dihydroxyvitamin D3 concentrations as reduced expression was seen in response to both 

UVA and UVB radiation. It appears as though another mechanism is responsible for the 

downregulation of VDR in response to UV radiation and that this may be regulated by 

general UV radiation. 
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7.3 FUTURE DIRECTIONS AND IMPLICATIONS 
 

7.3.1 CYTOGENETIC ANALYSIS 
 

Within this study, LOH analysis failed to confirm data implicating 18q in progression of 

SK to SCC. However, this is likely due to a study design that did not take into account 

localised sites of candidate tumour suppressor genes. In fact, a strong potential for these 

tumour suppressor genes to be involved in progressive malignancies indicates that 

further analysis is likely to reveal LOH associated with these genes. 

 

A more specific approach, using a number of microsatellite markers in close proximity 

to candidate tumour suppressor genes, may be more definitive in revealing any deletions 

associated with SCC. Also a larger number of samples would aid in the correlation of 

LOH in this localised region to the entire 18q region detected as deleted by CGH. If 

frequencies are similar, then the region studied for LOH is likely to strongly reflect 

CGH data, however if LOH frequency is lower than that depicted by CGH, other 

regions of 18q are likely to be involved. In addition to further LOH analysis of a region 

containing a number of tumour suppressor genes, identification of other genetic 

abnormalities associated with these genes is necessary.  

 

Knudsen’s two-hit hypothesis states that for irregular cellular growth, inactivation of 

two alleles of a tumour suppressor gene is required. Therefore, although LOH analysis 

may indicate deletion of one allele, it is also likely that the other allele is inactivated. 

Primarily, mutation analysis of the second allele could be performed to determine if 

specific mutations are associated with functional loss. Additionally, methylation 

analysis could be performed to determine any effects on gene silencing. Future analysis 

of the 18q region, and candidate genes within it is likely to give a better indication of 

pathways involved in progressive malignancy of NMSC. 

 

Also, comparative genomic hybridisation of keratoacanthoma samples revealed some 

interesting results, worthy of further investigation. Only a small number of KA samples 

were analysed in this study and reverse labelled hybridisations were not performed. 

Additional studies, encompassing more samples and reverse labelled hybridisation, may 
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implicate more specifically, consistent regions of genetic aberration. Another group has 

analysed a large number of KA samples, however they did not take into account the 

stage of development. Within this study, some differences between regressing KAs and 

mature or evolving KAs were indicated and therefore suggests that genetic aberrations 

are associated with specific stages of KA development. Further analysis of these 

different stages may indicate specific aberrations associated with regression, and 

therefore allow for development of better treatments for NMSC. 

 

 

7.3.2 ASSOCIATION ANALYSIS 
 

The implication of susceptibility gene polymorphisms in solar keratosis indicates that a 

number of underlying genetic factors may be involved in the development of the earliest 

stages of NMSC. Additionally, these susceptibility genes are correlated with well 

known environmental and phenotypic factors such as UV radiation, skin colour and 

ability to tan.  

 

There is potential for each of these genes to be involved in susceptibility to other forms 

of skin cancer. To date, polymorphisms within the GST genes have been associated with 

BCC, but only in conjunction with other factors and not specifically in development. 

Also GST polymorphisms have been implicated in SCC development in renal transplant 

recipients. In addition, polymorphisms within the VDR have been associated with 

malignant melanoma and BCC development, although a role in SCC is yet to be 

established. 

 

Further analysis of polymorphisms in cutaneous SCC, may provide additional clues into 

the mechanism of these genes on NMSC development. On the other hand, it is quite 

possible that although polymorphisms of these genes are sufficient to increase risk in 

early stage carcinogenesis, additional risk factors are required for progression to more 

malignant phenotypes. This pattern may be witnessed in the hypothesised involvement 

of the TGF-β signalling pathway in solar keratosis development and progression to 

squamous cell carcinoma. 
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Additionally, further association analysis of solar keratosis may reveal additional genes 

that are involved in susceptibility to the early stages of NMSC. In fact, polymorphisms 

of the glutathione peroxidase, glutathione-S-transferase M3, melanocortin-1 receptor 

and matrix metalloproteinase genes are currently being considered for analysis in solar 

keratosis. Comprehensive association analysis of solar keratosis may result in the 

identification of a number of risk factors for development, and in conjunction with SCC 

analysis specific risk factors may be implicated in progression. 

 

 

7.3.3 EXPRESSION ANALYSIS 
 

Expression analysis in response to UV radiation has indicated that genes involved in 

susceptibility to early and late stage carcinogenesis respond to UV radiation with gene 

expression changes that may reflect transcription and subsequent translation. Also 

analysis has shown that some of the effects of UV radiation can be long lasting and at 

the present time may be induced through unknown pathways. 

 

Further expression analysis of the genes tested in this study is currently being 

considered to examine more closely the effects of dose and time response. This study 

has examined the effects of immediate short term irradiation and also long term 

irradiation with recovery. However, no intermediate studies were performed. Studies 

with many different dosage levels may provide clues as to the degree at which UV 

radiation inflicts specific gene expression changes. Also studies that allow for more 

frequent testing of recovery may provide clues as to the length of transcriptional 

activity, and if accompanied by protein expression analysis may also indicate a 

relationship to translational activity. A combination of mRNA and protein expression 

may therefore provide clues as to genetic pathways that induce transcription and 

translation, the interaction between these activities and the rate at which they occur, 

which may ultimately result in a more comprehensive biological understanding. 

 

Within this study, expression analysis of the GSTM1 gene was not attempted due to its’ 

high homology to other GSTM genes, and therefore potential for problems with primer 

specificity. Some studies have examined mRNA expression of GSTM1, therefore 
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suggesting that appropriate primers can be designed. Therefore, real time RT-PCR 

analysis of GSTM1 in response to UV radiation could be achieved and may indicate 

gene expression changes due to UV-induced oxidate stress. Additionally, protein 

expression levels of GSTP1 are increased in a number of skin cancers. Although 

polymorphisms of this gene were not found to influence susceptibility to SK, it does not 

rule out a role for this gene in NMSC development. Expression analysis of GSTP1 in 

response to UV radiation may implicate this gene in pathways involved in UV-induced 

mutagenesis. 

 

Additionally, many of the pathways in which expression changes were hypothesised to 

be involved can and should be studied in further detail. For example, GSTT1 changes 

are expected to occur as a result of detoxification of UV-induced oxidative stress 

products. Many of these products can be measured and correlation to GSTT1 mRNA 

and protein expression changes would allow for confirmation of this role. Also, it was 

hypothesised that downregulation of VDR did not occur via response to 1α,25-

dihydroxyvitamin D3. UV radiation studies within whole organisms would allow for 

correlation of 1α,25-dihydroxyvitamin D3 serum levels to VDR mRNA and protein 

expression levels and could therefore verify or reject this hypothesis. In all, functional 

studies should be performed in conjunction with expression studies to relate gene 

effects to a biological role. 
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7.4 CONCLUSIONS 
 

Non-melanoma skin cancer is an extremely prevalent disorder and one that is associated 

with high treatment costs. Understanding of the molecular basis of NMSC is the first 

step in identifying the cause, prognosis and potential therapeutic treatment of this 

disorder. Malignancy and metastatic potential are characterised by a number of altered 

phenotypic properties, including cell and tissue morphology and invasiveness. More 

importantly, these phenotypic changes result from aberrations of genes involved in 

normal cellular growth, which may be influenced by or may itself influence other 

genetic pathways. This study has aimed to further identify genetic factors, which may 

contribute to both the development and progression of NMSC, and to examine the 

effects that are associated with environmental and phenotypic factors. The 

implementation of a number of different techniques has allowed for a comprehensive 

analysis of genetic, environmental and phenotypic factors and their interactions with 

one another. 

 

These studies have provided evidence for the involvement of a number of susceptibility 

gene polymorphisms in the earliest stages of NMSC development. Additionally, the role 

of two of these susceptibility genes has been further confirmed by expression studies. 

Detoxification and cell signalling pathways have been identified as important factors in 

the development and progression of NMSC. Although a number of confirmatory and 

functional studies can be performed, this analysis has allowed for a better understanding 

of the molecular factors underlying NMSC. 
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Appendix 
 

 

 



Table 1:  Sensors and Filters used with the IL1400A detector to determine total 

UV, UVA and UVB radiation emitted from the 15S Solar Simulator. 

 

 

 

 

 
NB: Sensors and Filters provided by International Light. 

Radiation Sensor Filter 

Total UV SEL005 WBS320 

UVA SEL240 SCS280 

UVB SEL033 UVA 

 

 

 

 

 334


	August 2004
	Abstract
	Acknowledgements
	Statement of Originality
	
	References289
	Appendix333


	04Chapter3.pdf
	Multiplex 1
	Multiplex 2
	Multiplex 3

	06Chapter5.pdf
	GSTT1
	GSTZ1
	GSTZ1

	08Chapter7.pdf
	Chapter 7

	09References.pdf
	References

	10Appendix.pdf
	Appendix




