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Abstract 

This thesis examines one of the premier “big science” projects of the contemporary era 
⎯ the globalised genetic mapping and sequencing initiative known as the Human 
Genome Project (HGP), and how Australia has responded to it. The study focuses on 
the relationship between the HGP, the biomedical model of health, and globalisation. It 
seeks to examine the ways in which the HGP shapes ways of thinking about health; the 
influence globalisation has on this process; and the implications of this for smaller 
nations such as Australia. 

Adopting a critical perspective grounded in political economy, the study provides a 
largely structuralist analysis of the emergent health context of the HGP. This 
perspective, which embraces an insightful nexus drawn from the literature on 
biomedicine, globalisation and the HGP, offers much utility by which to explore the 
basis of biomedical dominance, in particular, whether it is biomedicine’s links to the 
capitalist infrastructure, or its inherent efficacy and efficiency, that sustains the 
biomedical paradigm over “other” or non-biomedical health approaches. 

Additionally, the perspective allows for an assessment of whether there should be some 
broadening of the way health is conceptualised and delivered to better account for 
social, economic, and environmental factors that affect living standards and health 
outcomes, and also the capacity of globalisation to promote such change. These issues 
are at the core of the study and provide the theoretical frame to examine the processes 
by which Australian policy makers have given an increasing level of support to human 
genomic research over the past decade and also the implications of those discrete policy 
choices. 

Overall, the study found that globalisation is renewing and extending the dominance of 
the biomedical model, which will further marginalise other models of health while 
potentially consuming greater resources for fewer real health outcomes. While the 
emerging genomic revolution in health care may lead to some wondrous innovations in 
the coming decades, it is also highly likely to exacerbate the problems of escalating 
costs and diminishing returns that characterise health care systems in industrialised 
countries, and to lead to greater health inequities both within and between societies. 

The Australian Government has chosen to underwrite human genomic research and 
development. However, Australia’s response to the HGP has involved both 
convergences and variations from the experiences of more powerful industrial nations. 
The most significant divergence has been in industry and science policy, where until the 
mid-1990s, the Australian Government displayed no significant interest in providing 
dedicated research funding, facilities, or enabling agencies to the emerging field. 
Driven by the threat of economic marginalisation and cultural irrelevance, however, a 
transformation occurred. Beginning with the Major National Research Facilities 
Program of the Department of Industry, Science and Technology, and then the landmark 
Health and Medical Research Strategic Review, support for human genomic research 
grew strongly. Comprehensive policy settings have recently been established to 
promote the innovation, commercialisation, promotion and uptake of the products of 
medical biotechnology and genomics. As such, local advocates of a broader model of 
health will be forced to compete on the political and economic stage with yet another 
powerful new area of biomedicine, and thus struggle to secure resources for perhaps 
more viable and sustainable approaches to health care in the 21st century. 
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Introduction 

Chapter One


Introduction


“Would you tell me, please, which way I should go from here?” Alice asked the 
Cheshire Cat. “That depends a good deal on where you want to get to,” said the Cat 
(Carol 1988). 

Background to the study 

Towards genetically modified health 

Technological change is enabling the world to become a smaller place. With each 

passing day, there is news of breakthroughs in research and development unleashing a 

wave of new technological possibilities upon a global community that has grown to 

expect, even rely upon, the capacity for continuous change. Indeed, for many in 

developed nations it is difficult to think of life without, for example, mobile telephones, 

e-commerce, and babies on demand, whether through invitro fertilisation or the 

caesarian section. And while the pace of change shows no sign of slowing down, 

history shows us that it is exceedingly difficult to anticipate, let alone understand, all the 

likely consequences of technological change. The slow environmental degradation of 

the planet through chemicals such as DDT, even as they yield benefits for humans, 

illuminates the difficulties in predicting the impacts of technological change. As 

pointed out by David Suzuki, “[h]owever beneficent, technology always has a cost” 

(1990, p.56). 

Now the promise of genetically modified (GM) health is coming under scrutiny. More 

commonly known as “molecular medicine”, so far its development has escaped the 

intense public scrutiny that has characterised the drawn-out and contentious 

development of GM foods (see Coveney and Carman 1999; Prowse 1999). Instead, 

there is a growing portrayal that molecular medicine will revolutionise healthcare 

delivery and medical practice, and thereby usher in a new and unprecedented era of 

good health (see Time 1999). At the heart of this vision is “the gene”, which has 

achieved an elevated status over the last decade. 

This popularisation owes much to the work of eminent scientific figures, such as James 

Watson. Subsequent to his work on the structure of deoxyribonucleic acid (DNA), he 
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Introduction 

boldly declared that “we used to think that our fate was in the stars. Now we know, in 

large measure, that our fate is in our genes” (cited in Hubbard and Wald, 1997, p.vii). 

Molecular medicine is spearheaded by innovations across several areas of scientific 

activity, including molecular biology, biotechnology and genomics. Molecular biology 

seeks to understand biological phenomena in terms of molecular structures (Wheale and 

McNally, 1988, p.3), whereas biotechnology relates to the deciphering and application 

of biological knowledge. A central technique of modern biotechnology is genetic 

engineering, which relates to processes of isolating, modifying, multiplying and 

recombining genes (Ho, 1998, p.19). Genomics is the most recent innovation and is the 

study of genes and their function (Poste, 1995, p.165). 

Together, these scientific fields are reshaping notions of health and health care. 

Krimsky (1991, p.25) perhaps best explains the promise of the innovation possible 

through molecular medicine, which is capable of generating 

[P]roducts never before available, products that are currently in short supply, 
products that cost substantially less than products made by existing methods of 
production, products that are safer than those that are now available, and products 
made with new materials that may be more plentiful and less expensive than those 
now used. 

Gene therapy is the epitome of molecular medicine. It involves supplanting “defective” 

genes with their “normal” counterparts in an attempt to cure disease. It is increasingly 

seen as the new horizon in heath care — the fourth great advance after sanitation, 

anaesthesia, and pharmaceuticals (Morgenthaler, 1993, p.10). 

The sheer strength and scope of the GM vision for health care has captured broad 

popular appeal and there is a clear sense of inevitability about it, although this is also 

the message of those promoting it. A “flood” of genomics news stories and press 

releases found on wire services carry that popularisation, attesting to breakthroughs in 

research related to the role of genomics in the treatment of a growing number of 

ailments. That list includes significant sources of human suffering and premature death 

in industrialised societies, including Alzheimer’s disease, breast and other common 

cancers, coronary heart disease and diabetes.1 Additionally, it also includes areas of 

See, for example, random stories from various wire services: “Stem cells may restore neurons”, 8 June 
1999a, Associated Press; “Scientists homing in on a cancer-killing gene”, 6 January 1999a, Reuters; 

2 
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Introduction 

human social behaviour, for which modern research methods are now portraying as new 

frontiers.2 

Such news releases fuel the perception that particular health problems originate within 

the genetic structure of individuals. However, there is also a contesting view, not 

widely propagated outside academic circles, that many of the reported research claims 

are not particularly noteworthy. Instead, they draw attention away from other health 

issues that need to be adequately addressed (Hubbard and Wald, 1997, p.5), as well as 

from other viable health approaches. Some commentators critically point out that while 

such articles suggest that genes are involved in all sorts of conditions and behaviours, 

all that is really indicated is that a great deal of money is being spent on genetic research 

(Hubbard and Wald, 1997, p.5). 

The Human Genome Project 

The Human Genome Project (HGP), which formally instigated and popularised 

genomics, is the greatest source of funding for basic genetic research into the human 

condition. Acclaimed as biology’s first “big science” project, it is an international 

collaborative research program, supported by various governments and private sector 

interests (Lewin, 1990, p.20). Established in 1990, the HGP incorporates a variety of 

research goals, strategies and resources including a US$3 billion commitment from the 

US government. Although governed by a number of scientific aims, the US 

government supported the project for four key reasons. These include the scope to 

boost biomedical research, keep the US in the lead in biotechnology advances, enhance 

national prestige and stand as a major cultural achievement (Cook-Deegan, 1991, 

p.157). 

Most significantly, the project seeks to map and sequence the entire human genome in 

order to contribute to an understanding of the processes underlying human disease. 

Initially, researchers envisaged that it would take 15 years to map and sequence the 

estimated 80,000 – 100,000 genes in the human genome. However, the discovery of 

various “short-cuts” in research, breakthroughs in information systems, and the 

“Cervical cancer vaccine on the way”, 20 February 1999, BBC; “Gene therapy might help 
cholesterol”, 10 June 1999b, Reuters; “Gene found that may cause diabetes”, 13 May 1999b, 
Associated Press, Genomics Today, http://www.phrma.org/genomics/today/index.html (accessed 
September 1999). 
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Introduction 

expansion of the project to include at least 18 countries and an ever-growing number of 

private interests, significantly reduced the time frame.3 The rough draft of the estimated 

three billion nucleotides, which when arranged in sequences represent genes, was 

completed in June 2000. It was thereby established that the human genome “only” 

contained approximately 30,000 genes (HGP Information 2001). The entire high-

quality sequence is predicted to finish in 2003 and will precipitate many other research 

projects, including work to define all the common variants in the genome and the 

hereditary factors in virtually all common diseases (HGP Information 2001; Collins and 

McKusick, 2001, p.542). Like the HGP, those other projects will involve years of 

work. Even so, the current rate of progress indicates that the prospect of GM health is 

looming near. 

Yet, in contrast to many other controversial technological breakthroughs, high-level 

public recognition has emerged about many ethical, legal and social issues raised by 

human genomic research. Notably, this led to the establishment of the Ethical, Legal, 

and Social Issues (ELSI) working group by the US public institutions funding the HGP, 

namely the Department of Energy (DOE) and the National Institutes of Health (NIH). 

Since the HGP’s inception in 1990, the ELSI working group has investigated and 

documented varying ethical, legal and social dimensions and implications of the 

research. Genetic information and health insurance and safe and effective genetic 

testing are key topics examined (Clayton, et al. 2000, p.3), and has generally 

contributed to a better understanding of how genetic information may affect peoples’ 

lives. 

Nonetheless, such research has fallen short of substantively critiquing the HGP and 

where it is leading, which is not surprising as ELSI was conducted by those developing 

the project (Annas and Elias, 1992b, p.275). Consistent with the minimal critical 

analysis by which to seriously gauge the potential impacts of the HGP, powerful 

scientific, government and business interests have all enthusiastically hailed human 

genomic research as the way of the future for health (Hubbard and Wald, 1997, p.6). 

But what are the real implications of such “Big Science” for health? And, in light of the 

2 For example, “Genetic factors linked to anxiety in females”, 30 September 1999c, Reuters; “Is 
happiness genetic? Twin study shows strong link”, 8 October 1999, PR Newswire, Genomics Today, 
http://www.phrma.org/genomics/today/index.html (accessed October 1999). 

3 Beyond the United States, large research programs have been established in Australia, Brazil, Canada, 
China, Denmark, the European Union, France, Germany, Israel, Italy, Japan, Korea, Mexico, the 
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increasing scale of the investments made in such research, does it represent the most 

effective use of scarce resources? Who will have access to the new technology, and on 

what terms? Will the interests of the private sector predominate, or will public input be 

used to ensure that the technology will be used in the widest possible way? Does the 

molecular approach really offer the solutions for community health, especially given the 

existence of other alternative low cost approaches, and the escalating problems of 

modern medicine as evidenced by more people becoming ill and continually expanding 

national health budgets? These are just a few of the profound questions that such 

research raises. 

The research problem – definitional problems and background 

Health is described as the most individual of all private possessions, and is difficult to 

define let alone measure (Hart, 1985, p.2; Reisman, 1993, p.5). A myriad of different 

definitions relate to conceptualisations of health as soundness of mind and body (Sax, 

1990, p.1); as a state of total physical, mental and social well being that extends beyond 

the absence of disease and infirmity (WHO 2002a); or as a fundamental right without 

which an individual cannot access other rights nor enjoy quality of life (Hancock, 1999, 

p.6). The most widely accepted definition of health, however, is biomedical, which is 

overwhelmingly concerned with biological processes of health and ill health (Mishler, 

1981a, p.3). By way of contrast, other models of health, including the biopsychosocial, 

ecological, and new public health models, place much greater emphasis on the varying 

social, economic and environmental factors associated with health and ill-health 

(Germov 1998). Specific factors such as the sense of control an individual has over his 

or her own life and whether the individual is exposed to pollutants in their background 

environment, are indicative of the broader health approach. 

The biomedical model of health, manifest in a style of care individually and 

technologically focused, cure-oriented, hospital-centred and professionally dominated, 

is credited by proponents with advancing health status for individuals and populations 

alike in developed nations. On average, people in those countries can expect to live 

long and productive lives. Immunisation and the technical prowess of procedures such 

as open-heart surgery have been fundamental to biomedicine’s success. And other 

Netherlands, Russia, Sweden and the United Kingdom. A number of developing countries are also 
participating in the project (HGP Information 1999). 
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procedures, especially those associated with the HGP, such as gene therapy, appear 

central to its future. 

Yet, beyond biomedicine’s achievements, some observers argue that it may be reaching 

its outer limits, and that other approaches are also needed to confront many 

contemporary health challenges: 

We may have won the struggle against a large number of diseases, especially the 
infectious ones, but instead we are facing other health problems, especially 
degenerative diseases, malignant diseases and the so-called psychosomatic 
disorders, which are much more difficult to treat and at present impossible to 
prevent. Anybody who follows the development of medicine will know that 
progress continues in a large number of fields, but at the same time it is 
impossible to suppress the suspicion that the major health problems of the day 
cannot be solved within the conventional framework of ideas (Wulff, et al. 1990, 
p.10). 

That situation brings into question the appropriateness of biomedical dominance, which 

has been achieved and sustained, to a significant extent, by efforts that aligned 

biomedicine with political and social elites but which also undermined support for other 

health models. It also provides additional context by which to seriously question the 

purpose and viability of human genomic research. 

Although significant arguments in favour of reforming the health context may exist, any 

policy process has considerable capacity to be shaped by broader political and economic 

environments. A key factor in the background or “framing” environment is the 

phenomenon of globalisation, which has become an increasingly important analytical 

concept within the last decade. While capable of being represented on different levels, 

and as a concept that is both modern and historically defined, globalisation refers to a 

complex process synonymous with the continuing advance of the modern age. It is 

most evident in a process of accelerated and rapid economic change that is blurring 

traditional geographic, political, economic, social and cultural boundaries (Waters, 

1995, p.3). 

Globalisation is emerging as a powerful dynamic that exerts a growing influence on our 

daily lives. While this influence is perhaps most pronounced in the escalating 

international trade in goods and services and the vicissitudes of financial markets, 

globalisation also has significant potential to shape other areas of contemporary policy 
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debate, including the future directions of health. Health is, after all, one of the largest 

sources of global expenditure, that is also steadily increasing, and which accounted in 

the early 1990s for approximately nine per cent of the world’s total product annually 

(WHO, 1999, p.31). This fact alone ensures a keen level of interest in the future of 

health and, in the context of this study, suggests that the dynamics of globalisation 

significantly influence particular approaches to health, advantaging some and 

disadvantaging others. Exploring that power dynamic and its distinct ideological and 

industrial tenets is the dominant theme in this study and leads to the central research 

problem. 

As noted earlier, great expectations exist about the HGP and its role in the future of 

health and health care. The thesis explores this rapidly emerging approach in a way that 

raises questions about its capacity to meet ongoing and growing health needs, and its 

impacts on alternative and perhaps more viable approaches to health. Within this 

context, globalisation is potentially extending the dominance of the biomedical model, 

which may further marginalise alternative models of health while consuming greater 

resources for fewer real health outcomes. Exploring that possibility involves gaining an 

understanding of who and what is driving the current directions of human genomic 

research, and what the research agenda represents, both globally and locally, for health 

care delivery. This leads to the research questions of this thesis: how does the HGP 

shape ways of thinking about health; what influence does globalisation have on this 

process, particularly on decisions about models of health; and what has this meant for 

smaller nations such as Australia? 

In addressing this problematic, the thesis employs a multi-disciplinary research focus, 

which offers an insightful nexus drawn from the extensive academic literature on 

biomedicine, the literature more recently established around globalisation, and the 

literature on the topic of the HGP. By drawing links between these traditionally “stand

alone” subjects, the thesis engages a wider perspective than conventionally sought on 

the potential outcomes of human genomic research. The broader perspective is 

important given the sheer magnitude of the change foreshadowed by the HGP and the 

very real difficulties in anticipating the implications of such change. Finally, the focus 

on Australia differs from the preoccupation with much larger nations, namely the US, 

which with a different historical, institutional and cultural background, is bound to 

participate in human genomic research very differently. 
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Theoretical framework 

No singular theory dominates the thesis. Instead, an eclectic theoretical framework is 

adopted, but one that draws heavily upon political economy and historical sociology to 

provide a largely structuralist analysis of the emerging health context. This approach 

was selected because it offers the most useful conceptual framework for providing 

answers to the kinds of questions raised in this thesis — questions which relate to the 

power to allocate resources and influence the direction of research, where actors 

influencing those elements primarily occupy structural positions of power. 

Biomedicine, noted earlier as the dominant health model, provides a key theoretical 

frame of reference for the analysis. This model, which is the subject of a rich and 

extensive sociology, generally characterises health as being scientifically based, 

curatively focused, professionally-dominated and hospital centred (see Mishler 1981a; 

Hart 1985; Freund and McGuire 1991; Gerhardt 1995). Those specific characteristics, 

which emanate from a predominantly mechanistic and reductionist perspective, helped 

the biomedical model become, by the 1930s and 1940s, politically and economically 

aligned to the capitalist infrastructure (Brown 1980). That alignment was vital to the 

successful establishment of biomedicine as a tradition in its own right. Up until that 

juncture, the biomedical model enjoyed no special status and was often an unpopular 

option in a range of competing health care choices. The future prospects for 

biotechnology, and GM health in particular, may also be seen as tied to capitalist 

infrastructure. Without the same political and economic structures and dynamics, it is 

extremely doubtful whether human genomic research would receive the scale of 

endorsement and interest that it does today. 

Political economy assessments of health argue strongly that it is biomedicine’s links to 

the capitalist infrastructure, as opposed to its inherent efficacy and efficiency, which 

sustains this paradigm over “other” or non-biomedical health approaches, such as the 

biopsychosocial, ecological and public health models (Brown 1980; Navarro 1986; 

Doyal 1994). Over time though, growing evidence that society has overestimated the 

effectiveness of the biomedical approach, and simultaneously underestimated its 

limitations, has created interest in reforming health care. That momentum is most 

apparent in the perpetual sense of “crisis” that seems to envelope biomedical care 

(Navarro 1986; Moynihan 1998), and also in the steadily increasing popularity of non
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biomedical or complementary approaches amongst consumers (Sharma 1995). 

Widespread calls advocate a broadening of the base of the dominant biomedical model 

to better incorporate social, economic and environmental determinants addressed more 

explicitly by other models (Evans and Stoddart 1994; Germov 1998). In that regard, it 

is arguable whether the dominant biomedical model is the only way, or necessarily the 

optimal way, of conceptualising and delivering health. If so, this raises the possibility 

that if GM health is structurally consistent with the biomedical paradigm, it may be 

inappropriate, and ultimately unable, to meet the broad population’s ongoing and future 

health needs. 

Economic globalisation provides the other dominant frame of theoretical reference. It 

provides a rich background by which to better understand the forces driving the 

biomedical model and the capacity for systemic change to conceptualise and ultimately 

manage health better. Globalisation as a process may be understood from a variety of 

theoretical perspectives. Marxist analyses of globalisation draw from the observation 

that capitalist accumulation occurs in patterns or cycles, which cause it to be uneven and 

crisis prone (Harvey 1992, pp.180-181). Those patterns have been distinguished as 

“long” or “Kondratiev” waves of economic expansion, recession, depression and 

recovery that may last for several decades (Delbeke, 1981, p.248). Innovative science 

and technology is acknowledged as playing a key role in this process. Schumpeter, for 

example, argued that technological innovation is at the centre of both economic growth 

and cyclical instability, and that innovations tend to cluster around points of time, 

known as “neighbourhoods of equilibrium” (Rosenberg and Frischtak, 1984, pp.22-23). 

Hindmarsh (1998b) has tied those strands of theory to biotechnological innovation and 

change. 

In turn, regulation theorists provide additional insights into the cyclical nature of the 

capitalist system, and, in particular, illustrate how labour relations are historically 

produced and the ways in which the system is prevented from collapsing (Bonefeld, 

1991, p.37). Such analysis typifies cyclical crises as evidence of historical junctures 

and disjunctures between “regimes of accumulation” and “modes of regulation” 

(Aglietta 1979). The interplay between innovation-based and regulatory elements are 

central to understanding the modern structural context of globalisation, and, in turn, 

whether it is extending the dominance of the biomedical model. To that end, the 

theoretical framework also draws significantly from historical sociology, and the 
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assessments by McMichael in particular, to explore globalisation as an evolving 

historical project with distinct institutional and ideological relations (McMichael, 

1996a, p.28). 

Given that broad picture of the methodology and research problem, we can now better 

identify the structure of the thesis. 

A note on methodology 

The theoretical approach adopted defines the methodology. The approach for observing 

the shaping of health through human genomic research and the role of globalisation is 

largely descriptive and historical, and informed by a variety of interpretations from 

political economy and sociology including structuralist theory, science and technology 

studies, health studies, feminist perspectives and post-structuralist perspectives. Data 

collection included both primary and secondary sources and archival materials. This 

allowed a broad perspective to be gained on the future of health care. 

Structuring the thesis 

Chapter Two explores the definitional basis of what we commonly understand as 

health, and focuses on the dominant or biomedical tradition. It highlights the origins 

and development of the biomedical model, its central features and the processes by 

which it attained prominence over other models of health by the 1930s and 1940s. 

Dominance aside, the biomedical model represents only one of a number of ways of 

conceptualising the delivery of health care. 

Chapter Three continues the focus on the biomedical tradition, but offers a critical 

perspective. This employs an array of approaches, broadly synthesised in terms of a 

political economy of health care. A key element in the analysis is the exploration of the 

dialectical position where the biomedical model is both at the height of its popularity 

and is also subject to unprecedented criticisms (Porter 1996; Moynihan 1998). The 

latter are evidenced in the growing appeal of, and demand for, alternative models of 

health (Sharma 1995). This exploration facilitates an assessment of the continued 

viability of the biomedical model in its current form. With regard to the practical 

limitations of the biomedical model, the discussion highlights the looming importance 
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of broadening the basis of biomedicine to explicitly incorporate the social, economic 

and environmental factors in the experience of health and illness championed by other 

health models. 

Chapter Four addresses the globalisation process, and in particular, how it frames the 

contemporary health policy environment. The chapter examines the role of regulation 

and innovation in stabilising processes of capital accumulation and puts this into 

historical context. Globalisation is explored as a project that evolved out of what 

McMichael (1996a) refers to as “the development project”. Assessing the specific 

ideological and institutional bases on which globalisation rests allows us to understand 

the capacity of policy processes to adopt and comprehensively support novel responses 

to health problems. Indeed, the chapter shows that globalisation narrows the basis of 

policy decisions, including those related to health, and would instead promote the 

continued evolution and domination of the biomedical model over any alternate model 

or combination of models. 

Chapter Five provides an examination of the historical political economy of molecular 

biology and biotechnology. It seeks to establish whether such innovations are 

consistent with the frameworks supported by globalisation dynamics. In doing so, it 

explores the origins and development of molecular technologies, the associated political 

and economic interests, and any attendant or background issues associated with their 

ongoing development. The chapter concludes that, in ideological and industrial terms, 

molecular biology and biotechnology have indeed shaped and, in turn, been shaped, by 

processes of economic globalisation. They did not evolve autonomously. 

In turn, Chapter Six explores whether the HGP is consistent with that political 

economy. An important consideration in the critical analysis is the likely scale of 

private sector involvement in such research and development, and how that may affect 

the outcomes. The chapter establishes that the HGP can be understood as a globalised 

and contemporary solution to health premised on the logical extension of the biomedical 

model. Multinational pharmaceutical firms have gained the controlling stake in the fast 

emerging genomic map and have much to gain, politically and economically, by 

explicitly reshaping the health context around molecular “models”. 
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Chapter Seven provides an account of the origins and development of genomic research 

in Australia and contextualises this development as part of the local social history of 

health care. In the context of the nation’s particular historical and institutional 

background and the specific responses to globalisation, the chapter highlights how 

Australia’s medical biotechnology and genomic interests have come to enjoy increasing 

political and economic patronage over the last decade, but, at the same time, how this 

process has inevitably strengthened the power of local medical elites. 

Finally, as the concluding chapter of the thesis, Chapter Eight sums up the findings of 

the study and reflects upon their likely implications. 
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Chapter Two


Biomedicine: the dominant model of health


For several centuries the Western world has pretended to find a unifying concept of 
health in the Greek ideal of a proper balance between body and mind. But in reality this 
ideal is more and more difficult to convert into practice. Poets, philosophers, and 
creative scientists are rarely found among Olympic laureates. It is not easy to discover a 
formula of health broad enough to fit Voltaire and Jack Dempsey, to encompass the 
requirements of a stevedore, a New York City bus driver, and a contemplative monk 
(Dubos, 1984, p.9). 

Introduction 

This chapter provides an overview and background of the biomedical model of health— 

the dominant paradigm by which western capitalist societies conceptualise health issues. 

The intention is not to provide an exhaustive discussion of the biomedical model of 

health, but more to demonstrate its key elements and themes. 

The chapter begins with a discussion of the nature of health, which is followed by a 

brief examination of the key assumptions that shape the model and characterise it, 

including the definition of disease; specific etiology; the generic nature of disease and 

the scientific “neutrality” of medicine. The chapter then explores the biomedical 

model’s historical and philosophical origins, especially through the rise of science and 

subsequent scientific medicine. This discussion highlights the contributions of Francis 

Bacon, René Descartes and Isaac Newton to biomedical thought and practice, and how 

its developments—coupled with the enthusiasm surrounding the Enlightenment— 

redefined management of health and illness. 

This is not to suggest though that the evolution of the biomedical model has been 

straightforward or uncontroversial. Sociologists note the importance of political and 

ultimately social processes in the creation and defence by professional medical interests 

of their pre-eminent position in health and health care (Willis, 1994, p.5). This theme 

assumes great significance in the latter part of the chapter, especially with regard to the 

period of the nineteenth and twentieth centuries, which also allows us to explore some 

alternative health options that may have found much greater expression in different (and 

indeed more amenable) historical circumstances. 
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What is health? 

The definition of health begs complexity. Health is described as the most individual of 

all private possessions, something unique to a single person and never the property of a 

collective or group (Reisman, 1993, p.5). It is a concept that draws on the experiences 

and concerns of daily life, whereby thoughts about health reflect the quality of our 

physical, emotional and social dimensions, and reveal assumptions about individual and 

social reality (Crawford, 1984, p.62). What this suggests is that people think about 

health in ways that reflect their particular individual circumstances, which brings some 

perspective to the saying, “if you have your health you have everything” (Bury, 1997, 

p.1). Studies thus illuminate a range of different conceptualisations about health, where 

it is seen variously as the absence of illness, a resource, a controllable product of the 

individual, or as a collective heritage for which broader society is responsible 

(Loustaunau and Sobo, 1997, p.18). 

While health is viewed in varying ways, all conceptualisations reflect a particular 

definitional basis and standpoint (Mooney, 1992, p.23). From a biological perspective, 

for example, perfect health may be viewed as a state in which each cell of the body is 

functioning at optimum capacity and in perfect harmony with every other cell. By way 

of contrast, a social standpoint may view health as a state in which an individual’s 

capacities are optimised (Mooney, 1992, p.23). 

One of the most widely used definitions of health is given by the World Health 

Organisation (WHO), which defines health as “a state of complete physical, mental and 

social well-being, and not merely the absence of disease or infirmity” (WHO 2002a). 

This definition, however, is the subject of intense criticism. For example, it is dismissed 

as “patently absurd and unattainable” and “highly dangerous” given that it is deemed 

impossible to tell whether individuals or groups have achieved this state, or for such a 

state to be measured or evaluated (Sax, 1990, p.1). Additionally, the reference to a state 

of “complete social well-being” is claimed as “so freighted with individual 

interpretations that it alone renders the definition useless” (Hudson, 1993, p.45). Yet, 

others have viewed the WHO definition more positively, claiming that it has generated a 

focus on a broader, more positive concept of health, in contrast to a narrow and 

intrinsically disease-based focus (Bowling, 1997, p.4). 
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These contrasting views highlight the inherent difficulty of defining and measuring 

health. Yet, Jones (1994, p.2) argues that, 

a preoccupation with definitions can obscure much of its complexity and shifting 
nature . . . By searching for the ultimate definition of ‘health’ we might fail to 
explore the intricate relationships between meanings of health and changing social 
circumstances, experiences and values. 

The biomedical model correlates with a definition of health relating to “the absence of 

negative biologic circumstances”, whether that be related to mutated deoxyribonucleic 

acid (DNA), abnormal physiologic states, abnormal anatomy, disease, disability or death 

(Durch et al. 1997, p.40). It is a western construct and the most widely accepted 

definition of health (Larson, 1991, p.3). The remainder of the chapter will now focus on 

exploring the biomedical model. Initially, this will involve briefly examining the four 

underlying assumptions about the body, disease, and ways of knowing that significantly 

shape the biomedical model (Mishler, 1981a, p.1). 

Behind the biomedical model ⎯⎯⎯⎯ key assumptions 

The definition of disease 

The biomedical model’s core assumption about disease is that it represents a deviation 

from normal biological functioning. From this definitional basis, disease is seen as 

“fully accounted for by deviations from the norm of measurable biological (somatic) 

variables” (Mishler, 1981a, p.3). Consequently, feelings of pain and discomfort or 

perceptions of change in normal functioning and feeling are believed to indicate a 

person’s ill health (Bowling, 1997, p.1). For example, an elevation of liver enzymes 

will eventually cause bodily pain because the liver is functioning improperly. 

This conceptualisation of sickness or disease can also be understood as physical 

reductionism, which excludes social, psychological and behavioural aspects of illness 

(Freund and McGuire, 1991, p.226). It is closely tied to a mechanistic or physical view 

of the human body, whereby sickness is not seen as something that happens to a 

“whole” person, but to their “parts”. As explained by White (1996, p.38): 

[T]he human being is conceptualised as being made up of interdependent parts or 
organs in which the mind is separated from the body. Being sick is a biochemical 
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or anatomical occurrence which is largely independent of our consciousness or 
social location. 

Specific etiology 

The theory of specific etiology has been described as the signature assumption of the 

biomedical model (Mishler, 1981a, p.7). It encompasses the belief that each disease is 

caused by a specific, potentially identifiable agent (Freund and McGuire, 1991, p.227), 

and is considered the most constructive force in modern medical research: 

From the field of infection the doctrine of specific etiology spread rapidly to other 
areas of medicine; a large variety of well-defined disease states could be produced 
experimentally by creating in the body specific biochemical or physiological 
lesions. Microbial agents, disturbances in essential metabolic processes, 
deficiencies in growth factors or in hormones, and physiological stresses are now 
regarded as specific causes of disease (Dubos, 1984, pp.5-6). 

Human genetic research (explored in chapters five and six) draws from this theory. The 

traditional assumption underlying genetics is that there are fundamental molecular units 

that serve as the basic and governing units of life (Herbert, 2002, p.222). However, the 

notion of “one gene, one disease” is increasingly being undermined and replaced by the 

notion of genetic complexity, where multiple genes act in concert with non-genetic 

(including environmental) factors to produce a level of risk of developing a given 

condition or disease (Herbert, 2002, pp.223-224). Consequently, people are called upon 

to be “risk conscious” and “genetically literate” by being “attuned to the dangers lurking 

within them and knowledgeable about how they, as individuals, might help prevent 

disease” (Bunton and Petersen, 2002, p.202). 

Generic diseases 

The notion of generic diseases provides another key assumption. It assumes that each 

disease has specific and distinguishing features and that symptoms and processes are the 

same across different historical and cultural contexts. Diseases are thus believed to 

provide a standard taxonomy in a manner consistent with the way natural elements are 

presented in the periodic table (Mishler, 1981a, pp.9-10). The core implication is that 

criteria for determining between normal and pathological states are understood to be 

static. 
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The scientific “neutrality” of medicine 

Yet another assumption is that of the scientific neutrality of medicine, which refers to 

the ways in which medical practitioners conceptualise and accordingly justify their 

work. In short, doctors see medicine as science and themselves as scientists. Through 

this process, medicine is imparted with the rationality of the scientific method while 

scientists assume the “objectivity” and “neutrality” of the scientist (Mishler, 1981a, 

p.15), which is based on Cartesian philosophy (discussed below in more detail). This 

results in biomedical theory, ideology and discourse asserting that medicine—and by 

association its dominance—is based on neutrality and universality and, as such, is 

largely unaffected by wider social, cultural, and political factors (Mishler, 1981a, p.16; 

Gordon, 1988, p.19). 

Inevitably, these assumptions have oriented the medical model towards treating illness 

and disease by scientific means. As highlighted by Navarro, the model assumes that the 

methods of the natural sciences—especially biology, chemistry and mathematics—are 

the appropriate methods for the treatment of the sick (cited in White, 1996, p.38). Yet, a 

well-documented critique exists of this view, and refers to the broader historical and 

structural context of the biomedical model of health. Larson (1991, p.1) for example, 

argues that any definition of health is at once a political, economic and social product. 

Gordon (1988, p.19) confers that the knowledge and practices of biomedicine draw from 

contexts extending well beyond medical boundaries. 

An examination of key reference points in the philosophical origins and development of 

this dominant health tradition will now enable us to explore these political, economic, 

and social roots of biomedicine. The exploration is significant in illuminating the status 

of biomedicine as one of various models of health, and the means by which it achieved 

dominance over other models. 

In context: the origins and development of the biomedical model 

Many writers have commented upon what constitutes medical discourse and why 

popular medical ideas have occurred at particular stages in history (Petersen, 1994, 

p.15). Overall, a general consensus exists about significant historical moments that 
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signify clashes between competing philosophical traditions. The first of these moments 

relates to the embrace of reason in antiquity. 

The embrace of scientific reason in Classical Greece and Rome 

Before the fifth century B.C., the healing arts in ancient Greece were dominated by 

many different shamanistic and empirical approaches. Common to these traditions was 

a view of nature closely related to human existence (Pratt, et al. 2000, p.11). In a 

holistic conception of Man and disease, illness was overwhelmingly understood as a 

punishment by the gods to teach moral and religious truths (Risse, 1993a, p.11; Hudson, 

1983, p.231; Lyons and Petrucelli, 1987, p.195). With their origins in Aristotelian 

natural philosophy, these attitudes began to evolve with the social relations brought 

about by the formation of the polis or Greek city-state during the 7th and 6th centuries 

B.C. 

At that time, pressure from northern migrations resulted in ancient Greece being over

populated with regard to cultivable land. The situation created pressure on resources 

and inspired a new secular approach to problem solving (Magner, 1992, p.65). Most 

significantly, this involved the intellectual embrace of reason (logos), which was 

identified by the classical Greeks as the superior human characteristic as rational action 

was seen to lead to the greatest good or progress (Saul, 1993, p.14). Natural philosophy 

or scientific thinking thus began to challenge the traditional or organic world-view that 

honoured the dynamics of the natural world, and the superior position of nature over 

humans within the value system (Spretnak, 1991, p.245; Merchant, 1992, pp.42-43). 

Hippocrates (c.450-370 BC) fused the evolving concepts about nature with the 

distinctive medical and healing tradition of the time (Risse, 1993b, p.51). Because of 

the requirements of sustained warfare and the interest in athletic competition, this 

tradition sought to “define its own intellectual approach to sickness while formulating a 

new methodology and rationale for medical care” (Risse, 1993b, p.51). Hippocrates is 

thus credited with having done for medicine what Socrates did for thought; by liberating 

it from its “adolescence” and encouraging it to become rational (Inglis, 1965, pp.24-25). 

The writings attributed to Hippocrates1 are significant in that they: 

The phrase “attributed to Hippocrates” is used to point out that while much is attributed to him, little is 
known about the man himself. While historians are certain that he was a well-known medical teacher, 
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[S]ystematized a medical outlook that had largely broken free of its magical and 
religious sources and had turned its attention to the study of the natural world 
through disciplined observation and experiment. Symptoms were delineated, 
disease pictures were described, clinical histories were recorded, and a theory of 
health and illness was formulated (Rothman, et al. 1995, p.43). 

Hippocrates’ work rested on the theory that four humors or fluids constituted the human 

body, including blood, phlegm, yellow bile, and black bile. When these elements were 

in equilibrium, or in a state of harmony, it was believed that an individual experienced 

“health”. Conversely, with elements out of equilibrium, disease resulted (Rothman et al. 

1995, p.43). 

Galen (c.129-c.200 AD), another Greek physician, significantly influenced the 

biomedical model through his work in anatomy, physiology, therapeutics and 

philosophy (Lyons and Petrucelli, 1987, p.251; Magner, 1992, pp.86, 88). Lyons and 

Petrucelli (1987, p.251) have noted the individual significance of his contribution, 

for nearly fifteen hundred years his works were the unimpeachable authority on 
medicine in many different lands. A bitter polemicist yet broad in view, Galen 
was both a careful, accurate observer and an uncritical believer, a dogmatic 
authoritarian and an original thinker. 

Building on the medical tradition pioneered by Hippocrates, Galen earned much respect 

as a skilful physician and for his interest in developing medications to treat the effects of 

disease (Lyons and Petrucelli, 1987, p.251; Breckon, 1972, p.14). Performing much of 

his work in Imperial Rome, Galen is well remembered for his efforts to create a group of 

learned and experienced physician-philosophers who administered widely (Risse, 

1993b, p.53). However, it was not till the Scientific Revolution of the seventeenth 

century that the science that would transform medical practice along these lines would 

really emerge. In the meantime, most people continued to subscribe to traditional 

approaches to health care, many of which incorporated the therapeutic use of herbs. 

The Scientific Revolution 

The Scientific Revolution of the seventeenth century built on the origins of mechanical 

philosophy, which is a reductionistic framework based on quantitative science that seeks 

his name does not appear significantly in historical records until centuries later. It has been 
established that many of the works which were said to have been written by him were in fact a 
collection of treatises by many doctors holding a range of opinions (Inglis, 1965, p.25). 
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to understand things in terms of their constituent parts, and led to significant 

developments in medical knowledge and practice (Lyons and Petrucelli, 1987, p.369). It 

followed on from the Renaissance of the fourteenth century, through which Europe, 

aided by factors such as the practical work ethic of Protestantism, slowly began to reject 

the medieval past dominated by concepts of divine revelation and by the power of the 

Church and the State (Saul, 1993, p.15; Wear, 1995, p.340). At the heart of this 

transformation were the founders of modern scientific thought, especially Francis 

Bacon, René Descartes and Isaac Newton. 

Francis Bacon 

Although not a scientist, Francis Bacon (1571-1626) was seen as the first “entrepreneur” 

of science for his efforts promoting science, and its application through technology, as 

the means of human progress (Haynes, 1995, p.29). In the final decades of the sixteenth 

century, some English philosophers were becoming increasingly disillusioned with the 

power of reason to solve societies’ problems. There was a sense that the hopes and 

promises of the Renaissance had not been delivered and individuals like Bacon feared a 

collapse of learning and a second Dark Ages (Haynes, 1995, pp.23-24). This led Bacon 

to take on the role of revolutionising (or indeed replacing Aristotelian) learning and, in 

particular, the place of science and scientists in society (Haynes, 1995, p.25). 

Bacon argued that natural science was not an instrument of evil associated with the 

legend of Faust.2 Instead, science was associated with God’s laws as embodied in 

nature. By breaking this link between science and the idea of evil, Bacon ushered in a 

worldview whereby society’s problems could be explored and potentially solved 

through secular and future-oriented thinking as opposed to the contemplation espoused 

by classical scholars and the church. At the centre of this vision was a new 

methodology of science based on observation and experimentation and a new standard 

of scientific behaviour based on an ideal of active, publicly oriented service (Haynes, 

1995, pp.24-26). 

The legend is the story of a German necromancer and astrologer living around the 16th century who 
sold his soul to the Devil in exchange for knowledge and power. The legend’s enduring notoriety is 
due to the 16th century publication of the first “Faustbuch”, which was a collection of old tales about 
wise men in science and the occult re-shaped with Faust as the central character (Hawkins 2002). 
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Contemporary historians, such as Hill (1988), argue that while Bacon’s ideas constituted 

a significant philosophical shift, they were not imposed in opposition to the religious 

order that preceded them. Notions of morality, for example, are seen to have remained 

the same, with the laws of religion and science both requiring disciplined obeisance 

(Hill, 1988, pp.157-158). 

What was fundamentally transformed though was Man’s view of nature. In elevating 

the cause of science, Bacon advocated degrading nature “to the status of a relatively 

impotent opponent” through a process of being “bound”, “enslaved”, “constrained” and 

“molded” by the mechanical arts (Merchant, 1992, p.46; Haynes, 1995, p.33). In this 

manner, Bacon proposed “a veridical reading of the Book of Nature” to learn its secrets, 

which would facilitate “the translation of knowledge to power, and thus restore man’s 

proper dominion over nature” (Fox Keller, 1995, p.52). This was a very significant 

philosophical shift that conceptualised nature squarely in terms of its functionality to 

human beings. Accordingly, the experimental method, which allowed for increased 

knowledge and the testing of new possibilities for controlling and manipulating objects, 

was imbued with considerable importance (Kollek, 1995, pp.96-97). 

In the second half of the seventeenth century, Bacon’s ideas gained popular attention. 

The Royal Society, for example, was established in 1662 on the strength of Bacon’s 

vision of joint scientific endeavour based on experimentalism, open communication and 

usefulness (Haynes, 1995, p.31; Wear, 1995, p.343). Advances in medical knowledge 

proceeded more quickly. In 1628 an English physician, William Harvey, revolutionised 

physiology with theories based on the experimental method. By applying mathematical 

calculations to the volume and flow of blood, he concluded that the heart acted as a 

pump to keep blood circulating (Haynes, 1995, pp.35-36). 

René Descartes 

The work of René Descartes (1596-1640) merged into this growing scientific synthesis. 

Reacting to Harvey’s physiology, Descartes disagreed that the heart’s pulsing faculty 

drew on the vitalistic qualities of the soul. Instead, he argued that all bodily actions had 

a mechanical (and ultimately mathematical) explanation, where the heart was like an 

engine or clock-like device powering the body (Wear, 1995, pp.339-340, 356). 
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This distinction was the beginning of Cartesian philosophy, with the core of this 

mechanistic framework embedded in the theory of objectivity (as we mentioned above). 

In more detail, objectivity is the belief in an underlying reality that exists independently 

of human (or any other) perception, and independently of any other meaning and 

significance that might be attached to it (Pratt, et al. 2000, p.6). Cartesian philosophy 

cast the human being, and particularly the human mind, as separate from the physical 

world (Pratt, et al. 2000, p.9). This perception rejected teleological viewpoints that 

conceptualised human beings as part of, and not independent of, their broader physical 

environment. 

The separation or alienation of humans from their natural environment in Cartesian 

philosophy thus strengthened the ideology of science objectifying and dominating 

nature. While Descartes was more of a thinker or a model builder than an 

experimentalist (Wear, 1995, p.343), he argued that it was possible to understand the 

complexity of the natural world by reducing it to a structured order. His method 

assumed that “a problem can be analyzed into parts, and that the parts can be simplified 

by abstracting them from the complicating environmental context and then manipulated 

under the guidance of a set of rules” (Merchant, 1992, p.52). Within this context, 

Descartes posited that all natural objects embodied mechanistic principles (Lyons and 

Petrucelli, 1987, p.429). 

The mechanistic framework of understanding the whole as the sum of many small parts 

paved the way for advances in medical knowledge. Up until the seventeenth century, 

the development of biological knowledge was restrained by religious prohibitions on the 

study of human anatomy. The predominant Christian view was that, “body and soul 

were one and the same thing and, if the human body was not preserved intact, the soul 

could not ascend to heaven” (Hart, 1985, p.14). Descartes’ dualistic logic (known as 

Cartesian dualism) made this thinking redundant. It secularised the body through, 

[the] division of man into a soulless mortal machine capable of mechanistic 
explanation and manipulation, and a bodyless soul, immortal, immaterial, and 
properly subject to religious authority, but largely unnecessary to account for 
physical disease and healing (Kirmayer, 1988, p.59). 
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Yet, despite Descartes’ contribution to mechanical philosophy, Newton is seen as its 

most significant exponent.3 

Isaac Newton 

Isaac Newton (1642-1727) was the dominant figure in seventeenth century science, 

developing theories of motion, gravity and celestial mechanics that changed the popular 

image of the scientist (Wear, 1995, p.343; Haynes, 1995, pp.50, 52). Through his 

influence, the scientist became a highly respected member of society and embodied the 

highest attainment of reason (Haynes, 1995, p.50). 

Newton’s publication of Philosophiae Naturalis Principia Mathematica (known as the 

Principia), in 1687, is seen as his greatest intellectual achievement. The work on 

celestial mechanics vindicated a new method of analysis that was seen as fundamental to 

scientific progress (Haynes, 1995, p.52). At the centre of this method was a view of 

nature as secondary and subservient to human beings within value hierarchies. As 

pointed out by Haynes (1995, p.53), the significance of the Principia was, 

the unified worldview that it offered, an image of nature that typified order, 
simplicity, and harmony and that was represented as eminently reasonable and 
predictable. Taken together, these qualities engendered in Newton’s 
contemporaries a sense of power and a belief that man, far from being of no 
account in the expanding universe being revealed by the telescope, was elevated to 
a position of superiority, since he alone was capable of understanding the working 
of the whole celestial system. 

Mechanical philosophy, with its reliance on quantitative science, profoundly influenced 

the development of biomedicine. The significance of Cartesian dualism stands out in 

this regard. It led to a reductionistic focus on issues that were observable, amenable to 

measurement and open to accurate technical description (Moon, 1995, p.55). Over time, 

Cartesian thinking also gave rise to an “epistemological dualism” that emphasised two 

different ways of knowing, namely subjective awareness and direct observation 

(Kirmayer, 1988, p.59). This dualism defined “the physician as active knower” and “the 

patient as passive known” in keeping with the “subjective”, “unreliable” and 

Although seen as the most significant mechanical philosopher, historians note that Newton does not fit 
neatly into a particular category of scientist. He mixed old and new types of learning, some of which 
was not congenial to the political and intellectual climate of his day. Newton’s extensive work on 
chemical alchemy, for example, which sought to demonstrate links between scientific truths and God, 
was suppressed after his death (Wear, 1995, p.344; Haynes, 1995, pp.50-51). 
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“essentially irrelevant” nature of a patient’s account of illness in the process of diagnosis 

by direct observation and examination (Kirmayer, 1988, p.59). 

The rise of scientific medicine 

Although Newtonian medicine emerged late in the seventeenth century, historians 

record that much of the heritage of Galen and Hippocrates, which was preventive in 

focus, continued to be influential (Wear, 1995, p.359). Even so, the entirety of the 

eighteenth century marked an important point in the history of medicine. It saw 

mechanical philosophy, along with the invention of printing and the discovery of the 

New World, fuel expectations of medical improvement (Porter, 1995, p.371). This 

period, which sought to apply the “new science” of Bacon, Descartes and Newton to the 

complete domain of human knowledge, is known as “The Enlightenment” (Pratt, et al. 

2000, p.22). 

The Enlightenment 

Enlightenment philosophy was defined by a belief in human progress and the 

perfectibility of society (Wear, 1992, p.5). This gave rise to a belief that improved 

health was possible and indeed fundamental to bettering the quality of human life 

(Porter, 1995, p.374). Subsequently, many physicians enthusiastically adopted this 

worldview, and while few attempted to reduce all living beings to the “machine” 

concept, they followed Newton’s model and searched for simple and general laws 

related to human biological functioning (Risse, 1992, p.155; Porter, 1995, pp.376-377). 

One of the earliest of these studies was by Sanctorius (1561-1636), who developed a 

balancing chair that weighed food and drink taken by an individual as well as loss of 

weight due to “insensible” perspiration (Wear, 1995, p.353). Such research led to the 

development of many new medical theories and systems of classifying disease, which 

replaced each other frequently (Wear, 1992, p.5). 

More significantly though, such activity promoted a secular understanding of health, 

viewed as the balance of possibilities instead of as God’s will (Porter, 1995, p.377). 

This fuelled an interest in population health, and led to the formal application of medical 

approaches to society in the belief that it was appropriate that professionals would deal 

with health-related issues (Risse, 1992, p.154).4 

The notion that society could be medicalised dates to ancient Greece (Wear, 1992, p.5). 
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A new medical elite thus emerged in affluent nations to re-define the management of 

issues including madness and childbirth, and to play increasingly prominent roles in 

society. The drive to institutionalise and re-educate the insane is indicative of the 

optimism or faith associated with the medicalised approach. Prior to the medical 

approach, insane people in Britain were subject to the neglect and brutality of private 

madhouses (Porter, 1995, p.428). Enlightenment “mad-doctors” sought to supplant this 

by transferring the insane to specialist, well-resourced and staffed institutions, where the 

insane could be re-educated. This goal, however, was not generally realised and it was 

not long before the lunatic asylum became a problematic feature of biomedicine (Porter, 

1995, pp.428-429). 

Childbirth aspects also changed significantly throughout the Enlightenment, especially 

for the more affluent social classes in Britain and the United States. Prior to this, 

birthing was an event, which in keeping with folk and religious rituals was exclusively 

managed by women. Midwives taught women how to give birth and only called upon 

male “barber-surgeons” when giving birth was impossible.5 The development of 

obstetrical forceps by the barber-surgeon Peter Chamberlen enabled the user to deliver a 

child without destroying it first. This enabled the male physician or midwife 

(accoucheur), who had exclusive rights to use forceps, to become involved in all life 

births. The focus of birthing thus shifted away from the traditions of midwives to the 

professional sciences of anatomy and physiology. The doctors—who women began to 

turn to late in the eighteenth century to allay fears of painful or even fatal births—were 

seen to embody medical progress. Many were European-trained and gave public 

lectures in obstetrics (Goler, 1988, p.62). 

Yet, although perceived as a progressive development, male physicians used more than 

scientific knowledge to gain territorial rights over birthing. They implemented various 

strategies to professionalise their practice and to undermine the competition provided by 

the traditional midwife. A common strategy was to set higher fees than did midwives as 

a symbol of higher social status and to also add a surcharge when attending births that 

were initially supervised by midwives (Goler, 1988, p.62). The ability of the male-

Barber-surgeons, who had their origins in the guild system that emerged in thirteenth century Britain, 
would perform either an embryotomy (crushing of the fetal skull, dismembering it in utero and 
removing it piecemeal) or remove the baby by caesarean after the death of the mother (Katz Rothman, 
1991, pp.13-14). 
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dominated emerging profession to convince women of both the dangers of childbirth 

and the incompetence of midwives was also fundamental to gain popularity for the male 

midwife. This strategy was so successful that despite allegations during the eighteenth 

century that more mothers and babies died or suffered significant birth injuries through 

forceps (which were of a primitive design and not sterilized), the average mother was 

nonetheless convinced of the superiority of the service provided by male midwives 

(Katz Rothman 1991, pp.14-15). 

With specialist male midwives flourishing, birthing was thus no longer primarily a 

female cultural and social event. Other changes accompanying the shift was a growing 

fashion of having husbands present during labour, and mothers breast-feeding their 

babies as opposed to having them wet-nursed (Porter, 1995, p.431). Cultural 

differences, however, ensured that medical developments were unevenly adopted. For 

example, the French still favoured wet-nursing; and in Catholic nations like Italy, the 

use of male midwives or physicians at births was considered inappropriate (Porter, 

1995, p.431). 

More broadly, while biomedical (or “regular” medical) care certainly grew more popular 

during this period, so too did the demand for more traditional (or “irregular”) health care 

practices, with the latter incorporating many different practitioners including midwives, 

bone setters, herbalists and barbers (who performed minor surgery). Amongst the more 

well known traditional practitioners were mountebanks, who made profits from selling 

various tonics in the market as opposed to charging fees for advice (Porter, 1995, 

pp.459-460). The eighteenth century health care market can thus be understood as quite 

diverse. “Modern” medicine offered but one of many alternatives, and except for the 

development of smallpox inoculation by Edward Jenner in 1796, it did little overall to 

improve the health or life chances of populations (Porter 1995). Indeed, as discussed in 

more detail later, most health improvements derived from public policies that improved 

the physical environment, such as the provision of effective sewerage and access to 

clean water. 

Also challenging new developments in health care was a resurgence of the traditional at 

the end of the eighteenth century represented by a new social movement called the 

Romantic movement. Challenging the Enlightenment, it embodied discontent with 
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rational and mechanistic science and called for its reform (Pratt, et. al, 2000, p.22). The 

Romantics thus insisted that human beings had individual power to initiate change and 

were not merely subject to outside forces. This led them to repudiate the notion that the 

human mind or nature is passive; to create a new conception of the individual based on 

the development of human potential; and to infuse a new authority to feeling as opposed 

to reasoning and to promote nature-mysticism (Pratt, et al. 2000, pp.27-32). 

Struggles for recognition 

On the strength of the Romantic movement, the nineteenth century brought efforts to 

fundamentally break with the Enlightenment and reorganise medical knowledge. This 

was linked to a broader debate about social order, and in particular the interest of some 

within biomedicine to challenge the patronage-based, hierarchical society endorsed by 

prominent Enlightenment physicians (Lawrence, 1994, p.29). Within this context, 

early-mid nineteenth century biomedicine had now become a broad field of practice 

with different social groups struggling for recognition (Lawrence, 1994, pp.34-35). All 

sides claimed to be custodians of scientific knowledge, even though they were unable to 

agree amongst themselves on the constitution of that knowledge. The science of Bacon, 

Descartes and Newton, despite the challenge of the Romantic movement, assumed 

greater and greater prominence (Lawrence, 1994, p.34), as it aligned itself with the 

broad progressive changes and mechanistic concepts of the industrial revolution. 

Other powerful challenges also existed. One of the most significant attempts to re

constitute knowledge at this time was cranioscopy or phrenology, based on a new 

anatomical model of the nervous system. Phrenologists, largely drawn from the middle 

and lower social classes, claimed that the different parts of the brain were fundamental 

to mental functioning and that mental function could be investigated by feeling the 

bumps on the skull as their size revealed the extent of a person’s development. Not 

surprisingly, the medical elite regarded this anatomical model as “utterly fallacious” 

(Lawrence, 1994, pp.29-30). Moreover, it threatened to displace the establishment 

worldview based on the immortality of the soul and, by association, organised religion 

and hierarchical social order. Phrenology, although it enjoyed popularity among the 

masses spanning two centuries, was eventually rejected as a false and dangerous theory 

(Lawrence, 1994, pp.29-30). 
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Nonetheless, phrenology led to the establishment of new priorities in medical 

knowledge. The priority given to natural history or knowledge based on observable 

features was expanded upon by an interest in knowledge associated with “internal” 

factors that were hidden from view. In the process, the practice of reasoning about 

causes of disease was replaced by an attempt to give causes a physical location through 

processes of looking, touching and listening (Lawrence, 1994, pp.30-31). France, in the 

early nineteenth century, embraced the new knowledge when a strategy of including 

professionals in a national medical care policy became established (Risse, 1993b, p.63). 

Facilitating the shift was the Paris Medical School, which unified medicine and surgery 

in a “progressive” curriculum based on anatomical dissection, laboratory work and 

clinical studies (Risse, 1993b, p.63; Gelfand, 1993, p.1131). 

Central to the new strategy was the hospital. Parisian hospitals elevated the surgical 

approach to medicine and became workshops of clinically oriented medicine (Risse, 

1993b, p.63; Wear, 1992, p.7). Biological knowledge proceeded at a great pace, and 

constituted the first step towards medical knowledge serving as a basis of influence over 

the healing profession (Risse, 1993b, p.63). The development of biological specialism 

soon followed, where it was no longer possible for an individual to specialise broadly on 

the whole body. As pointed out by Moon (1995, p.56), the organ superseded the patient 

as the focus of attention, which effectively marginalised the patient. 

However, medical practitioners were still a long way from securing a dominant market 

position. Few people in the 1820s, for example, thought that medical knowledge could 

contribute to the management of diseases and fevers that were increasingly occurring in 

industrial towns. Within biomedicine, there was no consensus as to the causes, cure, or 

possible means of prevention of these epidemic diseases (Lawrence, 1994, p.42). The 

biomedical model was limited to the supervision and discipline of closed institutions, 

and to the European bureaucratic police model established to manage disease among the 

urban poor (Lawrence, 1994, p.40). Consequently, when unregulated and large 

population growth in cities and towns translated into “appalling” health threats, such as 

cholera and typhoid, people saw the problems and prospective solutions as legislative as 

opposed to medical (Lawrence, 1994, p.47; Porter, 1995, p.473). 
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Edwin Chadwick became the most significant figure in the sanitary reform movement, a 

network of middle-class professionals—including some medical practitioners—that 

advanced public health issues in Britain in the 1830s and 1840s (Lawrence, 1994, pp.45-

47). Following public outcry about the cholera epidemic of 1831-1832, a Royal 

Commission of Enquiry on the Poor Laws was initiated in 1832 to investigate what were 

seen as “antiquated and inefficient” poverty-relief laws (University College London 

2002). Significantly, the poverty-relief laws prevented the establishment of a 

competitive labour market, which was fundamental to the development of the laissez

faire capitalist system (Ringen, 1979, pp.110-113). Chadwick’s central role in the 

investigation, which led to the introduction of New Poor Laws that established the 

competitive labour market in England, elevated him to a position on the Poor Law 

Commission. 

In 1842, and on the Commission’s behalf, Chadwick published a three-volume report, 

Survey into the Sanitary Condition of the Labouring Classes in Great Britain 

(University College London 2002). Although Chadwick had been convinced of the 

need for environmental improvements since 1828 and had hoped to include sanitary 

measures in the New Poor Law, the publication of the report was a key event in a ten-

year struggle to win parliamentary support for an environmental approach to health 

(Ringen, 1979, p.113; Tesh, 1988, p.29; BBC 2002). The report pointed to much lower 

life expectancy in towns than in the countryside and suggested that epidemic diseases 

did not result from the victims of disease but from environmental “filth” (such as foul 

odours). It recommended the establishment of new administrative structures, including 

the appointment of district medical officers to report on local sanitary conditions, and 

the provision of sewerage and clean water (Tesh, 1988, p.32; Fee and Porter, 1992, 

pp.252-253). While the changes can be seen as progressive, they were fundamentally 

consistent with the interest of the new capitalist class in abandoning the traditional 

quarantine approach to managing the spread of infectious diseases coming from abroad 

⎯ an approach that stalled the expansion of commercial trade (Ringen, 1979, pp.115-

116). Additionally, although these were significant policy innovations that extended the 

sphere of government, there was an explicit assumption that the cleaning up of the 

physical environment would, in the long term, lessen the need for government spending 

in other areas and thus assure a more productive industrial workforce (Tesh, 1988, 

pp.30, 32). In this sense, the report did not challenge the dominant political 
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preoccupation with individualism and the related ideals of self-reliance, freedom from 

authority, or limited government (Tesh, 1988, p.32; Hamlin and Sheard, 1998, p.588). 

In 1844, a Sanitary Commission followed on from Chadwick’s report to consider the 

health of the nation and the means by which it could be improved. Its key findings were 

eventually incorporated into the Public Health Act of 1848, which included the 

establishment of a central government department to manage public health issues. 

While the Public Health Act promoted a scientific (but not medical) approach to 

poverty, local authorities were not bound to implement recommended changes. In 

keeping with the uneven adoption of the reforms, the sanitary movement was kept to a 

low profile (Lawrence, 1994, pp.47-48). Others blame Chadwick’s personality for the 

lack of profile, and its eventual failure: 

[H]e was tenacious in pushing a reform by all available means until action was 
taken, but he was overbearing and unresponsive to the views of others. He did not 
negotiate or converse but lectured at people, again and again, until they acted. 
With no faculty for accommodating differences of opinion, he failed as a practical 
politician, notwithstanding his ability as a political analyst (Hamlin and Sheard 
1998, p.588). 

Contrary to the sanitary movement’s low profile, a naturalist ideology inspired by the 

Enlightenment emerged between 1820 and 1870 to assume centre stage in health 

politics. Based on the detailed study of natural phenomena, naturalist theory integrated 

the once controversial aspects of phrenology into a seamless, evolutionary notion. 

Naturalist theorists posited that the brain was no longer the seat of the soul and thereby 

open to experiment and analysis. What especially distinguished naturalism from 

phrenology was its social context. Unlike phrenology, naturalism was not premised on 

radical reform. In keeping with its creation by respected members of the social elite 

such as Charles Darwin, T.H. Huxley and Herbert Spencer, it advocated progressive 

change and social stability (Lawrence, 1994, pp.58-59). However, in seeking to reform 

some of the cultural bases upon which medical and non-medical elites maintained 

influence, the naturalist movement also encountered significant resistance. Many 

conservative physicians, for example, saw it as an incursion by basic scientists into a 

curriculum that should remain based on classical learning (Lawrence, 1994, p.59). 

Others fiercely opposed the experimental characteristics of naturalism, especially animal 

experimentation. Throughout the 1860s and 1870s, a powerful antivivisectionist 
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movement emerged that brought together people from all social classes, with women 

prominently represented (Elston 1987). The passing of the Cruelty to Animals Act in 

1876 though, which licensed animal experimentation, eventually defeated 

antivivisectionism. 

Naturalist ideology, which was fortified by physiological and epidemiological 

knowledge, spread quickly. By the end of the 1860s, it began to marginalise competing 

environmental notions of health popularised only 20 years earlier by the sanitary 

reformers. The bitter political struggle over alternate responses to the epidemics of 

fever, gangrene and sepsis in hospitals stands out as an important juncture in the social 

process of validating biomedical thought and practice. 

The abolition of epidemics within hospitals, known as hospitalism, was a valuable prize 

to whoever presented the winning solution. The sanitarians, including Chadwick and 

Florence Nightingale, advocated the abandonment and destruction of the large hospitals 

in favour of smaller ones in rural areas. This was in keeping with a view that the 

optimal solutions were legislative and architectural in tone. In contrast, many surgeons 

believed that the answer lay not in compromising the role of the large hospitals nor in 

the influence of the medical elites, but in modifying surgical techniques (Lawrence, 

1994, pp.64-65). 

The surgeons, led by Joseph Lister, proved successful in the 1890s. Lister, who 

embodied the prized values of high Victorian society (including naturalism, 

professionalism, gentility and heroism), claimed that hospitalism could be eradicated 

through better wound management. This became known as the “antiseptic revolution” 

(Lawrence, 1994, p.65-66), however, historians believe that Lister’s medical 

achievements were only of limited significance. Lawrence (1994), for example, noted 

that many changes occurred to both hospitals and surgical techniques throughout Europe 

and the United States in the latter half of the nineteenth century. These together 

transformed the scope of surgery. Lister’s political achievement, however, still stands 

out: 

The sanitarians were vanquished and medical science, university medical 
education, large hospitals and above all naturalism were made into highly valued 
cultural products. Equally important, radical interventive treatment was 
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transformed from an approach of last resort, carried out by a second class healer, 
into a treatment of choice practised by new cultural heroes (Lawrence 1994, 
p.66). 

The position of surgeons within this political struggle was fortified by the development 

of laboratory medicine, which focused on tests and technical procedures to discover the 

underlying pathology of illness. This increasingly reductionist style of medicine gained 

prominence with the acceptance of germ theory. Postulated in independent laboratory 

research by Louis Pasteur and Robert Koch late in the nineteenth century, it explained 

that infection occurred at the individual level through the action of identifiable micro

organisms (Hart, 1985, p.14). Consistent with Bacon’s scientific method, this advance 

allowed diseases to be classified according to perceived causes, rather than only signs 

and symptoms. Following this development, the general health of populations was no 

longer understood in terms of environmental conditions nor of punishment (Loustaunau 

and Sobo, 1997, p.115; Wear, 1995, p.360). Policy makers were thereby free to ignore 

what the sanitarians viewed as people’s complicated interaction with their social and 

physical environments (Tesh, 1988, p.39). 

Nevertheless, historians argue that with the explicit exception of antiseptic surgery, the 

breakthroughs in experimental physiology, pathology, and bacteriology in the second 

half of the nineteenth century had little impact on reducing mortality from disease 

(Gelfand, 1993, p.1138). While this situation was in many ways reflective of the radical 

and often harmful nature of much medical care, it allowed for continuing competition at 

the local level between various health care practitioners (Freund and McGuire, 1991, 

p.219). 

Nonetheless, the antiseptic revolution and the cultural prestige that it afforded the 

medical profession over other medical traditions created the base upon which medical 

interests would eventually assume greater control over the health care market by the 

early twentieth century. By then, physicians had achieved almost total professional 

dominance over the health care sector, most notably in the United States. The role of 

science in facilitating this grand transformation stands out (Brown 1980; Willis 1990; 

Gelfand 1993). As recounted by Gelfand, “the [medical] profession availed itself of the 

cultural prestige of science”, and indeed “incorporated and used science to transform 

itself” (1993, p.1139). 
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Reforming medical education and practices: the role of the United States 

This transformation took place within the space of a few decades. Beginning in the 

1870s, thousands of American medical physicians undertook postgraduate studies in the 

German-speaking world, which was the leading centre for science and medicine. They 

returned to the United States with a form of medicine grounded in experimental science 

that appealed to a public prepared to agree with scientific medicine (Gelfand, 1993, 

pp.1140-1141). Professional medicine soon became associated with knowledge of the 

putative causes of disease as opposed to therapeutic behaviour. Subsequently, medical 

physicians were able to distinguish themselves from the alternate traditions, many of 

which relied on lay and unqualified healers (Gelfand, 1993, p.1141). 

In a similar strategy, medical or “regular” physicians, led by the American Medical 

Association (AMA), cooperated with “irregular” and especially homeopathic physicians 

in political efforts to have states enact licensing laws. They shared a common interest in 

eliminating unqualified healers from the realm of legitimate care. In this manner, courts 

and legislatures began to grant prerogatives to thus-approved physicians, which led 

“regular” medicine to coopt and absorb most “irregular” physicians (Freund and 

McGuire, 1991, pp.220-221). 

However, the most significant factors in establishing the dominance of biomedicine in 

the health sector surrounded the publication in 1910 of the Flexner Report,6 in the 

United States (Sobo and Loustaunau, 1997, p.117). In 1908, the AMA had contracted 

one of the largest American philanthropic foundations, the Carnegie Foundation, to a 

review of medical education with the intention of standardising and raising its status. At 

that time, scientific medical education was a significant expense and the capital and 

operating costs for medical schools could not be provided from within the profession 

alone (Sobo and Loustaunau, 1997, p.116). Medical reformers thus actively sought to 

attract large investments into medical education from the growing industrial sector. For 

many reformers, this meant attempting to rectify the lack of control over the health care 

market and a lack of internal cohesion within the medical profession (Freund and 

McGuire, 1991, p.222). Of particular concern was the presence of women, blacks, 

immigrants and those from the working class in the ranks of the medical profession, 
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which was seen as preventing medicine from becoming a respected institution (Freund 

and McGuire, 1991, p.221). 

To facilitate investment, the Flexner Report reflected the ideological values of wealthy 

industrialists, who were the primary sources of capital, in a manner that was not 

accidental (Sobo and Loustaunau, 1997, p.118). It recommended that the majority of 

medical schools close down and that the top schools strengthen their teaching through 

the adoption of a science-oriented program (Freund and McGuire, 1991, p.222). This 

spawned a major reform process, which led to significant reductions in the number of 

medical physicians and in access to medical education for minority groups. For 

example, the reforms led to all but three of the 17 women’s medical colleges in the US 

being shut down (Freund and McGuire, 1991, pp.222-223). 

In this manner, conservative (and more importantly wealthy) industrialists were 

converted to the investment opportunities offered by scientific medicine. In the 20 years 

following the publication of the report, the nine largest philanthropic institutions within 

the United States together contributed US$150 million to medical education (Berliner 

1985). 

As offshoots of the Rockefeller family’s petrochemical empire, the Rockefeller 

philanthropies were the largest single sources of US capital for medical science, 

education and research. Administratively dominated by Frederick T. Gates from the 

early 1890s to the late 1910s, Gates was almost singularly responsible for the 

establishment of the Rockefeller Institute for Medical Research in 1901, which received 

US$65 million of Rockefeller money by 1928 (Brown, 1980, pp.36, 55, 104-105). 

Within this context, Gates was historically significant in advancing the mechanistic and 

reductionist conception of the human body. He believed that the body’s component 

parts were analogous to factory parts in industry, and that medicine was essentially “an 

engineering task” (Brown, 1980, pp.119-121). Gates was also instrumental in 

increasing public acceptance of science and the scientific method (Brown, 1980, p.41). 

He proclaimed that “[d]isease is the supreme ill of human life… the main source of 

almost all other human ills, poverty, crime, ignorance, vice, inefficiency, hereditary 

6 The report, Medical Education in the United States and Canada, was written by Abraham Flexner, 
brother of Simon, who was the first director of The Rockefeller Institute for Medical Research (1901
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taint, and many other evils” (Brown, 1980, pp.128-129). As such, Gates saw disease as 

the cause of misery associated with poverty, where misery was seen as a technical and 

not social problem (Brown, 1980, p.129). 

These pervasive views significantly influenced priority setting in medical education and 

research (Brown 1980). For example, while this legacy will be detailed more in chapter 

five in the context of “the Science of Man” project, Rockefeller finance did not tend to 

support medical research investigating the social or environmental factors in health and 

disease. Nor did it support the homeopathic tradition favoured by the head of the 

Rockefeller dynasty, John Davison Rockefeller, Snr. Instead, it focused its extensive 

resources on chemistry, biology, pathology, bacteriology, physiology, pharmacology and 

experimental surgery (Brown, 1980, pp.109, 129). While subtle tensions and 

contradictions within Rockefeller philanthropy would later emerge, including the 

Foundation’s funding of health projects without a biomedical focus, this pattern of 

investment saw the political and social standing of the medical profession increase 

dramatically, and by the 1930s, it had achieved a notable degree of professional 

autonomy (Freund and McGuire, 1991, p.223). Best known in terms of professional 

dominance, this situation meant the medical profession had virtual freedom from 

outside scrutiny, authority over other health occupations, and the power to shape 

society’s beliefs about health and how it should be managed (Palmer and Short, 2000, 

p.48). 

From strength to strength 

The dominance of the biomedical model—characterised by expenditure on capital 

inputs including pharmaceuticals, medical technology and hospitals—was firmly 

established by the 1940s, along with the foundation of molecular biology which the 

Rockefeller Foundation had also invested in handsomely (Kay 1993). World War II 

played an important part in this evolution: 

[T]he war made scientific medicine a national asset and an institution, and served 
as a catalyst for a boom in scientific research that would further define the culture 
of scientific medicine. Research produced medical discoveries that lowered the 
military death rate and could be translated to the populace. The United States 

1935). The institute’s significance will be referred to throughout the thesis. 
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emerged from the war as a formidable economic and military power. Scientific 
medicine became associated with victory, the conquest of infectious diseases, 
prosperity, and the leadership of the free world ⎯ biomedicine was American 
(Sobo and Loustaunau, 1997, p.120). 

From this point on, biomedicine quickly developed a multinational, industrial and 

complex character (Moon, 1995, p.57). Aided by the rapidly expanding knowledge in 

areas such as human genetics, immunology, virology, cancer and pathology, and 

increasingly powerful therapeutic interventions, the biomedical model amassed 

increased power and prestige over successive decades. Increasingly, pharmaceutical 

corporations, hospital equipment companies, health insurance entities and the medical 

professions that characterise the medical-industrial complex, became central to this 

endeavour (Navarro, 1993, p.10). Over the decades, it has become an extremely 

powerful nexus of economic power in all developed societies, representing one of the 

largest areas of business activity worldwide (Evans and Stoddart, 1994, p.27). Within 

the United States alone, 14 per cent of gross domestic product (or US$1 in every US$7 

spent) was expended on health by the mid-1990s, making it the nation’s single biggest 

industry (Navarro, 1993, p.10; WHO, 1999, p.93). 

Although the contemporary status of both biomedicine and “other” (or complementary 

or alternative) models of health care are examined in chapter three and in the Australian 

context in chapter seven, biomedicine is now the pre-eminent form of health care, 

particularly in Western societies. No other healing tradition holds such a position 

(Risse, 1993b, p.69), even though, as we discuss later, biomedicine is a subject of 

increasing criticism, and where there has been since the 1960s and 1970s a surge of 

popular consumer demand for other models of health care. 

While biomedical interests were successfully embedded within the dominant structures 

of political and economic power by the 1930s and 1940s, the historical struggle between 

the different health care traditions has continued. State-sanctions and powerful private 

support have elevated medicine to possess a capability to reinforce or defend its interests 

through processes of subordination, incorporation, limitation, and exclusion (Willis 

1983). 

This broad domain of domination, which is explored in chapter four within a 

globalisation context, contrasts starkly with claims about the efficacy, and therefore 
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inevitability, of biomedicine. In short, biomedicine is not necessarily dominant because 

of its superior efficacy compared with other health approaches, which helps explain the 

increasing political and economic standing of many other health care traditions, with as 

many as one in three American and one in two Australian consumers using some form 

of “other” (otherwise known as “alternative”) health care by the 1990s (Easthope, 1998, 

p.271; Moynihan, 1998, p.248). Although the social, historical and institutional 

background for each health care tradition differs across countries, the framework of 

biomedical domination mentioned above broadly applies. In Australia, some traditions, 

such as phrenology, have largely ceased to be practised. Others such as homeopathy are 

practised both as a speciality and incorporated into the practices of natural therapists, 

whom will often incorporate several different health traditions, including naturopathy, 

herbalism, acupuncture, massage therapy, and iridology amongst others (Willis, 1994, 

pp.57-61). Optometry, dentistry, pharmacy and osteopathy have been limited by 

regulation in terms of the occupational territory in which they are allowed to operate, 

while others like chiropractic have been excluded from government recognition within 

many health systems (Willis, 1983, pp.125, 162). 

To illustrate these domination processes in more detail, our discussion returns to the 

example of midwifery. This will provide some additional and contemporary insights 

into the political and social factors structuring the dominance of the biomedical model. 

Medical dominance: the case of midwifery 

During the twentieth century, and over a short space of time, the notion of birth as a 

“problematic” medical procedure became dominant and marginalised midwifery. North 

Americans, for example, born at the beginning of the twentieth century were the first to 

be born in hospitals. By the 1960s, it had become recognised that midwifery in the US 

had failed to survive as an independent profession (Brack 1976). Although it is posited 

that the medicalisation of pregnancy may have occurred because medical care began to 

offer effective ways of reducing infant and maternal mortality, there is evidence to 

contradict that view. Barker (1998, p.1068), for example, noted that, “[n]ot only did the 

significant fall in maternal mortality in the twentieth century pre-date the widespread 

use of prenatal care, but even the modest fall in mortality since the 1950s has not been 

convincingly linked to prenatal care”. Instead, the transformation in status has been 

linked to the way in which the medical profession strategically defined and redefined its 
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territory over birthing. First, doctors designated pathological and abnormal births as 

“theirs”. Second, they proceeded to define all births as inherently pathological and 

abnormal, which thereby left little room for midwives (Katz Rothman, 1991, p.13). 

This, in turn, allowed for the redefinition or subordination of the role of the midwife 

from the position of competitor of the male medical practitioner to assistant. 

The US Children’s Bureau was the first to adopt a widespread “educational” campaign 

to popularise biomedical notions of pregnancy. It began in 1913 with the publication of 

Prenatal Care, a guidebook for pregnant women and stressed the importance of medical 

supervision throughout pregnancy. By the 1930s, the 62-page document had been 

distributed to over 22 million pregnant women (Barker, 1998, p.1068). 

Despite their own non-medical views about their pregnancies, pregnant women were 

encouraged in Prenatal Care to see their condition as medical and themselves as 

patients (Barker, 1998, p.1070). They were advised to substitute their own knowledge 

and experience about how they should care for themselves for that of a doctor and to 

trust medical therapeutics and the increasing emphasis on technological monitoring over 

preventive remedies (Barker, 1998, p.1073). The lack of any reference to midwifery 

(except on the enclosed copy of a birth registration form) was consistent with advancing 

biomedical notions of pregnancy and childbirth. Barker (1998, p.1071) noted its use as 

“a deliberate attempt to remove the midwife entirely from the public discourse around 

and understanding of pregnancy and childbirth”. 

By the 1930s, a successful birth had thus become redefined in medical terms. The 

standards for a routine or normal birth under these terms, still used today, can be traced 

to a 1920 article entitled: “The Prophylactic Forceps Operation” by Joseph DeLee in the 

American Journal of Obstetrics and Gynecology. DeLee’s procedure required, 

sedating the mother through labor, and giving ether for the descent of the fetus. 
The baby was to be removed from the unconscious mother by forceps. An 
incision through the skin and muscle of the perineum, called an episiotomy, was to 
be done before the forceps were applied. Removal of the placenta was also to be 
obstetrically managed rather than spontaneous. Ergot of a derivative was to be 
injected to cause the uterus to clamp down and prevent postpartum hemorrhage 
(Katz Rothman, 1991, p.17). 
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The widespread acceptance of this invasive and costly procedure, which replaced the 

mother being encouraged to push the baby out spontaneously with the assistance of a 

midwife, can thus be understood in terms of the professional needs of obstetricians early 

in the twentieth century. Obstetrics was a new and fledgling field that needed access to 

teaching and medical “material”, to justify its costs and prestige, and to routinise 

patients in a centralised facility. The development of hospital services was central to 

that need (Katz Rothman, 1991, p.17). 

However, the ability of the medical profession to convince the middle classes and in 

turn the poor and immigrant population that birth was “an entirely medical event, not 

unlike any other surgical procedure” also owed much to political process (Katz 

Rothman, 1991, p.18). Medical practitioners had access to the power of the state 

through their professional associations, which contrasted with the peripheralised 

position of midwives. This facilitated the spread of licensing legislation across the US 

that restricted midwives’ sphere of activity and indeed also imposed legal sanctions 

against them (Brack 1976). 

Obstetrics thus became a thriving medical specialty in the US, which became repeated 

internationally. In Australia, medical control or domination of childbirth had also been 

firmly established by the 1930s. This coincided with rising state interest in maternal and 

infant welfare from the 1910s, which originated with the passing of the Maternity 

Allowance Act in 1912. The Act was designed to encourage parents to have more 

children, make assistance at childbirth more affordable, and thus to increase the birth 

rate (Willis, 1983, p.111). Despite opposition by the medical profession to the £A5 

bonus on the grounds that it would lead to an increase in the patronage of midwives, the 

proportion of births solely attended by midwives further declined by at least half again 

over the following decade. The bonus facilitated this by removing for many, “the 

financial barrier to medical attendance and a greater proportion of women preferred to 

have a doctor confine them than a midwife” (Willis, 1983, p.113). Although the 

maternal and infant mortality rates were barely affected, the ability of the medical 

profession to consolidate its dominance over the health system followed the US example 

by limiting midwifery through registration acts passed from 1915 to 1920 and through 

the incorporation of midwifery into nursing in 1928 (Willis, 1983, p.111, 113). 
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Conclusion 

A key picture to emerge through this chapter is that the process of defining health is 

complex and inherently difficult. The implication is that any model of health represents 

only one of a number of ways to implement the delivery of health care. This situation is 

borne out by the historical evolution of biomedical dominance in the 1930s and 1940s, 

when biomedicine became aligned with the capitalist infrastructure. Up until that 

juncture, the biomedical model had no special status and was often an unpopular option 

amongst a range of competing health care choices. 

Based on a very particular and tightly defined view of health, however, the biomedical 

model evolved from ancient times to emerge early in the twentieth century as the 

dominant model of health. Embodying considerable social authority and cultural 

prestige, and based on mechanistic and reductionist principles, it provides a style of care 

that is individually and technologically focused, cure-oriented, hospital-centred, and 

professionally dominated. The implications of this style of health care, especially over 

the last eighty or so years have been profound. With regard to the social and cultural 

foundations of biomedicine that were successfully established by the 1920s, Lawrence 

(1994, p.3) noted that: 

[M]edicine was predicated on a view of disease as a biological process, best 
comprehended in the laboratory and best dealt with by technical intervention. It 
regarded sickness, by contrast, largely as a consequence of self-neglect. This was 
not a medicine well equipped with resources for giving meaning to suffering it 
could not alleviate, providing care and technical assistance for the disadvantaged 
and chronically sick, seeking the wider determinants of disease or understanding 
health in terms other than the physiological. 

The process by which biomedicine assumed the dominant mantle in health care 

highlights the significance of its foundation relating to the embrace of reason, as 

expounded by Bacon’s experimental method and Cartesian dualism. This foundation 

paved the way for significant advances in human biological knowledge from the 

seventeenth century. These led to the development of powerful health care practices 

like vaccinations against diseases like smallpox in the eighteenth century, which 

coincided with growing interest in population health issues inspired by Enlightenment 
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philosophy. In more contemporary terms, observation, measurement and 

experimentation continue to fuel medical research and practice. 

Yet, it is also abundantly clear that biomedicine’s dominant position in the health care 

field reflects the long political process by which it was imbued with social and cultural 

significance. Indeed, the history of medicine through the eighteenth, nineteenth and 

twentieth centuries makes it clear that if it were not for the extensive political 

manoeuvring by the profession in accordance with its own visions and goals, it is 

extremely doubtful whether biomedicine would occupy the position it does today. This 

history highlights the fact that there was nothing pre-ordained or inevitable about the 

dominance of the biomedical model. In different historical circumstances, biomedicine 

may have looked very different than it does today. Furthermore, biomedicine might not 

have secured the backing of governments, which has built its status and influence over 

the past century. 

Beyond arguably its demonstrable success, biomedicine thus ultimately became 

dominant because it created and systematically defended its position in the health care 

market by aligning itself with political and social elites and destabilising other 

traditions. The process of achieving domination involved medical practitioners 

advancing medical control of issues including madness and childbirth; rejecting reforms 

of medical knowledge associated with radical social change (for example, phrenology); 

supporting the social stability associated with naturalist ideology at the expense of the 

environmental health movement; and adhering to conservative social visions to improve 

the image of biomedicine to secure capital investment. Even though biomedicine had 

asserted its dominance over health care by the 1930s, it continued to use its political and 

social influence to marginalise other models of health. 

Despite attaining dominance, most alternate traditions have however survived in one 

form or another into the twenty-first century, which indicates that the biomedical model 

is neither without its problems nor critics. The discussion of the thesis will now turn in 

the next chapter to the contemporary status of biomedicine and other health traditions. 
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Chapter Three


A biomedical critique


We may have won the struggle against a large number of diseases, especially the 
infectious ones, but instead we are facing other health problems, especially degenerative 
diseases, malignant diseases and the so-called psychosomatic disorders, which are much 
more difficult to treat and at present impossible to prevent. Anybody who follows the 
development of medicine will know that progress continues in a large number of fields, 
but at the same time it is impossible to suppress the suspicion that the major health 
problems of the day cannot be solved within the conventional framework of ideas (Wulff, 
et al. 1990, p.10). 

Introduction 

Having highlighted in chapter two that nothing was inevitable or predetermined about 

the dominance of the biomedical model by the 1930s and 1940s, this chapter moves 

from its historical and cultural background to its contemporary critique. This provides 

critical insights to underscore that health and illness are interpreted and approached in 

different ways and as such highlights that health is indeed a contested field. This 

provides a framework from which to gauge the appropriateness and long-term viability 

of biomedicine and also to better understand what alternatives to the dominant 

biomedical model still exist. 

The discussion focuses on Marxist, feminist and postmodern biomedical critiques, 

which is consistent with the line of historical and sociological enquiry established in the 

previous chapter. We then turn to examining how critical concerns have emerged, why 

they have escalated in recent years and, in turn, to account more fully for some 

alternative perspectives on health and illness. Finally, we discuss the sustainability of 

the biomedical model in its current form and explore prospective policy options. 

Contesting the biomedical model 

Chapter two discussed the salient features that characterise the modern medical 

tradition. These include an overwhelmingly science-based, cure-oriented, hospital-

centred, and profession-dominated view of health and illness. These same features also 

form the basis of the key contemporary criticisms of the model. In short, by focusing on 

such specific and narrow criteria, the medical model has been criticised for neglecting 
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other causal influences that shape health outcomes, such as social, cultural, economic 

and environmental factors (Curtis and Taket, 1996, p.28). 

Sociological perspectives on health and medicine suggest that medical ideas are socially 

constructed entities subject to various biases, value judgements and limitations (Freund 

and McGuire, 1991, p.6). This was highlighted earlier in the range of biomedical 

assumptions offered about the body and the manner in which health and illness is 

understood. Closely related to arguments of social bias and limitations is the notion that 

the experience of illness is not something completely random. Eckholm (cited in 

Freund and McGuire, 1991, p.2) points this up by referring to the cultural relativism of 

health perceptions: 

Individuals who enjoy good health rightly think of themselves as fortunate: But 
luck has little to do with the broad patterns of disease and mortality that prevail in 
each society. The striking variations in health conditions among countries and 
cultural groups reflect differences in social and physical environments. And 
increasingly the forces that shape health patterns are set in motion by human 
activities and decisions. Indeed, in creating its way of life, each society creates its 
way of death. 

Analyses of social power are thus intrinsic to understanding sociological perspectives of 

heath and illness. Broadly, these perspectives criticise medical knowledge for “failing 

to account for the influence of the social context on health and on the experience of 

illness, and as serving to control those whom it is meant to help” (Petersen, 1994, p.20). 

Three key social power perspectives — structuralist, feminist and post-structuralist—are 

considered in turn. 

Structuralist perspectives 

Structuralist perspectives are based on the ideas of the economic-philosopher Karl Marx 

(1818-1883) (Petersen, 1994, p.22). He argued that many issues could be understood in 

terms of the fundamentally unequal relationship between labour and capital, and that the 

structural features of the social world reflected this. Following this type of analysis, 

health is viewed as something essentially maintained to meet the needs of the capitalist 

system (Gerhardt, 1995, p.73). 

43 



A biomedical critique 

Two key Marxist perspectives on health have been identified: first, the living and 

working aspects of capitalist society that are related to health problems; and second, the 

particular way the state supports class interests through the health service delivery 

(Petersen, 1994, p.22). Marxists criticise medicine as a class instrument that focuses on 

curative, individualistic and technical solutions rather than social and political ones, 

such as reducing poverty and improving living and working conditions, which would 

necessitate a restructuring of capitalist economic and social arrangements (Petersen, 

1994, p.22). 

Capitalism, disease, and death 

Among other things, Marxist writers argue that capitalism’s reliance on a significant 

power differential between the owners of the means of production and the working 

classes significantly influences the realities of disease and death. This belief reflects the 

relationship between health, social class and inequality. 

Equality refers to “a levelled standing with respect to a named utility”, and can be 

considered a significant issue in health for several reasons (Reisman, 1993, p.7). First, 

health care, at least up to a certain standard, can be regarded as a basic human right and 

not as an economic good; second, there is a view that the alleviation of those in the 

worst-possible distress assumes primary importance; and third, health care can assume 

the moral dimensions of altruism, reciprocity and social duty (Reisman, 1993, pp.9-12). 

Even though equality in health can be viewed as important, the concept is, however, 

applied in different ways. One approach, for example, is to focus on health status 

outcomes, by minimising disparities in rates of mortality. Another is to equalise health 

care inputs. Numerous issues are raised by both approaches. Commentators highlight 

the danger of notions of equality being associated with lowest common denominators, 

as Reisman (1993, p.17) argues: 

Equality must not be confused with absolute increase or general improvement 
such as will always remain the more important concerns of a society committed to 
health and not consumed by jealousy. Equality must . . . be taken to mean the 
levelling up of the deprived to the standards of the best, not the levelling down of 
the best to the standards of the deprived. 
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In spite of the importance of the relationship between equality and health, profound 

inequalities in health status exist. For example, Sax (1990, p.22) points out that it has 

long been known that the risk of untimely death varies, and often significantly, between 

geographical localities, rural and urban settlements, occupational categories and social 

class groupings. 

With the introduction of the welfare state in many European nations after World War II, 

it was thought that rising living standards would gradually reduce inequalities in health 

status. However, successive studies eventually concluded that in spite of significant 

improvements in living standards throughout the twentieth century, the relative 

inequalities in health status between social classes continued or widened (Armstrong, 

1993, pp.1652-1653). 

An early key study was the Black Report on Inequalities in Health, released in 1980 

(Black et al. 1980). Commissioned by the British Government, it revealed that 

inequalities in health within the United Kingdom had increased steadily since the mid

1950s (Dobraszczyc, 1989, p.48). The study revealed that the risk of premature death 

was related to social class, and that health inequality was becoming worse. Class 

inequalities were found in birth, childhood, adolescence and throughout adult life, and 

the position of the poorer classes relative to the richer ones was generally deteriorating 

(Hart, 1985, pp.52, 54). A key feature noticed in the class differences was how broadly 

based they were. For example, the report established that at birth and during the first 

month of life, the risk of death in families of unskilled workers was double that of 

professional families. Furthermore, over the next eleven months of a child’s life, the 

rate of disadvantage increased (Black, et al, 1980, pp.51-52). Wilkinson (1988, p.210) 

noted that all the main causes of death, except for breast cancer, highlighted the 

disadvantage of lower classes. However, beyond determining who may suffer from a 

given disease or illness, inequality was also found to profoundly influence an 

individual’s chances of dying once they had contracted it. 

Conversely, evidence exists to challenge the argument that a positive relationship exists 

between poverty and ill-health. Research shows little correlation between poverty and 

problems such as coronary heart disease, hypertension, rheumatoid arthritis and 
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osteoarthritis. It would seem that some disease states are related to income levels while 

others are not (Sax, 1990, p.24). Yet, as Sax (1990, p.24) notes: 

[D]eath rates of the lowest income group are much greater than among the highest 
income group so that fewer of the poor survive to ages in which the diseases 
specified are most prevalent . . . Data on the use of hospital facilities indicate that 
the poor have more serious conditions than other persons, they are hospitalised 
more frequently and they have higher rates of multiple admissions. 

The weight of evidence pointing to such broad-based and growing health inequalities 

within populations has increased the search for explanations. They include: inequality 

as an artefact; inequality as natural selection; and inequality as material deprivation 

(Hart, 1985, p.62). The most significant structuralist explanation relates to broader 

factors beyond the immediate control of the individual. Marxists argue that a large 

component of adult pathology and death must be considered a measure of the misery 

caused by social and economic organisation (Doyal, 1994, p.27). Dobraszczyc, for 

example, argues that the factors involved relate to the quality of working lives and to 

relative market position (1989, p.49). More explicitly though, it is suggested that 

“misery” results from the impact of measures impinging on working conditions that 

improve the profitability of capital, ranging from shiftwork, overtime, and exposure to 

dangerous chemicals, to stress and a damaged and polluted environment (Gerhardt, 

1995, p.74). 

In addition to patterns of disease and death, Marxists also argue that the mode of 

organisation and intervention of medicine are indicative of the structural imperatives of 

capitalism. Critics thus argue that a contradiction often exists between the pursuit of 

health and the pursuit of profit (Doyal, 1994, p.44). The inherent nature of this 

contradiction is said to result from the inability to clearly prioritise investment in 

elements of social capital due to their real or apparent unprofitability (McKinlay, 1984, 

p.4). 

This contradiction is reflected in the way that health is defined and how it is managed. 

First, health is defined in functional terms, which means that health is typically equated 

with “fitness” in an instrumental sense to do what is normally expected of someone in a 

given social position. For example, if an individual does not show signs of being 

unhealthy—that is they are able to undertake their routine tasks such as work—they are 
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deemed healthy (Doyal, 1994, p.34). A broader Marxist definition of health 

incorporating physical, emotional and social dimensions, maintains that biomedicine’s 

functional bias serves to limit people’s expectations of what it is to be healthy and 

thereby keeps sickness under control (Doyal, 1994, p.35). Second, health is defined in 

highly individualistic terms, where the emphasis in the origin of illness or disease is 

always upon the individual, which, in turn, obscures important socio-cultural and 

environmental aspects of ill health (Doyal, 1994, p.35). 

Functionalist and individualistic characteristics of health have meant that medicine is 

essentially curative. Marxist perspectives maintain that the curative emphasis has key 

social and economic significance. First, with curative or science-based medicine now 

providing the basis for the global health care industry, better health care is dependent 

upon constant technological innovation in the provision of biomedical solutions to 

health problems. Secondly, it protects powerful interests by denying or minimising 

preventive social and economic measures, which would necessarily interfere with the 

organisation of the productive process (Doyal, 1994, p.36). 

Occasions still arise, however, when collective needs coincide with initiatives of 

capitalist institutions. But as Marxists like McKinlay point out, such occasions are rare 

and do not necessarily represent an abandonment of the principles of market capitalism. 

Instead, this commentator likens those occasions to “coincidental benefits”, whereby the 

pursuit of social goals and the pursuit of maximum profitability coincide by accident 

(McKinlay, 1984, p.8). 

Medical dominance and the state 

Marxists also highlight that the state plays a critical role in the dominance of the 

medical model. This primarily occurs through the state’s endorsement of biomedical 

knowledge and practice, through government policy and subsidies, which serves to 

divert focus away from the broader economic and social factors associated with disease 

and alternative perspectives on health. Both the medical establishment and the state are 

argued to benefit from this process. Doctors maintain their status and incomes insofar 

as they have significant control over state sanctioned health expenditure, while the state 

maintains its legitimacy as a carer in delivering medical services that the population 

regards as essential (Petersen, 1994, p.25). Yet, the state’s role can be considered 
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somewhat controversial given claims that the successes and prowess of the medical 

model, relative to other models, are greatly exaggerated (Brown, 1980, p.219). 

To highlight the significance of the state in facilitating the dominance of biomedicine, a 

focus of Marxist analysis is on the role of medicine in the health of populations. This 

was seen as important given the change from pre-industrial to industrialised states and 

the general improvements in health and declining mortality rates. The reasons for this 

declining mortality, debated for many years, centred around three different propositions: 

the impact of medical intervention; the establishment of public health administration 

and legislation; and improvements in nutrition and standards of living (Gray, 1993, 

p.76). 

Research indicated that a general belief existed amongst the community that medical 

intervention was the primary reason for the decline in mortality (Dobraszczyc, 1989, 

p.8). McKeown and associates (1976) challenged this theory. They argued that the role 

of medicine in this process was relatively small. Using historical epidemiological 

evidence from the eighteenth century onwards, McKeown argued that the decline in 

mortality can be attributed to four key factors that owe much to the public health 

movement (as discussed in chapter two). First, a reorganisation of agriculture led to 

increased food crop yields, which improved general nutrition. Second, environmental 

sanitation also improved nutrition and reduced mortality. Third, these factors allowed 

living standards to increase. And last, key preventive and therapeutic interventions 

gradually introduced in the twentieth century, such as vaccines and antibiotics to combat 

infectious diseases, improved health and accelerated the already significant decline in 

mortality (Brown, 1980, pp.219-220). 

The role of public health in the decline in mortality, and McKeown’s analysis in 

particular, has received scrutiny. Szreter, for example, has argued that the most 

important factor in the decline was the public health movement working through local 

government rather than nutritional improvements through rising living standards (1995, 

p.191). Nonetheless, over time, the argument as to the importance of public health 

initiatives in contributing to declining mortality has been generally accepted in medical 

sociology. This is largely attributable to the fact that issues of nutrition, environment, 

and individual behaviour were beyond the power or focus of the medical profession 

48 



A biomedical critique 

(Dobraszczyc, 1989, p.8). In addition, it is recognised that with the exception of 

diptheria, the advances in medical science that enabled it to treat many feared diseases 

occurred after they had ceased to be major causes of death (Dobraszczyc, 1989, p.8). 

Some academics argue that it would seem reasonable to assume that this situation has 

changed, and that medical knowledge and practice now have more effect on current 

mortality rates than improvements in living standards (Coleman and Dimsdale, 1988, 

p.10). Yet, despite the many achievements of modern biomedical science in saving 

lives through more and more intrusive procedures and an increasing arsenal of powerful 

drugs, the intense controversy remains. Evidence suggests that “[w]estern mortality in 

the twentieth century is dominated, as it was in the nineteenth, by diseases that cannot 

be cured — only they are different diseases” (Coleman and Dimsdale, 1988, p.10). For 

example, it was claimed that the increased prevalence of lung cancer and heart disease 

in developed nations was not a failure of medicine, and that their later decline owed 

little to specific medical intervention but more to social intervention such as anti

smoking campaigns (Coleman and Dimsdale, 1988, p.10). This suggests that better 

health still has more to do with improving social, environmental and economic living 

standards than more sophisticated medical care. 

Medical treatment is not necessarily ineffective. Instead, the problem relates to a lack of 

evidence to conclusively isolate the contribution medicine has made to improvements in 

health. Moreover, this situation is made more problematic with contradictory evidence 

emerging about the relationship between medical care and mortality rates. For example, 

Hart (1985, pp.7-8) cited evidence suggesting that the most significant declines in infant 

and maternal mortality in the early twentieth century occurred when the British 

population had limited access to medical services because the majority of doctors had 

been drafted into the army. 

Also of importance is that enthusiastic state promotion of the dominant health model 

has also generated claims concerning the “medicalisation of life”. The central argument 

is that through a process of making the labels of “healthy” and “unhealthy” applicable to 

more and more aspects of human existence, medicine has become a major institution of 

social control (Petersen, 1994, p.17). As noted by Porter (1997, p.718), the suggestion 
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is that “everyone has something wrong” that can be cured only through modern 

medicine. 

Over time, this representation has meant that many everyday problems that people have 

traditionally dealt with through natural, social, community and personal activities have 

been “colonised” by medical professionals (Mishler, 1981b, pp.200-201). Seen in the 

context of social control, the tendency for many practitioners to promote the use of 

health care services beyond what may be strictly medically necessary, known as 

supplier-induced demand, has been labelled as “disease mongering” (Payer 1992). As 

noted by Moynihan (1998, p.137), “[f]or those who profit from sickness, promoting 

disease is good for business. The more patients wanting to be treated, the bigger the 

market for those who make and sell treatments”. 

Two significant factors contribute to the medicalisation of life. First, the medical 

profession has been allowed by the state to “manufacture” increased demand for 

existing services. Generally, this extends medical treatment into areas of marginal or 

questionable need or benefit with potentially significant cost and risk (Stewart, 1995, 

p.83). The extension of existing treatments has been so successful in the United States 

that the near doubling of the ratio of doctors to population since 1960 has not led to a 

surplus of medical practitioners, neither in general nor specialty fields (Stewart, 1995, 

p.82). Any hint of a surplus has been masked where medical practitioners have engaged 

in the over-testing and over-treatment of many medical services as a means to increase 

or reach some target income under fee-for-service arrangements (Oxley and MacFarlan, 

1994, p.14; Stewart, 1995, p.82). Some of the most popular medical items for over-

proscribing include caesarean sections, treatment for high blood pressure, and various 

diagnostic tests, such as magnetic resonance imaging scans. Different funding methods 

also promote unnecessary medicalisation (Ross et al. 1999). For example, public and 

private health insurance is argued to promote an unwitting conspiracy between medical 

practitioners and consumers to generate and consume more health care than potentially 

necessary because a third-party (ie. an insurer) pays for it.1 

Second, the profession has, in conjunction with drug and medical equipment 

manufacturers, been able to “manufacture” demand for new services through re-defining 

1 This market distortion, created by the absence of price signals, is generally known as “moral hazard”. 
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conditions as illnesses and through creating new areas for testing and therapeutic 

intervention (Stewart, 1995, p.83). The expansion of definitions of health and ill-health 

in the field of human genetics today constitutes one of the most prominent examples of 

the medicalisation of life. Rapidly expanding knowledge in the field of biotechnology, 

facilitated by initiatives such as the Human Genome Project (HGP) has opened up new 

frontiers in genetic screening and gene therapy. Yet, at the same time, the rapid and 

seemingly inexorable expansion of medical genetics has caused consternation in many 

circles. A central issue is the suggestion that medical (genetic) factors are closely 

associated with conditions and behaviours that others identify as overwhelmingly social 

and environmental in origin. Supporting the latter argument, the World Health 

Organisation (WHO) argues that “[m]ost people the world over die not because they 

have “bad genes,” but for lack of sufficient and nutritious food, clean water, sanitation, 

and vaccines and other inexpensive medications” (cited in Hubbard and Wald, 1997, 

p.163). At a more local level, the capacity for genetic testing to play a positive role in 

the life of an individual is dependent upon due consideration of their social and 

economic background (Kitcher, 1996, p.78). This is important since many people lack 

the resources in terms of time and money or control over their individual circumstances 

to easily follow the recommendations that stem from genetic diagnoses. Within such a 

context, genetic information can simply become a means of magnifying inequities 

already present (Kitcher, 1996, pp.78-79). 

Concerns about the expansion of the sphere of medical practice extend also to issues of 

gender and the body, especially the inclination of society to medicalise a significant 

number of health issues that overwhelmingly affect women. This has led to the 

development of uniquely feminist critical perspectives (Petersen, 1994, p.38). Of key 

concern are the profound consequences of medical knowledge and practice on the ways 

in which women experience health, illness and health care (Nettleton, 1996, p.33). 

Feminist perspectives 

Feminist perspectives on medicine view biomedical knowledge as dominated by 

gendered stereotypes that constitute an ideological weapon against women in patriarchal 

society (Petersen, 1994, p.26; Scambler, 1998, p.111). Feminist researchers argue that 

patriarchy, which has largely excluded women from power and necessitated that they 
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function as subordinates, is a critical source of control over women’s lives and is 

generally disadvantageous to their health (Doyal, 1995; Scambler, 1998, p.102). For 

example, Doyal (1995) explores the inequalities of health status amongst the broad 

category of women and argues that parallels exist the world over. Although women and 

female children in developed countries are respectively less likely to die in childbirth 

and experience infanticide, they nonetheless experience gender-related health hazards 

arising from the influence of patriarchy. This is because they are overly subjected to 

domestic violence, rape and sexual harassment, have been subject to control of their 

reproductive capacity in many ways (Rowland 1992; Scambler, 1998, p.117). 

Furthermore, their position of sub-domination and inequality impacts on psychological 

health, and in turn can facilitate stress and ill-health. 

Sherwin (cited in Purdy, 1996, p.164) points out that women have been “especially 

harmed” by the power of the medical profession to define illness. At the broad level, it 

has generated “the bizarre conclusion that we are never quite well: pregnant or not 

pregnant, menstruating or not, there is always something wrong”. More specifically, the 

recasting of pregnancy and childbirth from life events to a double medical emergency 

can frequently result in the undermining of self-esteem and depression (Oakley, 1986; 

Gerhardt, 1995, p.72). 

At the centre of this patriarchal struggle are the values of medical science. In keeping 

with Cartesian dualism, scientific discourse divides thought into contradictory and 

dichotomous spheres of male and female (Rowland, 1992, p.203). Accordingly, science 

has become viewed as epitomising the “manly” characteristics of reason and objectivity, 

while the female mind has become viewed as “untamed, emotional and subjective”, and 

thereby incompatible with science (Rowland, 1992, p.202). In keeping with these 

assumptions, medical practice tends to consign to women the role of passive recipients 

of treatment and even as scapegoats for society’s ills (Foster 1989). For example, when 

women are miserable or attempt to rebel against social conditions, they have been 

labelled as mentally ill (Scambler, 1998, p.111). 

The construction of biomedical knowledge and practice as superior to other ways of 

knowing devalues and invalidates much of the daily and individual experiences of 

women and men (Rowland, 1992, p.202), as well as other discourses. In response, 
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much feminist medical sociology has sought to recapture these daily insights which have 

been effectively hidden and are still acknowledged to be difficult to record (Jones, 1994, 

p.73). For example, feminists have described how medical accounts of female patients 

often focus on their biological weakness and dependence, and how doctors have tended 

to treat symptoms of illness in female patients with less seriousness than those voiced by 

male patients (Jones, 1994, p.72). The use of reproductive technologies, eating 

disorders, and the position of women in the health care workforce are key subjects in 

feminist critiques. 

In recent decades, reproductive technologies have sparked much feminist debate. In 

keeping with the anti-positivist themes characteristic of such critiques, feminists flatly 

resist these technologies. They see them as representative of social values like 

commodification and control, mechanisms by which male-dominated scientific culture 

can commercialise and gain dominion over life itself. Such analyses draw from the 

exclusion of men from pregnancy and birth, and the construction of institutions “to 

invade that realm of women’s experience” (Rowland, 1992, p.12). Feminists argue that 

through such processes: 

[W]omen are further objectified and fragmented, dismembered into ovaries and 
eggs for exchange and wombs for rent. The commodity ‘woman’ or a part of 
woman can be used to produce the ‘commodity’ child. . . . [B]ecause our society 
does not accept the imperfect, women will be placed under more and more 
pressure to use all technological means offered to secure perfection. Less and less 
assistance will go to those who make the ‘mistake’ of having an imperfect child. 
So in the age of the perfect product, difference (named ‘defect’ or ‘abnormality’) 
will be less and less acceptable (Rowland, 1992, p.4). 

There is evidence to suggest that such conditioning is widespread. For example, in the 

field of obstetrics, electronic foetal monitoring was originally introduced for those 

women judged to be at high risk of obstetrical complications. Yet, it has become 

standard practice in various countries. Similar circumstances relate to the use of 

ultrasound, amniocentesis, caesarean section and genetic testing and counselling 

(Petersen, 1994, p.28). 

While the conflicting demands placed on women about the ideal bodily form have been 

subject to extensive analysis, a significant part of the research has focused on women’s 

preoccupation with weight (Purdy, 1996, p.172). Women, especially in western 
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societies, are conditioned to live up to a portrayed (and commodified) cultural ideal of 

“unnatural thinness” that can only be attained and maintained by vigilant self-control. 

That goal, in which medicine plays a role insofar as it defines the normal female form, is 

noted to be “so extreme as to be unhealthy” (Petersen, 1994, p.27; Purdy, 1996, p.172). 

Eating disorders are one of the commonest coping mechanisms. However, when 

medical practitioners focus on such problems, analysts note that they overwhelmingly 

focus on the minority of people who exhibit excessive dietary or exercise habits to the 

exclusion of the social context within which the problems arise (Petersen, 1994, p.26). 

As a consequence, medical treatments have only limited success. 

Feminist analysis also focuses on the role of women as health workers. For the most 

part, this work occurs within the home setting and is unpaid, which has meant that it has 

tended to be overlooked by medical sociology (Jones, 1994, p.72). Instead, attention has 

focused on the formal health sector and paid professional workers who constitute “the 

‘visible’ part of the iceberg” (Jones, 1994, p.72). However, considerable inequality also 

exists within the formal sector’s division of labour. For example, within Australia, 

some 30 per cent of general practitioners and 25 per cent of specialists are women. Yet 

in nursing, over 90 per cent of all nurses are women (Petersen, 1994, p.31). 

Although feminist critiques of biomedical knowledge and practice extend to a much 

wider realm, as feminist scholarship has deepened, theorists began to focus on different 

aspects of women’s situations. This was fostered by a sense that feminist perspectives, 

such as patriarchy, were too deterministic in their views of social life (Petersen, 1994, 

p.38). Notably, the resurgence of the ideology of individualism made it possible to 

develop new theoretical (including feminist) approaches based on individual 

empowerment (Scambler, 1998, pp.102-103). This leads us to the last of the critical 

perspectives, post-structuralism, which focuses on the multifaceted nature of social 

power and the capacities for resistance. 

Post-structuralist perspectives 

Post-structuralist and postmodern perspectives refer to a broad area of study that 

describes and defines trends in contemporary industrialised society towards greater 

diversity, fragmentation, conflict and pluralism (Jones, 1994, p.74). As pointed out by 
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Bury (1998, p.2), postmodernity can be understood as “an idea, a cultural experience, a 

social condition or perhaps a combination of all three”. 

Two particular forms of postmodernism relate to the critiques of the biomedical model. 

The first is a reaction to science, technology and reason, which criticises Enlightenment 

rationality and focuses on the values that modernity denies (see, for example, Haraway 

1996). Here, postmodernism “refuses to see science as some kind of supreme model or 

meta-narrative”, but as subject to distinct biases (McNeill, 1998, p.103) (as also 

discussed in chapter two). The second refers to a critique of Cartesian dualism, which 

philosophically distinguished the human mind from the body and conceptualised human 

beings as existing independent of their broader physical environment. Together, both 

forms of postmodernism call for a rethinking of health, illness and medicine, which 

reflect and contribute to the shaping of modern culture and society (Bury, 1998, p.5). 

Particular emphasis in postmodernism is placed upon the different ways in which power 

is realised and experienced through processes of objectification, rationalisation and 

subjectification. 

Objectification 

Michel Foucault (1926-84), a key postmodern theorist in this area, was specifically 

interested in the relationship between knowledge and power (Bury, 1998, p.5). Foucault 

argued that medicine, and other key areas of knowledge, were formulated in the 

nineteenth century to facilitate the surveillance and control of the populations of the 

growing industrial centres (Petersen, 1994, p.32). Foucault explored these themes 

through studies of psychiatry and sexuality. In The Birth of the Clinic (1975), he argued 

that a “clinical gaze” fabricates our conceptions of the human body, allowing for illness 

to be transformed into an object of medical discourse and for the patient to be 

subsequently brought under the control of the powerful (medical) expert. As Bury 

(1998, p.7) pointed out, “[o]nly the doctor can know the truth about illness through the 

language of disease, and the patient becomes a passive agent”. 

In interpreting Foucault, Jones argues that this particular biomedical way of “seeing and 

knowing” the body supplanted earlier and more holistic ways of seeing and knowing. In 

this evolutionary context, and while powerful and very persuasive, the biomedical 
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model remains only one way of conceptualising bodies. In short, postmodern analyses 

assert that biomedicine might in time be replaced by some new “truth” that conforms to 

an alternate model of health (Jones, 1994, p.78). As Foucault pointed out: 

For us the human body defines, by natural right, the space of origin and the 
distribution of disease: a space whose lines, volumes, surfaces, and routes are laid 
down, in accordance with a now familiar geometry, by the anatomical atlas. But 
this order of the solid visible body is only one way ⎯ in all likelihood neither the 
first nor the most fundamental ⎯ in which one spatialises disease. There have 
been, and will be, other distributions of illness (cited in Jones, 1994, p.78). 

Rationalisation 

Rationalisation perspectives in postmodernism focused on the shift from traditional 

modes of thought in everyday decision-making to more calculating attitudes (Bury, 

1998, p.9). This shift related to the increasing tendency to separate knowledge from 

everyday life, which gave rise to a new ideology that effectively eroded the scope of 

everyday life from which an individual can confidently make decisions. Featherstone 

(cited in Bury, 1998, p.9) explained how such processes create a powerful dynamic 

which, in turn, advocated the “transformation, domestication, civilization, repair and 

healing of what are the shortcomings of everyday life”. 

The monopoly by the medical profession and the ongoing medicalisation of life are key 

elements in the rationalisation process. Armstrong (1995) has observed that the medical 

profession has moved significantly beyond the traditional domain of the hospital or 

clinic so that all areas of normal life (including physical and mental experience and 

behaviour) have fallen under the calculating gaze of medicine. Through this process, 

increasing emphasis was placed upon “active consumerism” and “lifestyle” and the 

capacity of consumers to make “rational” choices. Thus a new form of homogenisation 

is said to have occurred, whereby individual behaviours that are not positively 

associated with health become alienated (Bury, 1998, p.11). 

Subjectification 

Related to rationalisation, subjectification refers to a process whereby the more an 

individual becomes active in calculating lifestyle risk, the more they come under the 

force of a new form of power and domination. The core suggestion of subjectification is 

that the reflexive capacity of consumers to make rational lifestyle choices to promote “a 
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surer grasp of the world around us” can actually be counterproductive to helping achieve 

this goal. For example, the assimilation of genetic information to calculate health risk, 

such as through screening techniques, has significant potential to dominate conceptions 

of health in spite of the significant uncertainty that it may also create (Bury, 1998, 

pp.12-13). 

However, beyond the notion that “power has become ‘lighter’ in form, shifting from 

‘sovereign’ to ‘disciplinary’, and then to ‘pastoral’ forms of surveillance”—a shift 

whereby power is exercised more subtly—postmodernism also offers scope to empower 

consumers in health care (Bury, 1998, p.23; Fox, 1998, p.31). Fox (1995, p.107) 

explained this potential through his concept of a dualistic nature of care. In the first 

instance, biomedical care can be understood as a technology of surveillance that due to 

the specialisation of medical care constitutes a vigil. However, biomedical care can also 

be the basis of an alternative style of care based on love and generosity. As noted by 

Fox, the gift of care seeks to enable the patient and also resists the discourse of the vigil 

(Fox, 1995, p.107). While conceding that this idea was “a hard one”, Fox argued that 

anyone can engage in this process and that it can begin immediately. He pointed out 

that “it is possible to engage with others in ways which will open up possibilities, not 

close down the way people think or behave” (Fox, 1998, p.31). 

Yet, although postmodern perspectives place significant emphasis on openness, 

diversity and freedom, and emphasise that the biomedical model is just one meta-

narrative amongst other narratives, they have also been intensely criticised. An 

enduring critique is the inclination towards relativism, or the tendency to see all forms 

of knowledge as narratives where there are insufficient grounds to claim the truth of any 

one knowledge (Petersen, 1994, p.35). For example, while it is generally accepted that 

Foucauldian analysis has contributed to feminist critiques of biomedicine, analysts are 

wary that “if we go too far down the constructivist road, we might lose sight of the 

underlying biological reality or essence” (Scambler, 1998, p.114). Despite its 

intellectual appeal, postmodern perspectives on the body, health and illness have not 

expunged the medical treatment of disease and illness (Bury, 1998, p.25). In large part, 

this is because of the dominance of biomedical discourse, which is aided by new 

developments in knowledge and therapeutic practice. Indeed, in many ways, it is the 

best of times for the biomedical model. 
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The best of times 

Structural, feminist, post-structural and postmodern perspectives on health have 

highlighted a number of serious and persistent criticisms of biomedicine. In summary, 

over time, the biomedical model has become synonymous with a highly specific or 

exclusive interpretation of health, processes of surveillance and social control, and more 

broadly, economic interests associated with capital accumulation. As elucidated by 

Petersen, “the power of medicine derives from its knowledge that defines human beings 

according to their biology and as having a particular kind of rationality and relationship 

to society” (1994, p.14). 

Despite the significance of such arguments and the emergence of new complexities and 

consumer trends towards other knowledge (discussed in more detail below), the 

biomedical model remains overwhelmingly dominant. Indeed, in the public 

imagination, never before have medical achievements been seen as so great (Porter, 

1996, p.6). Biomedicine’s substantive and methodological legacy remains intact. 

Medicine is accorded considerable importance in the epidemiological transition 

evidenced over the course of the twentieth century, where there was a shift in the causes 

of death and disability from infectious to non-communicable diseases (WHO, 1999, 

p.13). Immunisation, for example, is heralded as “the greatest public health success 

story in history” (WHO, 1999, p.23). However, this should be contrasted with the 

historical record highlighted earlier, and to critiques of immunisation, which point to the 

significance of environmental factors in reducing the incidence of infectious disease and 

the public health risks immunisation poses (The Harvard Working Group on New and 

Resurgent Diseases, cited in Ho, 1998, p.54; Thinktwice Global Vaccine Institute 2000). 

Table 1 illustrates how immunisation-based medical intervention is seen as the single 

factor in the epidemiological shift. 

Popular acceptance of the benefits of immunisation can do little but further empower 

medicine’s legacy, which is further conditioned by the ability of medical practitioners to 

intervene with a growing array of invasive procedures. Some significant procedures to 

emerge and their estimated effects on life expectancy are highlighted in Table 2. 
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Table 1: Impact of immunisation on vaccine preventable diseases in the USA 

Disease Cases reported in USA 
(peak year) 

Cases reported 
in USA 
(1993) 

Overall 
decrease 

Diphtheria 206939 (1921) 0 100% 
Measles 894134 (1941) 281 99.9% 
Mumps 152209 (1968) 1640 98.9% 
Pertussis 265269 (1934) 6335 97.6% 
Paralytic poliomyelitis 21269 (1952) 4 (vaccine 

related) 
100% 

Rubella 57686 (1969) 195 99.6% 
Congenital rubella syndrome 20000 (1964-65) 7 99.9% 
Tetanus 1560 (1923) 43 97.2% 
Source: Fett, 2000, p.10. 

Table 2: Average gain in life expectancy in months from selected health technologies 

Disease and intervention Target population Gain in life Gain in life 
expectancy 
(months) 

Males 

expectancy 
(months) 
Females 

Estrogen replacement therapy after Women aged 50y - 13 
hysterectomy 
10 years of biennial mammography Women aged 50y - 0.8 
Pap smear every 3 y for 55y Women aged 20y - 3.1 
Annual fecal occult blood test every 5 y 50 y olds 2.5 2.2 
for 25 y plus barium enema or 
colposcopy 
Reducing diastolic blood pressure from 
>105 mm Hg to 88 mm Hg 

35 y olds 64 68 

Reducing cholesterol from >7.8 mmol/L 
to 5.2 mmol/L 

35 y olds 50 76 

Hormone replacement therapy with - 11 to 26 
estrogen and progestin in 50 y old 
woman with history of coronary heart 
disease 
Myocardial revascularisation by One vessel 1-7 -
coronary artery bypass or angioplasty in Two vessels 0-8 -
men with disease of: Three vessels 4-14 -
Implantable cardioverter-defibrillator in 36-46 36-46 
survivors of cardiac arrest with recurrent 
ventricular arrythmias that do not 
respond to conventional therapy 
Chemotherapy in patients with extensive 6.6-8.2 6.6-8.2 
small-cell lung cancer 
Prophylaxis against Pneumocystis carinii 5.3 5.3 
pneumonia and toxoplasmosis in patients 
with advanced HIV disease 
Appendectomy in patients with Probable 9-31 9-31 
suspected acute appendicitis Possible 2-5 2-5 
Source: Fett, 2000, p.12. 

As previously discussed, however, the dominance of biomedicine owes much also to 

broader social and cultural factors, significantly, its organisation through the medical-

industrial complex. Through this mode of organisation, Porter (1997, p.668) notes that 
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modern medicine has become synonymous with complex interrelated infrastructures, 

where components include universities and professional organisations, multinational 

pharmaceutical companies and insurance organisations, hospitals doubling as medical 

schools, research sites and lobbies, government departments, international agencies and 

corporate finance. 

As highlighted by structuralist critiques, this model of political and economic 

organisation has enabled biomedicine to become inseparable from key institutions 

within society. The patronage afforded biomedicine thus distinguishes it from other 

health models. While biomedical dominance is indicative of the general medicalisation 

process, it also reflects the specific way the medical model is propagated, reproduced, 

and endorsed over alternative visions of health through powerful social institutions, 

including the mass media. 

Necessary medical illusions — the role of the mass media 

The mass media are a key source of community information about medicine. As noted 

by Moynihan (1998, p.195): 

Most people, doctors and scientists included, learn about new medical treatments 
first through the media. What the community believes about health, disease and 
how to deal with it is profoundly influenced by the medical reporting in 
newspapers and on radio and television. 

Powerful social and economic forces significantly influence the process of medical 

reporting. This is consistent with a view in which perceptions are shaped in the interests 

of domestic privilege and thereby tied to the free market (Chomsky 1991). Such forces 

can be extremely powerful. While it is traditional to associate the marketplace with 

freedom of expression, “the market can be almost as potent an instrument of control as 

the iron fist of the state” (Ginsberg, cited in Chomsky, 1991, p.7). 

This process, referred to as the “manufacture of consent”, has relevance in 

understanding the dominance of the biomedical model (Herman and Chomsky 1988). 

Given that the major mass media sell audiences to advertisers, Noam Chomsky (1991, 

p.8) argued that “[i]t would hardly come as a surprise if the picture of the world they 
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present were to reflect the perspectives and interests of the sellers, the buyers, and the 

product”. 

Within this political and economic context, media reporting can be subject to bias (see 

Nelkin 1987; Dunwoody 1993). Political and market realities mould the mass media to 

more readily promote and endorse dominant or establishment models, including the 

particular brand of health readily associated with the biomedical model. As Nelkin 

(cited in Moynihan, 1998, p.207) pointed out: 

Writing for a public that is eager for optimistic news about medicine and personal 
health, the press is seldom inclined to challenge the positive reports that readers so 
much want to hear. Many journalists are, in effect, retailing science and medicine 
more than investigating them, identifying with their sources more than challenging 
them. 

Analysis of newspaper reporting for new areas of health care such as biotechnology 

attests to the enthusiasm of the mass media in promoting biomedicine. White (1998) 

showed that the profile of biotechnology built up by an Australian national newspaper 

over the course of a year was overwhelmingly positive. Of 118 stories published over 

the period, 67 per cent were positive (with 25 per cent depicting breakthroughs and 

discoveries). Only 17 per cent were portrayed neutral (White, 1998, p.26). Moreover, 

although biotechnology has broad application across many sectors including food and 

energy, health care, agriculture and forestry, the reporting concentrated heavily on its 

health applications. Only five per cent of articles, for example, focused on the safety 

issues posed by genetic manipulation on the broader environment, which is a central 

issue in the biotechnology debate (White, 1998, pp.26-27). 

Resistance to dominant representations of health though also exists within the mass 

media. Nelkin (cited in Moynihan, 1998, p.207), however, noted that at the broad level 

journalists and the medical community need to develop a different style of 

communication: 

To understand modern scientific medicine, readers need to know its context: the 
political and economic bases of decisions, the social and ethical implications of 
research, and the limits as well as the power of science and technology as applied 
to problems of health. 
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Although the power of the mass media to endorse biomedicine is extremely pervasive, 

the scope of the biomedical model and associated national health systems to deal with 

ongoing and ever expanding health needs has fuelled a sense of perpetual crisis over 

recent decades (see Navarro 1986; Moynihan 1998; Richardson 1998). This sense of 

crisis has been reflected in two key areas: (1) growing consumer frustration throughout 

the developed world with the capacity of conventional health care systems to deliver 

quality health at reasonable cost and within acceptable timeframes; and (2) the zeal and 

frequency with which governments have introduced significant reform agendas since the 

late 1980s. This sense of crisis is reflected in falling consumer confidence with health 

care systems across Australia, Canada and the US, as highlighted in Table 3.2 These 

political and economic forces highlight the paradoxical situation that while it can be 

considered the best of times for the biomedical model, it can also be considered the 

worst of times. As Porter (1996, p.6) points out, “rarely has medicine drawn such 

intense doubts and disapproval as today”. 

Table 3: Trends in consumer satisfaction with health systems 

Country Rebuild 
completely (%) 

Rebuild 
completely (%) 

Minor change 
needed (%) 

Minor change 
needed (%) 

1988 1998 1988 1998 

Australia 17 30 34 18 

Canada 5 23 56 20 

UK 17 14 27 25 

USA 29 33 10 17 

Source: Commonwealth Fund International Health Policy Survey 1998. 

(And) the worst of times 

The dominance of the biomedical model is increasingly being contested from both 

“within and without”. At the forefront of public debate are concerns relating to 

escalating health costs and ever-growing health expenditures and, perhaps more 

disconcertingly, the relative and increasing ineffectiveness of health care interventions 

(Navarro 1986; Moynihan 1998). These concerns cover a spectrum of factors associated 

This sense of crisis also extends to the medical profession, which across developed nations strongly 
criticises the efforts made by governments to manage health care, and especially health care 
expenditures. Beyond the realm of constructive political engagement, arguably it is likely though that 
the medical profession uses the media as a tool of propaganda to place additional pressure on 
governments. 
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with the dominance of the model and raise serious questions as to the viability of the 

medical model in its current form, as emphasised by postmodern critiques. 

Escalating health expenditures 

Health care costs have been rapidly expanding for many years. Within the OECD, 

health-care spending by governments has more than doubled as a share of GDP (gross 

domestic product) in the years from 1960 to 1998 (OECD 1998; OECD 2000). These 

figures are shown in Table 4. 

Table 4: Total expenditure on health in GDP, 1960-1998 (per cent of GDP) 

1960 1970 1975 1980 1985 1990 1998 

United States 5.3 7.4 8.4 9.2 10.5 12.4 13.6 
Japan 3.0 4.6 5.6 6.6 6.5 6.1 7.6 
Germany 4.8 5.9 8.1 8.4 8.7 8.7 10.6 
France 4.2 5.8 7.0 7.6 8.5 8.8 9.6 
Italy 3.6 5.2 6.1 6.9 7.0 8.1 8.4 
United Kingdom 3.9 4.5 5.5 5.8 6.0 6.0 6.7 
Canada 5.5 7.1 7.2 7.4 8.5 9.2 9.5 
Australia 4.9 5.7 7.5 7.3 7.7 7.9 8.5 
Source: OECD 1998; OECD 2000. 

A number of drivers of growth are found in health expenditure. They include increasing 

consumer expectations for more and better health care, population growth and ageing, 

and an increased capacity of governments and individuals alike to allocate funds to 

health care as incomes rise (Ross et al. 1999, pp.17-18). On the supply-side, key drivers 

include advances in technology (including human genetics) and increased supply of 

medical practitioners (Ross et al. 1999, pp.19-20). Although the cost of health care per 

se has increased, the experience of wealthy industrialised nations demonstrates that the 

capacity of consumers to consume increasing amounts of health care in line with rising 

expectations (known as utilisation growth), has proven the determining factor in rising 

expenditures (Stewart 1995; Ross et al. 1999). 

The self-reinforcing as opposed to self-limiting nature of drivers of health expenditure 

has created significant pressure on the policy process. For years, health economists have 

warned that the political demands for more and more health care to meet growing health 

needs could eventually destroy the universally-based public systems of health care in the 

United Kingdom, much of Western Europe, Canada, New Zealand, and Australia 

(Aaron 1994; Wyke 1997). To some commentators, this process appears well under 
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way (Wyke, 1997, p.171). The biomedical model, expressed and maintained through 

modern systems of health care delivery, can thus be seen also as a victim of its own 

political and economic success. 

Perhaps the defining reason why many health care systems are perceived as “falling 

apart” is because increasing costs have not been met by a commensurate increase in the 

political willingness by states to fund them. Health care resources are in the end 

perceived as limited. This is not to construe growing expenditure in all areas of health 

care as inappropriate. In historical context, health care is provided to more people and 

covering a much wider range of health needs than in the 1960s. Clearly, some positive 

benefits are evident. But can growth in health expenditure continue? 

There is considerable evidence to suggest that, in aggregate terms, continually 

expanding health care expenditures are unsustainable in the long term. This situation is 

highlighted by the United States, which, as shown in Table 5, spends far more on health 

care than any other nation. In 1992, the US spent approximately 14 per cent of GNP on 

health care (OECD 2000). But, even with the highest health care expenditure, health 

care was still too expensive for the 38 million Americans (or 17 per cent of the 

population) who did not have health insurance, and for another 50 million (or 22 per 

cent) who had major gaps in their benefit schemes (Navarro, 1993, p.15). This highly 

inequitable situation could easily worsen given that analysts predict that health care 

expenditures in the US could reach 26 per cent of GNP by 2030 — and that at this rate 

of spending the whole economy would have to be devoted to health care by 2050 (Graig, 

1993, p.16). This is clearly unsustainable. 

The capacity of health care to absorb more and more costs has in recent decades led 

successive governments worldwide, most notably through the Organisation for 

Economic Cooperation and Development (OECD), to push a vigorous reform agenda 

around managing or containing costs (see OECD, 1992; OECD 1994a). This has led to 

a focus on improving the technical efficiency of health care, by exploring the adequacy 

of resource allocation within a given program or episode of medical treatment (Leeder, 

1999, p.xv). 

A significant amount of this cost focus has been oriented at hospitals, which across 

industrialised countries constitute the largest segment of health care expenditures. The 
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introduction of casemix or output based funding, whereby a proportion of hospital funds 

are paid on the basis of hospital activity using Diagnosis Related Groups (DRGs) has 

become one of the most significant reforms to the hospital sector (Swerissen and 

Duckett, 1998, p.22).3 

In countries such as Australia and the US, the introduction of casemix funding has 

improved efficiency and accountability for health expenditure (Swerissen and Duckett 

1998, p.41). Nonetheless, the political costs of such reforms have been very high. In 

the public mind, health care reform has generally become associated with rationing and 

a sense of decline in the quality of even basic medical care (Wyke, 1997, p.189). 

However, even if rationing was not needed to avert a cost crisis, this begs the questions: 

Does more medical care lead to better health for those able to receive it? And more 

broadly, is more medical care, along the lines of the biomedical model, the best option 

in improving health outcomes? 

Diminishing effectiveness of more health care 

Despite the political appeal of spending more on health care, rudimentary analysis 

demonstrates that there is not a clear relationship between increased health expenditure 

and improved health outcomes. Table 5 shows the relative health expenditure for five 

OECD nations and the figures for infant mortality and life expectancy. While the US 

has the highest health expenditure, health outcomes measured in terms of infant 

mortality and life expectancy do not compare as favourably as those of the United 

Kingdom, Canada, Australia and Sweden, where per capita health expenditures are 

significantly lower. Indeed, health care expenditure per capita in the United Kingdom is 

approximately a third of that in the US, yet the UK experiences lower infant mortality 

and greater male life expectancy (Ross et al. 1999, p.14). 

Diagnostic Related Groups (DRGs) are a classification system used for acute admitted patient 
episodes. This classification provides a means of summarising and relating the number and type of 
acute admitted patients treated in a hospital and relating this information to the resources required by 
the hospital (AIHW, 2000, p.274). 
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Table 5: Health expenditure and health outcomes, 1997 

Country Health Expenditure GDP per 
capita 

Infant 
Mortality # 

Life Expectancy 

$PPP 
($US) 
& Rank 

%GDP & 
Rank 

$PPP 
($US) & 
Rank 

Per 
1000 & 
Rank 

Female & 
Rank 

Male & 
Rank 

USA 4090 
5 

13.6 
5 

30179 
1 

7.8* 5 79.4* 
4 

72.7* 
5 

UK 1347 
1 

6.7 
1 

20247 
4 

6.1* 4 79.3* 
5 

74.4* 
4 

Sweden 1728 
2 

8.6 
3 

20034 
5 

4.0* 1 81.6* 
1 

76.7* 
1 

Canada 2095 
4 

9.0 
4 

23376 
2 

6.0* 3 81.5* 
2 

75.4* 
2 

Australia 1805 
3 

8.4 
2 

21392 
3 

5.8* 2 81.1* 
3 

75.2* 
3 

Source: Ross et al. 1999, p.14.


*1996 data


PPP (purchasing power parity)


# Expressed per 1000 live births


There are, however, circumstances in which increased health care expenditure would 

significantly improve health outcomes. Amongst poor and disadvantaged social groups, 

Australia’s Aboriginal and Torres Strait Islander population and New Zealand’s Maori 

population are prominent examples where increased funding could be used to improve 

access to health services. Nonetheless, the lack of clear evidence between health 

expenditure and health outcomes raises issues about the allocative efficiency of health 

expenditure, and in particular, the possibility of allocating resources to other areas 

capable of yielding better health benefits (Leeder, 1999, p.xii). 

That sense of importance attached to prioritising and allocating health expenditure to 

areas other than medical, and especially hospital care, has grown in recent decades. A 

key element in this push is mounting evidence indicating that the burden of illness, 

disability, distress and premature death, is less and less sensitive to further extensions in 

highly-interventionistic and technologically-focused medical care (Evans and Stoddart, 

1994, p.39). The evidence suggests that while our health care system is almost totally 

oriented around biomedical conceptions, we are reaching the limits of what biomedicine 

can deliver for improved health (Evans and Stoddart, 1994, p.39). 

The perceived shortage of hospital nurses is a case in point. Evans and Stoddart (1994, 

p.39) argue that nursing shortages have been a rising concern in Canada, and many other 
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industrialised countries. Simultaneously, these authors also note that an informed 

consensus exists as to the higher rates of utilisation of hospital beds than deemed 

appropriate. Over time, various initiatives have sought to reduce such use. Taken 

together though, this suggests “there is a ‘shortage’ of nurses to provide ‘unnecessary’ 

care” (Evans and Stoddart, 1994, p.39). 

Beyond cases where more medical care is necessary, evidence suggests that the 

biomedical model of health is in a state of diminishing returns — whereby less and less 

is achieved through more and more health care. With ageing populations, developed 

societies are increasingly confronted by a reality in which cures are becoming less 

commonplace. And in global terms, it is argued that many cancers; viral illnesses and 

chronic conditions cannot be cured (Saltman, 1998, p.222). As observers note, “[w]hilst 

everyone talks and searches for ‘the cure to end all cures’, the prospects are not good. 

The number of diseases without definitive cures is increasing daily” (Saltman, 1998, 

p.222). 

The diminishing returns associated with biomedicine are heightened by the evolution of 

dangerous new microorganisms resistant to treatment through the inappropriate and 

indiscriminate use of antibiotics in intensive farming and medical practice (Moynihan, 

1998, p.120; Ho, 1998, p.147). Antibiotic resistance began to develop quickly after the 

introduction of antibiotics in the 1940s. For example, while almost 100 per cent of all 

cases of Staphylococcus responded to antibiotic treatment in 1952, by the early 1980s, 

this figure had decreased to less than ten per cent (Ho, 1998, p.148). A medical crisis 

has ensued. While the world has been confronted by the emergence of many “new” 

diseases such as Acquired Immune Deficiency Syndrome (AIDS) and Ebola in recent 

decades, “old” infectious diseases, including tuberculosis, cholera, malaria, and 

diphtheria are making a worldwide comeback (Ho, 1998, p.12). Increasingly 

widespread, the rate of growth of resistance is eroding the efficacy of medical treatment. 

Becoming increasingly commonplace in hospitals, new cases of pathogenic resistance 

arise almost as soon as new drugs are introduced and some outbreaks are resulting in 

deaths (Ho, 1998, p.148). Moreover, a compounding element is that the increasingly 

difficult research and development environment of antibiotic resistance (as discussed 

further in chapter five) has led to fewer “new” drugs (von Grebmer 1985). 
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Yet, in spite of the pessimism arising from the diminishing returns associated with 

conventional or hospital-based medical care, the burden of illness may also be very 

sensitive to interventions and structural changes outside the health care system (Evans 

and Stoddart, 1994, p.39). A unique example of this is the positive health effects found 

through development of a sense of control over one’s destiny (Syme 1996). A well-

known case study explored the association between adverse psychosocial characteristics 

at work and the risk of coronary heart disease amongst British civil servants (Bosma, et 

al. 1997). Men and women with low job control, either self reported or independently 

assessed, recorded higher health risk (Bosma, et al. 1997). Such research forms part of 

an overarching body of knowledge suggesting that better health outcomes are achieved 

by accounting for social, economic and environmental determinants that reflect the 

multi-dimensional or holistic nature of health. Moreover, this research reinforces the 

argument that the more equally wealth is distributed in a given society the better the 

health of the society. These ideas are consistent with the arguments advanced by 

structuralist traditions, which argue that matters of freedom, power, education and 

money inextricably related to living standards are critical in determining, and thus 

reducing, health inequalities. 

These findings are highly relevant to contemporary health policy. In particular, they 

highlight the importance of factors that extend far beyond health care in the promotion 

and management of health status. The existence of other determining factors affecting 

health has important consequences. Most notably, it presents the distinct possibility that 

positive effects of health care may be outweighed by negative effects caused by its 

excessive competition for resources with other health-enhancing activities (Evans and 

Stoddart, 1994, p.55). For example, increased health expenditure on programs for the 

aged may only be beneficial if they are associated with adequate and nutritious food and 

appropriate shelter, and maintenance of some social contact with the outside world. 

This presents the very real, but simultaneously dialectical position whereby the 

expansion of the health care system may, even in marginal terms, have negative effects 

on health (Evans and Stoddart, 1994, p.56). 

While the suggestion that health care can be generally disadvantageous to health is 

controversial, it is not new. Ivan Illich (1990) has described the direct negative effects 

of health care on health as a process of “iatrogenesis”, or doctor-induced illness. He 
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argued that many aspects of modern medicine were counter-productive, whereby 

“pharmaceutical products made you ill, hospitals were hot-beds of infection, surgery 

was often bungled, tests were lacking or misleading, or they created maladies of their 

own” (cited in Porter, 1997, p.687). 

One of the most tragic and public examples of the latter was the thalidomide disaster of 

the 1950s and 1960s. The drug, rushed onto the market without adequate testing as a 

sedative for pregnant women against morning sickness, was later found to correlate with 

severe birth deformities. Approximately 8000 babies were born with truncated limbs 

before the product was eventually withdrawn from the market in 1961 (Ho, 1998, p.41). 

However, concerns about the perceived safety of medical treatments and procedures 

have not gone away. In the US in 1999, the Institute of Medicine published To Err is 

Human. It estimated that between 44,000 and 98,000 Americans were dying each year 

as a result of the application of health care. As a measurement of death, either estimate 

is higher than the number of Americans dying annually from highway accidents, breast 

cancer or AIDS (Institute of Medicine 1999). The Institute of Medicine analysis 

followed on from many smaller studies, including one by the Boston University Medical 

Centre in the early 1990s, which found that up to 36 per cent of patients developed one 

or more iatrogenic complications, many of them drug-induced (Watts, 1996, p.342). 

The US, however, is by no means alone in this situation. Closer to home, the landmark 

Quality in Australian Health Care Study in 1995 established that in 1992, an adverse 

event occurred in 16 per cent of over 14,000 admissions to 28 public and private 

hospitals in New South Wales and South Australia (Wilson, et al. 1995). Across the 

Australian health system, this would have resulted in approximately 230,000 

preventable adverse events and up to 14,000 preventable deaths in that year (Van Der 

Weyden 1995). Moynihan (1998, p.4) has estimated that this translates to one in six 

Australians admitted to hospital being treated for an injury caused by the health care 

system. 

The confronting nature of such statistics highlights the discomforting fact that modern 

medicine often has a high price (Watts, 1996, p.342), contrary to its intent. Many, 

including those from within the medical profession, now believe that this price is far too 
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high (Institute of Medicine, 1999). At the broader level, two factors contribute 

significantly to this situation. 

First, there is increasing evidence from the international research community that a 

significant proportion of health care activity is not only ineffective and inefficient but 

also inexplicable, and in many cases unevaluated (Evans and Stoddart, 1994, p.39). For 

example, referring again to our childbirth example raised in chapter two, in the 1970s, 

concerned medical practitioners singled out obstetrics and gynaecology as the areas of 

clinical practice least likely to be supported by “hard” scientific evidence (Moynihan, 

1998, p.219). Estimates of what percentage of procedures have been formally evaluated 

for safety and efficacy vary, with some estimates as low as 15 per cent (Coleman, cited 

in Easthope, 1998, p.276). This situation has fuelled the perception that the rush to 

introduce new tests, pharmaceuticals, devices and operations has rarely been matched by 

a willingness to thoroughly evaluate their associated risks and benefits for patients 

(Moynihan, 1998, p.6). 

Combined with the concerns over the lack of safety implicit in much of medical 

practice, many also believe that modern medicine is fundamentally incapable of 

rendering sufficient levels of care and compassion. As explained by Watts (1996, 

p.361): 

To pursue this demanding trade . . . [doctors] need sophisticated equipment such 
as brain scanners, fetal monitors, endoscopes, lasers, radioactive chemicals, 
artificial hearts, and computers. Learning to handle these things may take months 
or years; to use them safely often absorbs much of the doctor’s attention. It is 
understandable that patients may feel alienated, and begin to wonder if the doctor 
has forgotten that they are not merely malfunctioning biological mechanisms, but 
people with problems that go beyond the biological. The doctor as a healer has 
been replaced, to a varying extent, by the doctor as a body technician. Although 
grateful to receive this form of assistance, most people do not find it sufficient. 
They need someone prepared to relate to them on a spiritual and human level, and 
able to appreciate their distress. Sympathy of the kind that a garage mechanic 
might express when reporting a broken crankshaft is not enough. 

The orientation of biomedicine around the explicit (economic) interests of the providers 

of medical services, as opposed to consumers, has created an environment of 

disenchantment and suspicion. Indeed, in the eyes of some, the medical profession is 

“inebriated by its own status, wealth and prestige” (Moynihan, 1998, p.12). But beyond 
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this sense of disdain, neither governments, businesses, doctors nor consumers are 

satisfied with systems of health care that are costing more and delivering less real health 

gain to fewer people. Change is inevitable. In the meantime, though, consumers are 

increasingly “voting with their feet” en masse and actively seeking other ways to 

improve their health status. 

The “alternatives” 

Alternative, complementary, or “other” medicine can be generally defined as those 

practices used for the purpose of medical intervention, health promotion or disease 

prevention which lie outside the dominant tradition (Micozzi, 1996, p.5). It embraces a 

great many different traditions, which over the years have been labelled anything from 

“marginal”, “quasi-marginal”, “fringe”, or “quack”, to “holistic”, “traditional” or 

“complementary” (Richman, 1987, p.208). Table 6 highlights a sample of the most 

popular non-medical approaches that have survived into the twenty-first century, and 

which stem from different philosophical and practical origins. 

Table 6: Complementary, alternative or other medicines 

Category 
Comprehensive Systems 

Spiritual And Mental 

Energy Work 

Dietary Therapies 

Manipulation 

Diagnostics 

Other 

Other Medicines 
Ayuverdic Medicine, Anthroposophy, Herbalism, Homoeopathy, 
Naturopathy 
Faith Healers, Spiritual Healers, Mental Imaging, Past-Life 
Regression, Primal Regression, Transcendental Meditation 
Acupuncture, Acupressure, Crystal Healing, Polarity, Reflexology, 
Reiki, Shiatsu, Therapeutic Touch 
Bach Flower Remedies, Colonics, Gerson Therapy, Macrobiotics, 
Pritikin Diet, Vitamin Therapy 
Alexander Technique, Chiropractic, Cranialsacral Therapy, 
Feldenkrais, Massage, Osteopathy, Rolfing, Tai Chi, Trager, Yoga 
Applied Kinesiology, Biorhythms, Iridology, Kirlian Photography, 
Psionics, Radionics 
Aromatherapy, Colour Therapy, Hydrotherapy 

Source: Germov, 1998, p.272. 

There are a number of reasons why other medicines are appealing, which Sharma (1995, 

pp.373-375) has outlined as including: the sense that conventional medicine fails to get 

to the causes of chronic illness or to take a preventative approach; the fear of drugs that 

might become habit forming, or the dislike of side effects of particular drugs; the fear or 

dislike of forms of treatment that are seen as too radical or invasive; the perceived 

inability of conventional medicine to cope with the social and experiential aspects of 
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medicine; and the dissatisfaction with the kind of alienating relationship between doctor 

and patient which people feel that conventional medicine requires or presupposes. 

Those sentiments are increasingly found to be common within western society. As 

mentioned in chapter two, studies indicate that a significant proportion of consumers in 

western nations are now subscribing to non-biomedical approaches, including 

acupuncture, naturopathy, and homeopathy (Anon 1996; Shenfield et al. 1997). In 

addition, more and more general practitioners across the industrialised world are 

incorporating complementary treatments into their practices (Hall and Giles-Corti 

2000). Within Germany, it is estimated that 95 per cent of all general practitioners now 

use some form of complementary therapy. While the figures are not necessarily as high 

throughout the rest of the OECD, research suggests that some general practitioners have 

a high level of interest in other therapies (Hall and Giles-Corti, 2000, p.602). For 

example, an Australian study exploring the knowledge, attitude and referral patterns of 

general practitioners in Perth found that 75 per cent of those surveyed had formally 

referred patients to alternative therapists (Hall and Giles-Corti, 2000, p.602). Such 

significant patterns of usage have led governments to acknowledge that treatments such 

as chiropractic, acupuncture, hypnosis, or meditation are becoming part of mainstream 

health care, and furthermore, that the term “alternative” no longer reasonably applies to 

many non-biomedical treatments (Moynihan, 1998, p.249). Despite this, the biomedical 

model is still portrayed by the medical-industrial complex as the dominant approach to 

health care. 

Broadly, there are three “other” or non-biomedical models of health care that are widely 

discussed: the biopsychosocial model, the ecological model and the social or new public 

health model. 

The biopsychosocial model 

The biopsychosocial model is based on a variety of closely related perspectives, 

focusing on the interactions between biology, individual psychology and society 

(Petersen, 1994, p.20). Embraced in particular by the nursing profession as the model 

for practice, the biopsychosocial model exists in contrast to the reductionist aspects of 

the dominant tradition. It attempts to include the patient and the illness in regimes of 

care. The task of the physician is to weigh up the contribution of social, physiological 
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and biological factors of illness, as well as the capacity of the patient to be a “partner” in 

their own care (Knight, 1998, p.144). 

The model, in attempting to broaden the concept of health, is promoted as a holistic 

perspective. Additionally, it is viewed as an attempt to build credibility for nursing 

practice and to simultaneously differentiate nursing’s knowledge base from that of 

medicine (Petersen, 1994, pp.20-21). The model, however, is still characterised by an 

“uncritical faith” in the scientific method for explaining the interactions between 

physical, psychological, and social aspects of life (Petersen, 1994, p.21). It is firmly 

fixed within the dominant paradigm of individual care where an individual’s health is 

restored by removing the symptomatic factors relating to breakdown, such as infection 

or disease. Accordingly, the approach is criticised for not acknowledging the impact of 

structural or broader economic, social and environmental factors impacting upon an 

individual’s health status and for not sufficiently accommodating aspects of personal 

experience. Over time, the biopsychosocial perspective has become seen as rather 

rhetorical, and as likely to strengthen rather than challenge the dominant health ethos 

(Knight, 1998, pp.144-145). 

The ecological model 

The ecological model, otherwise known as the human ecosystem model, seeks to shift 

the emphasis from “a simplistic, reductionist cause-and-effect view of the medical 

model to a complex, holistic, interactive hierarchic systems view known as an ecologic 

mode” (Hancock, cited in Knight, 1998, p.145). Considered the product of the late 

twentieth century’s trend to systems theory, it attempts to analyse the behaviour of 

individuals or systems within the context of a larger environment (Larson, 1991, p.5). 

The ecological model is primarily concerned with “the quality of life in relation to the 

development of biological and geological resources, of urban and rural settlements, of 

industry and technology, and of education and culture” (Knight, 1998, p.146). In this 

sense, it represents a paradigm shift in thinking about health, from an individual 

perspective to a “planetary” perspective (see Drengson 1983). At the centre of the 

ecological model is the “mandala of health”, which asserts that factors of human 

biology, personal behaviour, and the psychosocial and physical environments affect 

health outcomes in a holistic manner (Hancock 1985). While the model promotes 
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health as an outcome of a stable and safe ecosystem and an equitable distribution of 

wealth, it has also drawn criticism (Knight, 1998, pp.145-146). Because it is so broadly 

defined, the ecological model is perceived as potentially leaving too much to the 

imagination, and as being difficult to operationalise (Larson, 1991, p.6). Nonetheless, it 

is closely aligned with the new public health model, which is attracting attention from 

the growing health awareness consumer movement. 

The social or “new public health” model 

The new public health model extends that traditional notion of public health that focuses 

on environmental health, preventative medical services, and processes of social reform. 

The former model was perceived to reject the consideration of health issues in terms of 

social relations, and to ignore the interdependence of health and social and physical 

environment. In addition, the traditional public health approach sometimes led to 

processes of victim blaming, whereby individuals were held responsible for not 

necessarily making “optimal” or “right” life-style choices (Chu, 1997, pp.2-3). 

Increasing health inequality and more research on social capital, social cohesion, 

equality, and health paved the way for a change in thinking to a more holistic approach. 

Kickbusch (1989, p.267), as the principal exponent of the new model, argued for a 

reorientation of the definition of public health to reflect quantitative and qualitative 

approaches to promoting health. Such a definition would reflect the social, mental, 

spiritual, and physical dimensions of well-being and serve to promote investment in 

initiatives that create, maintain and protect health in accordance with its value as a core 

resource for the individual, and for the community and society as a whole. 

The new public health model, like the rapidly expanding field of population health, is 

underpinned by principles including creating supportive environments, strengthening 

community action, developing personal skills and reorienting health services (see 

Petersen and Lupton 1996; Kawachi, et al. 1997; Baum 1998; Marmot and Wilkinson 

1999; UK Health Equity Network 2000). First promoted by the WHO in 1977, this 

model, which firmly equates health with overall and improved living standards, has 

since gained international recognition and broad acceptance (Chu, 1997, p.3). The 

WHO’s Commission on Macroeconomics and Health (2000-2001) has contributed 

significantly to this field. It established the importance of investing in health to promote 
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economic development and poverty reduction, and argued that a global partnership 

between developing and developed countries could save at least eight million lives each 

year by 2010 (WHO 2001). As highlighted earlier, such an interdisciplinary health 

focus provides long-term scope to improve the allocative efficiency of health 

expenditure. In short, it may be possible to reduce overall health costs, or at least their 

growth, as healthier people generally require less health care. 

Closely related to the social or new public health model is a growing movement within 

the medical tradition to embrace evidence-based medicine. This movement is consistent 

with the diminishing effectiveness of more and more state-subsidised health care, and 

also the growing dissatisfaction with the conventional but alienating doctor-patient 

relationship. Evidence-based medicine is a simple concept that proposes wide-ranging 

changes to medical knowledge and practice. As Moynihan (1998, pp.13-14) points out, 

evidence-based medicine necessitates that, 

doctors make decisions about treatments based on good-quality evidence, not 
simply their personal experience, the ‘expert’ opinion of their colleagues, what 
they remember from medical school or what they have recently been told by drug 
company representatives. It means making sure, when possible, that treatments 
have been rigorously tested in independent, sound, long-term studies. It means 
researchers making sure the results of those studies are made available to doctors 
and to patients. 

In this sense, evidence-based approaches also seek to change the traditional role of the 

practising physician. At its core, the emphasis is on moving away from a mode of 

practice where the doctor is seen as the authoritarian, all-knowing professional, to 

becoming more of an authoritative carer, working with patients in deciding the optimal 

regimes of care (Moynihan, 1998, p.14). 

Archie Cochrane was considered one of the foremost exponents of this approach 

drawing on his experience as a medical officer during World War II. Cochrane came to 

stress the recuperative power of the human body, and within that domain, the need for 

doctors to consider whether medical interventions are more effective (Moynihan, 1998, 

p.14). On the basis of his example, an international network of academic centres known 

as The Cochrane Collaboration was established to systematically evaluate and 

summarise the best medical information available from randomised clinical trials 

75 



A biomedical critique 

(Larkins, 1998, p.170). While a relatively new initiative, evidence-based medicine 

presents great scope to transform medical practice. Indeed, within this regime of health 

care, medical intervention could become just one of a wider horizon of health care 

options (Moynihan, 1998, p.259). Given the rising popularity of these contending 

health-care approaches and the critiques of the biomedical model is it sustainable? 

Is the biomedical model of health sustainable? 

The broad consistency between complementary or other health models (Germov 1998, 

p.317) and the profound challenges faced by biomedicine make it necessary to assess its 

viability as the dominant model. The primary question is whether there is sufficient 

evidence to accept the continued domination of the biomedical model (and the explicit 

set of social choices that empower and ultimately sustain it), or whether there should be 

more of a balance between biomedical and other approaches, or whether it should be 

sub-dominant? 

Consideration of key issues such as equity, consumer satisfaction, efficacy and cost 

strongly suggests that over time there is decreasing functional justification for the 

continued dominance of biomedicine in its current form. In short, systems of health 

oriented around individualistic, curative interventions and the commercial interests 

associated with medicalisation appear increasingly inequitable, undesirable, ineffective, 

and economically unsustainable. 

Instead, the balance of evidence provided by structuralist, feminist, post-structural, and 

post-modernist perspectives suggests that much is to be gained in the interests of equity, 

acceptability, efficiency and sustainability by reforming, even in incremental terms, how 

health is conceptualised and managed in western societies. Reform would involve 

broadening the concept of health from its overwhelming association with interventionist 

and especially acute care, to one that more explicitly incorporates social, economic and 

environmental elements. This harnesses the idea that despite its ideological and 

practical flaws, biomedical care still has much to offer. Additionally, it implies that by 

accounting for issues such as class, gender, culture, and environment in a manner 

consistent with the enhancement of well-being and the trade-off of economic costs, 
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society and western governments in particular would have a greater diversity of options 

to improve health outcomes. 

Given this allocative context and the other health models, it is important to address how 

society might reprioritise health care in a way that effectively challenges the dominant 

model and provides a realistic transformative approach. Many possibilities exist, 

however, they fundamentally rely on a greater emphasis on disease prevention and 

health promotion. 

Looking forward: a realignment of health care priorities 

In financing terms, the bulk of health care resources are expended on specialist medical 

care, overwhelmingly delivered through the acute or hospital system. In industrialised 

nations, levels of acute expenditure are higher than those expended on primary care, 

which in turn is many times greater than that spent on public health. Primary care 

incorporates basic medical services made available at the community level, for example, 

through a family/general practice or community health service, and is the gateway to 

more intensive and specialised medical services, such as acute hospital and institutional 

care (Swerissen and Duckett, 1998, p.16). While it is reasonable to expect, within the 

established biomedical mode of health care production, that more state funds would be 

expended on acute care, the extent of this funding mix is inconsistent with a growing 

body of evidence that suggests that additional resources should be channelled into other 

areas (Starfield 2000). 

Moreover, the existing expenditure on public health throughout industrialised nations 

does not reflect the significant rise of interest in preventive policies witnessed over the 

past decade. Public health is still a “fringe activity” that accounts for “little more than 

two per cent” of total health expenditure in developed economies (Leeder, 1999, p.71). 

In Australia, this figure is 1.5 per cent (Palmer and Short, 2000, p.251). 

The low funding of public health is indicative of the balance of competing political and 

policy interests. Additionally, it is indicative of the ongoing academic debate about the 

cost effectiveness of preventive services (see Russell 1986). Consistent with the tenets 

of the new public health model, increased expenditure on preventive measures would be 
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premised on some evidence of efficacy and also cost effectiveness. However, given that 

public health is funded from such a low base, it is quite possible that even minor 

changes in funding would generate significant benefits. 

Increased funding would allow for greater efforts in new public health priority areas 

such as women’s and men’s health, such as integrated food and nutrition policies and 

targets for significantly reducing the production, marketing and consumption of tobacco 

and alcohol (Palmer and Short, 2000, p.225). Greater funding would, in turn, also allow 

for trialing new approaches, for there is no reason why public health should not evolve 

like other fields of activity. For example, biotechnological innovations may have a 

place in the future of public health. Indeed, if proven efficacious, safe and cost-effective 

relative to traditional approaches, plant-based oral vaccines and nutritionally enhanced 

foods could help improve public health outcomes (CDC 1997; WHO 2002b). 

The case of tobacco illuminates the scope for increased public health initiatives and the 

growing importance of investment in public health. The globalisation of markets in 

tobacco products is leading inexorably to increased consumption, particularly in 

developing countries and among women. By the 2030s, it is predicted that without 

significant action, more people will die each year from tobacco than the total numbers of 

deaths from malaria, maternal and major childhood diseases and tuberculosis combined 

(WHO, 1999, pp.65-67). Effective tobacco control strategies do exist (WHO, 1999, 

p.65). Given that the economic costs of tobacco exceed its estimated benefits (WHO, 

1999, p.68), developing nations would potentially gain much by investing in counter-

advertising campaigns such as those financed by cigarette taxes. 

Industrialised economies also stand to improve public health by greater investments in 

areas such as mental health, which affects many of the most vulnerable and 

disadvantaged across all societies. Within Australia alone, it is estimated that more than 

20 per cent of the population will have mental health problems in their lifetime (Palmer 

and Short, 2000, p.283). Across western nations, research estimates that 

neuropsychiatric conditions, most often expressed through unipolar major depression, 

account for 23 per cent of the burden of disease measured in Disability Adjusted Life 

Years (DALYs), which are the years of life lost to premature death and years lived with 

disability (WHO, 1999, p.15). 
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Despite the burden of neuropsychiatric disease in wealthy nations, which exceeds that of 

cardiovascular disease and cancers,4 there is a significant under-investment in mental 

health, which is further complicated by the fact that mental health problems are 

frequently “misunderstood, misdiagnosed or improperly treated” (WHO, 1999, p.16). 

Clearly, much more can be done in this area. In the long-term, increased funding for 

public health would allow for new and intersectoral alliances across the health, welfare, 

housing, and industry sectors and provide scope for improved mental health for risk 

groups and the population as a whole. This broader focus is needed given the 

biomedical model’s poor track record in this field, which has been compounded by the 

fact that the zeal for the de-institutionalisation of the mentally ill in Australia and 

elsewhere has swelled the growing ranks of the homeless within large cities (Palmer and 

Short, 2000, p.291). Many of these people are significantly worse off (Palmer and 

Short, 2000, p.291). Beyond this human tragedy, a much greater emphasis on primary 

care is vital to addressing the emerging epidemic of mental health problems. 

The current funding mix that favours capital and technology intensive acute hospitals 

also impedes the advancement of front-line or primary care, which is increasingly 

identified as the type of medical care that generates positive health gain (Starfield 2000). 

This would appear to contrast against historical evidence highlighted earlier that showed 

a poor and, at times, inverse relationship between the availability of medical services 

and improved health outcomes. However, it should be realised that primary care has 

historically been “badly neglected” across health care systems (Brown, 1980, p.210). 

Starfield (2000, p.4) argues that there are many reasons why there should be more 

emphasis on primary as opposed to secondary or acute care: 

Specialty care is more expensive than primary care and therefore less accessible to 
individuals with fewer resources to pay for it: the inverse care law. Moreover, the 
financial resources required to pay for specialty care compete with those for 
primary care, thus draining capacity for just those services that are better 
distributed. Compared with specialty medicine, primary care is less intensive of 
both labour and capital and less hierarchical in organization. Therefore, it is more 
adaptable and capable of responding more quickly to changing societal health 
needs. It is also more accessible, organizationally and psychologically, than 
specialty care. 

Cardiovascular diseases and malignant neoplasms (cancers) respectively account for 18 per cent and 
15 per cent of the years of life lost to premature death and years lost with a disability in high income 

79 

4 



A biomedical critique 

A growing empirical evidence base bolsters these arguments (see Shi 1994; Franks and 

Fiscella 1998). However, beyond the scope for improved allocative efficiency through a 

greater focus on primary as opposed to acute care, there is also evidence to suggest that 

a greater availability of primary care physicians has an equity-producing effect on 

health. For example, research shows that the increased availability of primary care to 

combat postneonatal and stroke mortality has been most effective in areas with higher 

socioeconomic disparities (Starfield, 2000, p.8). 

In response, governments and medical providers alike have begun to support initiatives 

that strengthen primary care (see Swerissen and Duckett, 1998, pp.16-18). This has 

become increasingly important with the cost-containment reforms of the hospital sector 

over the past decade that led to shorter stays and fewer beds (Decter, 2000, p.87). 

However, much more needs to be done to challenge the supremacy of the acute model of 

care embodied by the hospital, which is still one of the most powerful institutions in the 

industrialised world (Decter, 2000, p.59). While the symbol of the hospital as “the great 

cathedral of the church of health care” continues to capture the public affection and 

imagination (Decter, 2000, p.59), it is quite clear that it is decreasingly able to cope with 

what is demanded of it. 

Conclusion 

This chapter, in building upon the social history of biomedicine from chapter two, 

highlights three key points. First, and in accordance with its philosophical origins and 

the role of political economic factors in its rise to dominance, biomedicine constitutes a 

form of knowledge and practice that is subject to distinct biases. This aspect was made 

clear in the exploration of sociological (and especially structural) perspectives and also 

of alternative models of health. That exploration highlighted the importance of social, 

economic and environmental factors in the experience of health and illness, where 

emergent thought is focusing on the determinants of health (Starfield, 2000, p.9). 

By way of contrast, the biomedical model places limited importance on complex causal 

relationships, and instead adopts a reductionist approach by focusing on the availability 

of professional and increasingly technological medical care. Over time, this bias has led 

countries (WHO, 1999, p.15). 
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biomedicine to overly credit itself with the general improvements in health and the 

declining mortality rates evidenced from the eighteenth century onwards in Western 

societies. The reality is not as clear-cut. While the introduction of vaccinations for 

diseases such as diphtheria made a key difference to morbidity rates, biomedicine’s 

greatest achievements can, in many ways, be seen more as political and economic. 

Through medicalisation processes, biomedicine has come to exert more and more 

influence over the way people deal with common problems. Despite the issues posed by 

increasing biomedical surveillance and social control, especially for minority groups 

such as women, the prevalence and popularisation of the biomedical model continues to 

capture and inspire the public affection and imagination the world over. 

Beyond the biases of biomedicine, the second important point is that alternatives to the 

hospital-based, individually focused and technologically and professionally dominated 

health care that we are familiar with today do exist and are increasingly accessed. As 

highlighted in the previous chapter, there was nothing inevitable about the dominance of 

biomedicine. Alternatives have existed throughout biomedicine’s history, and despite 

the long-standing and often-bitter struggles fought by biomedical elites against other 

biomedical and alternative health traditions, many of the latter have survived and 

flourished. Aided by the increasing popularity of other health traditions amongst 

medical practitioners and consumers throughout the developed world, biomedical 

dominance is now subject to increasing challenge from within and without. In this 

sense, biomedicine should be seen in an evolutionary context. As postmodern analysts 

rightfully assert, there is nothing to suggest that the predominant or biomedical way of 

seeing and knowing the human body will necessarily last (Jones, 1994, p.78). It may 

well be replaced by some other way of seeing and knowing the body that conforms to a 

different and potentially broader model of health. 

The third important insight from this chapter is that the scope to think about health and 

health care in different ways is increasingly important given the limitations of the 

biomedical model, which have become increasingly visible over the last two decades. 

While health care is consuming greater and greater amounts of economic resources, it is 

now increasingly exhibiting characteristics of diminishing returns. In short, we may be 

reaching the fiscal limits of what biomedicine can potentially deliver for improved 

health (Evans and Stoddart, 1994, p.39). This situation presents a vantagepoint to 
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examine broadening the basis of the biomedical model away from its overwhelming 

association with interventionistic and particularly acute care to an increased focus on 

disease prevention and health promotion activities as advocated by alternate models of 

health. 

Yet, despite these insights, the biomedical model still persists as the dominant model. It 

is therefore essential to examine how governments have responded to these issues in the 

broader public policy context. This is necessary because it is this environment that 

actively shapes policy issues, and consequently, the types of solutions that are sought for 

the crucial area of contemporary and future health care. Increasingly, policy is tied in 

with the process known as globalisation, and it is this aspect we discuss in chapter four. 
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Chapter Four


Globalisation, public policy and health


The interval between the decay of the old and the formation and establishment of the 
new, constitutes a period of transition, which must always necessarily be one of 
uncertainty, confusion, error, and wild and fierce fanaticism (Calhoun, cited in Harvey, 
1992, p.119). 

Introduction 

This chapter examines the dominant public policy context of health that is inextricably 

linked to and defined by wider processes of globalisation. The primary purpose is to 

identify how globalisation shapes the contemporary health context, and within that 

context, how it affects the emergence of alternatives to biomedicine. This is important 

to explore given the significant finding in the previous chapter that the biomedical 

model of health is fundamentally unsustainable. 

We begin with a general discussion of globalisation, and then explore its more overt 

economic dimensions. This leads us to an extended examination of globalisation as an 

historical process that evolved directly out of the development project (McMichael 

1996a), and then to consider the distinct ideological and institutional parameters on 

which it rests. 

To aid the discussion, development theory is utilised to elucidate the evolution in power 

relations between national and multinational entities. Tracking these power 

relationships, including those associated with the dominant biomedical model, through 

the domain of distinctive phases of political regulation and technological innovation, 

will help to identify policy solutions to the contemporary health dilemma. 

Globalisation 

Globalisation became an increasingly popular term in the 1990s and is used in any and 

every context (Raghavan, 1996, p.11). As Hirst and Thompson suggest, “globalization 

has become a fashionable concept in the social sciences, a core dictum in the 

prescriptions of management gurus, and a catch-phrase for journalists and politicians of 
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every stripe” (1996, p.1). But what is it? Globalisation is not a term easily defined, as 

many different conceptualisations of it exist. It may generally be understood as a 

process in which the constraints of geography and political organisation via the state on 

social arrangements recede and where people also become aware that the world seems a 

smaller place (Waters, 1995, p.3). 

Closely related to this broad definition of globalisation is the notion of reflexive 

modernity, which suggests that the evolution of political, economic and cultural 

institutions makes it difficult for people to participate in social life without reference to 

globalised institutions in one form or another (Spybey, 1996, p.9). This process is 

fortified by increased information about models of citizenship, methods of production, 

styles of consumption, and modes of communication; and additionally, ways of reacting 

to these processes (Spybey, 1996, p.9). Over time, these processes have increased 

individual expectations of life, where theorists assert that social development has 

evolved from a modern focus on the attainment of citizenship rights, to a postmodern 

emphasis on self-fulfilment at both the individual and collective levels (Spybey, 1996, 

pp.9-10). 

The origins of globalised social processes can be best understood as being both old and 

new. Theorists state that globalisation has been a continuous process since the first 

recording of history, while simultaneously, it may be a contemporary notion or central 

context by which we understand the transition of society in the third millennium 

(Waters, 1995, pp.1, 4). Going from the general to the more specific, key explanations 

of globalisation include the near global distribution of human beings and the aftermath 

of the expeditions by Columbus and Vasco da Gama, which enabled European cultural 

and politico-economic institutions to become globally disseminated. Other explanations 

include the “Americanized” global society, which represents the materialistic 

culmination of the Enlightenment project. The combination of mass production, 

communication and consumption encouraged people to achieve higher living standards 

through harnessing the capacity of industrial science and technology (Spybey, 1996, 

pp.1-2). 

Globalisation is thus a complex term. The classical theories of globalisation revolve 

around an analysis of the industrialisation process and how this has facilitated change in 
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the economy, the polity, and in culture generally. Such analysis adopts a number of 

forms. The first relates to the work by American functionalist social science, which 

argues that in a modern world, societies are likely, on the basis of rational choices made 

by their members, to converge on a set of axial principles for social organisation, such 

as an independent judiciary (Waters, 1995, p.12). The second draws from the work of 

Marx and Lenin, who suggest that the process is not the result of any rational choice, but 

rather the result of the domination of a single way of producing commodities, namely, 

capitalism (Waters, 1995, p.12). Alternate methods of conceptualising globalisation 

include the notion that state systems and inter-state connections are increasingly rivalled 

by multinational companies and corporate connections and that a common mass culture 

is making the world a “smaller” place (Waters, 1995, p.13). 

This analysis relies on the Marxist political economy approach, by stressing the 

structural foundations of globalisation. This framework relates to the ways in which 

material exchanges at the global level are reflected at the local level. It provides an 

insightful historical background, which explains how capitalistic elements have shaped 

the world to conform to the requirements of capitalistic expansion. Understanding this 

structural process is fundamental to identifying the capacity for systemic change in the 

way we conceptualise and ultimately manage health. 

A political economy approach 

Understanding globalisation in structural terms refers to the various elements which 

have facilitated global economic relationships, such as trade, investment, production, 

financial exchanges, technology transfer, labour migration, international economic 

cooperation and organisational practices (Waters, 1995, p.66). These factors have not 

always existed in a constant state, but have instead evolved over time in accordance with 

the structural imperatives of the broader economy. Globalisation can thus be understood 

as an intrinsically historical project, constituted by institutional and ideological relations 

constructed by powerful social dynamics (McMichael, 1996a, p.26). This 

conceptualisation draws on the tendency of capitalism to both stability and instability, 

and the role of social structure in ensuring the viability of the capitalist system. 
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Stabilising the accumulation process 

Marxist analysis traditionally points to the historical experience of boom and bust cycles 

in the world economy to highlight the fact that capitalist accumulation does not progress 

evenly over time. It draws from Marx’s assertion that the necessary conditions of 

capitalist production were fundamentally inconsistent and contradictory, or crisis-prone. 

Marx believed that these basic flaws would produce periodic phases of over-

accumulation typified by excess productive capacity, a glut of commodities and 

inventories, surplus money capital and high unemployment (Harvey, 1992, pp.180-181). 

At the centre of Marx’s argument was the suggestion that this tendency towards over-

accumulation could never be eliminated. He contended that the viability of capitalism 

remained a question of how this tendency could be expressed or managed in ways that 

did not threaten the social order, and that this historical process was responsive to the 

internal dynamics of capital (Harvey, 1992, p.181). 

Theories on innovation are closely associated with capitalist development, and in 

particular, with the cyclical experience of surges and slumps in growth. For example, 

Schumpeter posited that technological innovation is at the centre of both cyclical 

instability and economic growth and that innovations tend to cluster around certain 

points in time (known as neighbourhoods of equilibrium), where the entrepreneurial 

perception of risk and return is said to warrant innovative commitments (Rosenberg and 

Frischtak, 1984, pp.22-23). Such clusterings, in turn, lead to long or Kondratiev cycles 

of economic development by generating periods of acceleration and an inevitable 

deceleration in aggregate growth rates (Rosenberg and Frischtak, 1984, p.22-23). 

Prosperity or expansion, recession, and recovery are the key elements in the long cycle 

(Delbeke, 1981, p.248). 

Schumpeter labelled these long cycles as “techno-economic paradigms”, which may be 

also understood as waves, in which distinct successive modes of development 

responded to distinct successive technological styles (Perez, 1984, p.52). In his analysis 

of techno-economic paradigms, Freeman (1992, p.134) argued that they embody many 

different clusters of innovations, both radical and incremental in nature, and that the 

technical changes have a pervasive effect throughout the economy. This degree of 

influence is marked by interactive changes, including organisational and technical 

changes that extend well beyond specific product or process technologies. 
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Schumpeter did not explore the interdependencies between successive techno-economic 

paradigms. However, he argued that a new techno-economic paradigm developed from 

within the old. As Freeman (1992, p.134) pointed out: 

[T]he new technology becomes established as a dominant technological regime 
only after a long period of gestation and competition with the previously dominant 
technologies. It has to prove its potential and actual profitability first in one or a 
few industries, and its full success occurs only after a crisis of structural 
adjustment entailing deep social and institutional changes and the replacement of 
the leading motive branches of the economy. 

When a new paradigm has successfully emerged, it represents a radical transformation 

of the prevailing engineering and managerial common sense for productivity and 

profitability that is applicable in most industries. It also represents a transformation in 

the dynamics of the relative cost structure of all possible production inputs (Freeman, 

1992, p.135). 

Regulation theory provides additional insights into the cyclical nature of the capitalist 

system and the factors relating both to the stability and instability of the system. 

Specifically, it introduces other concepts to help understand how the capital-labour 

relation is historically reproduced and how capitalism is prevented from collapsing in 

the way that Marx predicted (Bonefeld, 1991, p.37). Aglietta (1979) characterised 

cyclical crises as evidence of historical junctures and disjunctures between particular 

“regimes of accumulation” and “modes of regulation”. 

A regime of accumulation denotes the manner in which capitalism combines the 

productivity of labour and the degree of mechanisation with factors of household 

consumption, investment, government spending and foreign trade to form a pattern of 

economic development (Lipietz, 1992, p.2). In many ways this is consistent with the 

notion of techno-economic paradigms. However the concept of a mode of regulation 

creates an added context, incorporating the social and political function of institutions, 

such as governments and multilateral bodies, in establishing norms and regulating 

networks which adjust the contradictory and conflicting behaviour of individuals that 

may threaten the stability of a particular regime of accumulation (Lipietz, 1992, p.2). 
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These combined innovation-based and institutional functions have produced distinct 

phases of capitalist development (Aglietta 1979). The evolution of these phases is 

relevant to understanding the modern structural context of globalisation. Such an 

approach led McMichael (1996a, p.28) to contend that economic globalisation can be 

conceptualised as a process evolving out of the development project. Tracking the 

evolution of these thematic elements through the two projects provides important 

insights into how the dynamics of global economic power and authority have altered and 

brought change at the local or nation state level. 

The development project 

The development project was an international effort designed to stabilise the global 

capitalist economy based on large-scale restructuring (McMichael, 1996a, p.29). It was 

a product of the post-war (and Cold War) period where concern existed amongst 

Western political leaders to understand the differentiated processes of transformation 

and growth occurring throughout the world and to consolidate national welfare (Jenkins, 

1992, p.131). However, it assumed prominence with the decolonisation of much of the 

Third World and the subsequent realisation of the particular problems faced. As 

suggested by Ayres (1995, p.97), 

[T]he rapid and widespread break-up of colonial empires in Asia and Africa left 
many former colonies in a state of low productivity and economic backwardness 
while at the same time the emergence of new national states changed the balance 
of world forces and precipitated a motivation and push for development in the 
periphery. 

The institutionalisation of the development project was ultimately dependent on the 

nation-state and a stable international monetary regime, better known as Fordist political 

economy (McMichael, 1996a, p.29). This was the defining approach to development 

adopted by First World or industrialised nations from the late 1940s to the late 1970s. 

Following the principles of Keynesian economics, government assumed a much more 

central role in economic management and was seen as the main agent in overcoming 

structural impediments to economic expansion (Jenkins, 1992, p.131). This central role 

for government also extended to developing countries. Proponents maintained that the 

lead role of the state was necessary in promoting the industrialisation and increased 

capital accumulation associated with economic progress (Jenkins, 1992, pp.131-132). 
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Founded on values such as progress, equality, solidarity, collective welfare and material 

security, the Keynesian state thereby intervened in the functioning of the economy to 

ensure that the dynamics of production and consumption were relatively stable (Hirsch, 

1991, p.31). The Keynesian state engaged in demand or consumption management, 

which, in turn, led to the establishment of the modern welfare state. 

The welfare state was a political mechanism developed after World War II to eliminate 

inherent problems associated with want, ignorance, squalor, disease and idleness. 

Policy makers believed they could solve these problems with a system based on justice, 

participation, and social supports that would constitute the basis of a just and fair society 

(Graycar, 1983, p.1). Such a view was considered important in maintaining a social 

fabric, where all could enjoy the benefits of social justice (Castles, 1992, p.43). It led to 

a system of welfare based on a national compromise between an organised working 

class and an expanding capitalist class, which was possible given the particular elements 

of the historical juncture (Teeple, 1995, p.62). One of the most significant of these 

elements was high wages, which were related to the restored conditions of capital 

accumulation engendered by the Fordist techno-economic paradigm. 

Fordism adopts its name from the pattern of industrial organisation based on the 

controlled system of mass production pioneered by Henry Ford in the US in the early 

twentieth century (Mathews, 1989, p.4). It rationalised old technologies and the 

division of labour according to principles of scientific management so that work would 

flow through on an automated production line to a stationary worker (Harvey, 1992, 

p.125). This process, which also relied on the economic consolidation associated with 

the rise of the modern corporation, greatly improved productivity and stimulated 

economies of scale (Mathews, 1989, pp.21-22). However, at the core of Fordism was 

the belief that mass production relied on a new kind of modernist society based on mass 

consumption. Beyond securing worker compliance to work in the automated assembly 

line, the five-dollar, eight-hour day introduced by Ford also provided workers with 

sufficient income and leisure time to consume an ever-growing array of consumer goods 

(Harvey, 1992, p.126). 

Beyond maintaining equilibrium between the dynamics of domestic production and 

consumption, Fordist political economy also necessitated that an international monetary 
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regime be established to stabilise the international economic order. This was of 

particular concern to the United States, which emerged as the primary power in the 

postwar world of the 1940s (Waters, 1995, p.32). Expressly, the US wanted to secure a 

free trade environment with no discrimination against US goods, a favourable climate 

for American investment in foreign economies, and unimpeded access to raw materials 

(George and Sabelli, 1994, p.24), including, more recently, biological resources for 

biotechnology. To achieve this, it was necessary 

to prevent the disruption of foreign exchanges and the collapse of the monetary 
and credit systems; to assure the restoration of foreign trade; and to supply the 
huge volume of capital that [would] be needed virtually throughout the world for 
reconstruction, for relief and for economic recovery (George and Sabelli, 1994, 
p.25). 

These goals were seen as fundamental to preventing chaotic competition, monetary 

disorder, depressions, and political disruption, and led to the establishment of the 

Bretton Woods institutions in 1944 (George and Sabelli, 1994, p.25). The institutions 

included the International Monetary Fund (IMF), which aimed to maintain stable 

currency exchange by extending short-term loans to states with payments imbalances. 

Another was the General Agreement on Tariffs and Trade (GATT), which focused on 

reducing international levels of tariff protection. The third key institution was the 

World Bank, which stabilised exchange rates, exerted downward pressure on 

international inflation, and disbursed long-term loans to encourage development 

particularly that of Third World nations (McMichael, 1996a, p.30; Waters, 1995, p.32).1 

Modernisation and import substitution industrialisation 

It was keenly anticipated that extensive state intervention and a stable international 

monetary regime would promote nation building, and progressively bridge the 

significant developmental gap between the First and Third Worlds. To this end, one of 

the earliest development models was that centred on the nation state articulated by the 

economic historian Rostow. He suggested that undeveloped states could achieve the 

prosperity of their Western counterparts by replicating the latter’s progress along a 

linear trajectory of modernisation that incorporated various stages of economic 

development. These included the traditional society, the preconditions for take-off, the 
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take-off, the drive to maturity, and the age of mass consumption (Ingham, 1995, p.38). 

The most important was the take-off stage, which among other things, was believed to 

necessitate an increased level of investment between 10 and 12 per cent of national 

income (Jenkins, 1992, p.132). 

Import substitution industrialisation (ISI) was the key development strategy adopted by 

Third World nations, although it was also followed by some developed nations keen to 

expand their industrial base. Guided by this strategy, nations erected protectionist 

barriers and encouraged the growth in urban areas of new domestic industries that could 

satisfy demand for consumer and capital goods across a variety of industries, including 

amongst other things, clothing, footwear, domestic appliances, cars, steel and chemicals 

(Jenkins, 1992, p.132). This process facilitated the development of a local industrial 

base (McMichael, 1996b, p.40). 

Aided by the expansion of Fordist production systems to other industrial nations and 

Eastern Europe and the institutionalisation of ISI within the Third World, the post-war 

economy grew at an unprecedented rate, generating a period of capitalist stability known 

as “the long boom”. Seen as one of the few periods in history in which economic theory 

and public policy were mutually reinforcing (Cumes, 1984, p.10), Piore and Sabel 

(1984, p.165) point out, 

The industrial countries grew rapidly and, compared with earlier periods, steadily. 
Inflation was moderate. Unemployment was generally low, and in some places 
negligible. The fruits of economic expansion were widely dispersed. There was a 
general feeling of well-being. 

While the Third World shared in this growth, it soon became clear that the process of 

development was not bridging the gap between traditionally rich and poor nations. 

Indeed, as noted by McMichael (1996b, p.80), 

the evidence in the late 1960s to early 1970s suggested that most Third World 
countries were running to stay increasingly behind. The wealth gap between First 
and Third Worlds was evidently enlarging despite the promise of the development 
project. 

1 The International Finance Corporation and the International Development Association, which are 
members of the World Bank Group, were respectively established in 1956 and 1960 to help promote 
Third World development. 

91 



Globalisation 

To make matters worse, it became clear that a considerable and growing differentiation 

was emerging among Third World nations. For example, McMichael (1996b, p.81) 

cited the fact that the average growth rate across the developing world in the 1960s was 

4.6 per cent, while per capita growth rates hovered around one per cent or less. 

Conversely, the newly industrialising countries (NICs) of Hong Kong, Singapore, 

Taiwan, South Korea, Brazil and Mexico grew at rates of seven to 10 per cent, with per 

capita growth rates of three per cent to 7.5 per cent. 

The newly industrialising countries and dependency theory 

Such contradictions led to increasing criticism of the structuralist model of 

development. In particular, the inability of the American modernisation school to 

explain problems in a number of developing countries associated with economic 

stagnation, political repression, and growing income inequality led to the rise of the neo-

Marxist dependency school (So, 1990, p.92). Dependency theory had its roots in Latin 

America, especially with regard to continuing structured underdevelopment that was 

intensifying. While different strands of dependency theory exist, it squarely rejected the 

view that undeveloped countries were simply falling behind the other more dynamic 

industrial societies. Instead, dependency theorists contended that, 

as advanced capitalist countries impacted upon the less developed areas of the 
world they were seen to have subordinated the economic, social and political 
structures of the latter to their own economic needs, irrespective of the formal 
nature of the political relationship between the dominant and subordinate 
economies (Jones, 1995, p.28). 

Consequently, these perspectives asserted that, due to dependency and unequal 

exchange, capitalist development in some places “continuously and necessarily” created 

underdevelopment in others (Browett, 1995, p.220). 

To redress that state of affairs, dependency theorists advocated that developing countries 

needed to sever ties to advanced countries and instead promote an autonomous, 

independent (and generally socialist) path of development. They rejected notions of 

development centred on the views of the United States and other industrialised nations, 

and instead proposed a Third World perspective (So, 1990, pp.91-92). 

As a general theory though, dependency has come under very heavy criticism. One of 

the most sustained criticisms is that dependency theorists were unable to explain the 
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economic growth and social and industrial development that had occurred in the NICs 

(Sklair, 1995, p.36). Neo-liberals asserted that the existence of the NICs pointed to the 

inherent inefficiencies associated with protectionism and inward directed, ISI-based 

development (Ayres, 1995, p.101). Such critiques, used to justify the benefits to be 

gained from outward focused development, became stronger with the increasing reach 

of global production systems embracing export-oriented industrialisation. 

Global production systems and export oriented industrialisation 

The NICs epitomised a multinational dimension within the development project, 

whereby states actively participated in global exchanges through a strategy of export 

oriented industrialisation (EOI) (McMichael, 1996a, p.33). In adopting this strategy, the 

NICs entered a second phase of industrialisation in the 1970s, initially based on the 

production and export of labour-intensive goods such as footwear and toys and then of 

more sophisticated goods including electronics, steel, electrical goods, machinery and 

transport equipment. Consequently, the NICs adjusted their industrial focus from 

supplying domestic markets to supplying foreign ones with the assistance of 

multinational investment and marketing networks (McMichael, 1996b, pp.83-86). 

Export oriented industrialisation was central to the establishment of global economic 

relationships, as witnessed by the evolution of the world factory and the global 

production system. With the broadening of the industrial base to include many Third 

World countries, multinational corporations (MNCs) spanned the spectrum of industrial 

(including biomedical) development. Originating in the United States, Europe and 

Japan, MNCs soon became interested in capitalising on the lower labour costs in 

developing regions. From the mid 1960s to the mid 1970s, Third World countries 

experienced a rapid increase in direct foreign investment as firms relocated much of 

their manufacturing activities to these regions, which also saw nations other than the 

US, and across the development divide, become more significant sources of foreign 

investment (McMichael, 1996b, pp.87-92; Lipsey, 2001, p.25). For example, in 1960, 

the US accounted for almost half of the world’s outward stock of direct investment. 

Since then, however, while the level of foreign direct investment has consistently 

increased, by 1999 the US share had fallen to less than a quarter (Lipsey, 2001, p.25). 

This process marked the beginnings of a new global strategy. Manufacturing systems 
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integrated globally through chains of production sites with each site differentiated by 

their particular function in a global production system (McMichael, 1996b, pp.87-92). 

This global production system led to the vigorous expansion of the multinational firm, 

which became broadly defined as an enterprise engaging in foreign direct investment 

and organising the production of goods or services in more than one country (Dunning, 

cited in Waters, 1995, p.76). This process fundamentally changed the competitive 

environment. In the interests of staying competitive and profitable in the long run, large 

corporations of all nations were prompted to turn multinational and widen their 

international base (Review of the Month, 1992a, p.11). 

Through the global investment process, the MNC has now emerged as a central 

international institution in the postwar social structure of accumulation (Kotz, et al. 

1994, p.308). And with foreign direct investment increasing fourfold between 1970 and 

1990, MNCs have come to embody greater proportions of global gross domestic product 

(GDP) and international trade (Waters, 1995, p.76) (see Table 7). For example, in 1983, 

the top 200 corporations’ sales represented 25 per cent of global economic activity. By 

1999, this figure had grown to 27.5 per cent, dwarfing the total activity of all economies 

minus the largest ten (Anderson and Cavanagh, 2000, p.3). 

The process has also seen increasing concentration in key sectors of the global economy. 

For example, in 2000, the top ten firms across the telecommunications, pesticides, 

computers, veterinary medicine, pharmaceuticals and commercial seed sectors 

respectively accounted for 86, 85, 70, 60, 35, and 32 per cent of market share (The New 

Internationalist, 2000, p.24). Large-scale corporate mergers and acquisitions are 

fuelling market concentration. In 1981, the top ten pharmaceutical companies had just 

over 20 per cent of the US$70 billion world market. By late 2001, they controlled an 

estimated 48 per cent of the US$317 billion world pharmaceutical market following on 

from over US$3.5 trillion worth of mergers and acquisitions across the global economy 

in 2000 (ETC Group, 2001, pp.1-3). 

Such market concentration extended to the biotechnology industry with the top ten 

publicly traded biotechnology firms representing only three per cent of the total number 

but 55 per cent of both the total revenue and profit (ETC Group, 2001, p.4). Many 
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biotechnology firms are in fact conglomerate life sciences MNCs with interests across 

several industrial sectors. Novartis is a prominent example. It was established in 1996 

by a US$27 billion merger between the Swiss MNC giants Sandoz and Ciba-Geigy and 

instantly became the world’s largest agrochemical firm, the second largest seed firm, the 

third largest pharmaceutical firm and the fourth largest veterinary medicine firm (RAFI 

1996). Following the spinning-off of its agribusiness interests in 2000 to form Syngenta 

AG with AstraZeneca’s agrochemicals business, Novartis shared 20 per cent of market 

share in the global agrochemical market, and had a 4.4 and 4.0 per cent share 

respectively of the world’s animal veterinary and pharmaceutical markets (ETC Group, 

2001, pp.4-9). 

Table 7: The state and corporate power in 1994 ($US billions) 

Country or Corporation Total GDP or Corporate Sales 

Indonesia 174.6 

General Motors 168.8 

Turkey 149.8 

Denmark 146.1 

Ford 137.1 

South Africa 123.3 

Toyota 111.1 

Exxon 110.0 

Shell 109.8 

Norway 109.6 

Poland 92.8 

Portugal 91.6 

IBM 72.0 

Malaysia 68.5 

Venezuela 59.0 

Pakistan 57.1 

Unilever 49.7 

Nestlé 47.8 

Sony 47.6 

Egypt 43.9 

Nigeria 30.4 

Source: The New Internationalist, 1997a, p.18. 
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The rise of multinational entities and world market participation associated with the 

proliferation of global production systems has thus effectively recast the nature of the 

development project. While there had always been an international dimension to 

development—in the sense that nations participated in the global market—these 

dimensions evolved to the point where the world economy emerged as the definitive 

unit of development, with key implications for nation states (McMichael, 1996b, p.111). 

The evolving process was inextricably tied to the rise of world financial markets and the 

presence of the transnational banks (TNBs), to which we now turn. 

The transnationalisation of capital 

Under the Bretton Woods system, financial markets were heavily regulated and, as such, 

capital transfers across national borders were limited. In the mid-1960s, for example, 

the volume of international banking equalled about one per cent of the combined GDP 

of all market economies (Review of the Month, 1992b, p.2). Plentiful access to “soft” 

loans, and the stability of the American dollar as the international reserve currency and 

its convertibility to gold, underwrote worldwide economic development, particularly in 

Third World nations. 

By the 1970s, however, the conditions under which this system remained viable had 

changed considerably. A “burgeoning” capital market that eluded the regulatory powers 

of the state had emerged. The basis of the offshore market was the Eurocurrency 

market, which originally centred upon London. MNCs deposited their earnings in the 

foreign currency market to evade the central bank controls of the Bretton Woods 

regulatory system. This growing market led to the formation of TNBs, which had 

deposits beyond the jurisdiction of any government or deposits in a country that offered 

a haven from regulation, including Switzerland, the Bahamas and the Cayman Islands 

(McMichael, 1996b, pp.113-115). 

Cross-country banking had begun to increase rapidly during the 1960s. In large part, it 

was a response to the unprecedented scale of demand for extra finance by industrial 

nations, led by the United States. Those nations were “over-stretched” and feeling the 

fiscal pressure that resulted from the political choices made under the Fordist/Keynesian 

system. In America’s case, Cumes (1984, pp.23-24) contends that the commitments 

throughout the 1960s to the Vietnam War, large welfare programs both domestically and 
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internationally, and the space and arms races had come to strain even the significant 

financial resources of the US economy. 

The crisis of the development project 

Harvey argues that the period 1965-1973 also reflected the inability of Fordist political 

economy to manage the contradictions within capitalism, which, to reiterate, were 

becoming increasingly apparent (Harvey, 1992, pp.141-142). To Harvey (1992, p.142), 

these problems were encapsulated by the term “rigidity”: 

There were problems with the rigidity of long-term and large-scale fixed capital 
investments in mass-production systems that precluded much flexibility of design 
and presumed stable growth in invariant consumer markets. There were problems 
of rigidities in labour markets, labour allocation, and in labour contracts 
(especially in the so-called ‘monopoly’ sector). And any attempt to overcome 
these rigidities ran into the seemingly immovable force of deeply entrenched 
working-class power—hence the strike waves and labour disruptions of the period 
1968-72. The rigidities of state commitments also became more serious as 
entitlements programmes (social security, pension rights, etc.) grew under 
pressure to keep legitimacy at a time when rigidities in production restricted any 
expansion in the fiscal basis for state expenditures. 

This “rigidity” was also related to diminishing profits, as documented by Glyn and 

Sutcliffe (1972). The long period of full employment engendered by Keynesian and 

Fordist approaches had shifted historical relationships between labour and capital to the 

extent that incomes were rising faster than, or “squeezing”, profits. Consistent with 

Glyn and Sutcliffe’s analysis, the new equilibrium resulted in a level of demand for 

finance to fund government deficits and external imbalances that greatly exceeded the 

capacity of banks. However, advances in technology and communications led to the 

innovation of new financial products, including swaps,2 to meet financing needs 

(Review of the Month, 1992b, p.4). These innovative financial instruments swamped 

and eventually overwhelmed the former system based on the regulatory segmentation of 

national markets (Review of the Month, 1992b, p.4). For example, in the decade 

between 1960 and 1970, this process saw Eurodollar deposits grow from US$3 billion 

to US$75 billion. Over time, overseas dollar reserves became a liability to the US 

government, especially when cashed in for gold. The United States was no longer able 

Swaps represent exchanges between two parties that possess interest-bearing securities or future-
currency contracts for the purpose of hedging or seeking additional profit. Swaps were little known 
before 1980, however by 1991 there were $2.5 trillion worth of these contracts outstanding throughout 
global financial markets (Review of the Month, 1992b, p.3). 
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to maintain the dollar-gold standard and in 1971, US President Richard Nixon was 

forced to declare the dollar non-convertible (McMichael, 1996b, p.115). When that 

happened, it signified that the US could no longer sustain its regulation of the world’s 

currency markets, which became subject to a global system where currency markets 

were effectively “up for grabs” (Spybey, 1996, p.51). 

The abandonment of the Bretton Woods system signified the beginning of the end of the 

institutional structure of the development project. Economic power was being usurped 

from nation-states to a consolidating global infrastructure (McMichael, 1996b, p.115). 

This process ushered in an era where financial sectors in the advanced capitalist nations 

were elevated in status to the extent that they became less accountable in political and 

economic terms to the interests of states. Financial sectors, epitomised by central banks, 

became increasingly independent. While there was a short period where efforts were 

made to find a new mechanism to stabilise foreign exchange rates, conflicting interests 

and reluctance amongst powerful financial institutions to submit to continuing US 

domination meant achieving consensus was difficult. By March 1973, however, the 

world’s economic leaders decided to adopt floating exchange rates, thereby opening the 

floodgates to speculation in foreign exchange markets which then became affected more 

by financial markets than by trade (Review of the Month, 1992b, pp.4-5). 

The scale of the influence of foreign exchange markets can be appreciated by comparing 

figures for both world trade and the financial superstructure. Throughout the 1980s, the 

trade in goods and services amounted to approximately US$2.5-3 trillion annually. 

However, over the same period the London Eurodollar market—by which the world’s 

financial institutions borrow and lend to each other—turned over US$300 billion each 

working day, representing a figure at least 25 times that of annual world trade (Review 

of the Month, 1992b, p.6). More recent figures indicate that the global trade in goods 

and services in 1998 amounted to US$6.5 trillion, which represented the equivalent of a 

little over four days’ worth of trading on foreign exchange markets where more than 

US$1.5 trillion was transacted daily (The New Internationalist, 2000, pp.24-25). Such 

money flows, often short-term or speculative in nature, indicated the sheer scale of 

market power stored in transactions unconnected to and largely independent of the trade 

in goods and services. This process eroded the legitimacy of nation building associated 

with Fordist political economy. 
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A significant consequence of that instability in international economic relations in the 

early 1970s was an inflationary spiral. This, in turn, led the oil producing countries of 

the Middle East to significantly increase the price of oil in 1973, and then again in 1979 

(Review of the Month, 1992b, p.5). Because constantly changing currency values 

altered the conditions of profitabity, MNCs trading in goods and services began to 

reduce their risk of financial losses through relying on a particular currency market by 

diversifying their operations. This accelerated the trend towards global production. 

However, it also meant that economic growth in the world economy was significantly 

redistributed. The inflationary pressures within the advanced industrial nations 

increased. This led to a severe downturn in the world economy whereby the rate of 

economic growth slumped by 50 per cent in the 1970s. Following on from recessions in 

1970 and 1973-75, the US economy went into recession again in 1980 and in 1981-82 

(McMichael, 1996b, pp.116-117; US Senate, 2001, p.3). Most developed economies 

followed suit. The long boom of Western prosperity that was conditioned by Fordist 

political economy was well and truly over. 

In response to declining corporate profits from fixed direct investment in advanced 

industrial societies in the late 1960s and 1970s, TNBs began to look to the Third World 

to reinvigorate the cycles of world economic growth. Despite the recession, those banks 

had experienced a huge jump in deposits due to the massive profits Middle East oil 

producers received from the oil price increases. By the 1970s, the TNBs had such large 

surpluses on their current accounts that it was impossible to invest it all in their own 

countries (Gibson and Tsakalotos, 1992, p.47). 

This context enabled the TNBs to then make extremely large unsecured loans to 

particular Third World nations in the 1970s, encouraged by the World Bank (George 

and Sabelli, 1994, p.80). This strategy marked a second departure from the 

development project, where commercial lending at market interest rates effectively 

displaced aid and official lending from bilateral and multilateral institutions. Official 

lending either did not require repayment or was offered on concessional terms involving 

interest rates at below market levels. Third World nations, which were seen as 

reasonable economic risks, were subsequently able to borrow significant amounts on the 

assumption that they would be able to repay their debts (Gibson and Tsakalotos, 1992, 
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p.47; McMichael, 1996b, p.117-118). During the 1970s, 60 per cent of the foreign 

direct investment in the Third World was concentrated in the six nations of Hong Kong, 

Singapore, Malaysia, Argentina, Mexico and Brazil (McMichael, 1995, p.41). These 

were the NICs, and that investment was clearly relevant to their emergence. 

The debt regime: the end of the development project 

Yet the unregulated nature of debt financing was fundamentally unsound. Analysts 

noted that the World Bank failed to recognise this instability, let alone to warn those 

countries lending or borrowing of the impending debt crisis (George and Sabelli, 1994, 

p.80). Combined with unfavourable economic conditions—such as declining exports 

from the Third World, falling commodity prices and increasing interest rates—this 

unsound financing created an untenable position whereby certain nations, particularly 

those from Latin America, became unable to service their debts (McMichael, 1996b, 

p.118; Gibson and Tsakalotos, 1992, p.47). Mexico triggered the crisis in August 1982. 

It was unable to repay neither the capital sum borrowed nor interest payments. Within 

two years of Mexico’s default, thirty other major debtors, with debts representing 50 per 

cent of all developing country debt, were also failing to service their debts (George and 

Sabelli, 1994, p.83). Although the World Bank was very slow to acknowledge it, the 

Third World was in the grips of a debt crisis that would stall the development of most 

countries of the South for a decade (George and Sabelli, 1994, p.83). 

The debt crisis of the 1980s and 1990s, which is suggested by George and Sabelli (1994, 

p.80) to be “the development débâcle of the [twentieth] century”, officially sanctioned 

the end of the development project, where rather than being a vehicle of development, 

debt became a liability (McMichael, 1996a, p.34). This radically changed perception 

reflected the fact that no individual nation or institution was capable of the global 

regulation and global financing that was possible under the Bretton Woods system and 

which had brought economic stability (Marchak, 1991, p.9). Instead, the transnational 

dimensions of the global economy, fostered by MNCs and TNBs, had evolved to 

become an organising principle that in many ways superseded the nation state. 

According to McMichael (1996b, p.135), two key factors fundamentally changed the 

development paradigm: 
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First, the conditions imposed on debtors for renewal of credit enabled the debt 
managers to reframe the development project. There was no longer a question of 
pursuing the goals of the original development project; rather, wholesale 
restructuring (to compete in the global economy) was necessary to guarantee 
repayment of debt. Second, austerity measures, privatization, and export 
expansion renewed the global economy rather than individual national economies. 

Through this integration of the global economy, global management was formally 

instituted within the organisation and procedures of nation-states. Despite concerns that 

this restructuring was highly problematic since it was based on outdated paradigms of 

comparative advantage (George and Sabelli, 1994, p.89), the sovereignty of national 

economies was nonetheless substantially undermined (McMichael, 1996b, p.135). 

Capital’s form had fundamentally changed. Teeple (1995, pp.68-69), for example, 

argued that by the end of the 1970s, capital had begun to supersede its political 

framework, whereby the functions of the state were systematically eroded and redefined 

at the supranational level. He pointed out the decline of the nationally defined capitalist 

class as the critical change, which was matched by the rise of an international capitalist 

class with global interests. 

Sklair (1995) has conceptualised the global ruling class of financiers, national and 

international bureaucrats and corporate leaders acting in the interests of global 

(including biomedical) capital as the transnational capitalist class (TCC). It consisted of 

those who saw their national interests as best served by identifying with the interests of 

the global economic system, and in particular, with the interests of MNCs (Sklair, 1995, 

p.8). This concept closely resembled that of the “comprador class” in dependency 

theory, which included those individuals and institutions within Third World countries, 

including many local elites, who supported, facilitated and benefited from imperialism 

(Parenti, 1995, p.11). The TCC, like the comprador class, identify with the interests of 

multinational corporations, even if they are not sometimes directly employed by them. 

The TCC concept, however, was also different to the notion of the comprador class 

largely because it was tied to a theory of the global capitalist system, operating through 

the transnational practices of the MNCs, as they sought to reformulate capitalist 

hegemony (Sklair, 1995, p.44). That process specifically referred to recreating an 

asymmetrical position in the global system, whereby most of the economic, political and 

cultural-ideological goods that traversed the world were owned and/or controlled by a 

small number of interests from very few countries (Sklair, 1995, p.7). 
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The rise of the TCC thus signified that capital had, to all intents and purposes, lost its 

national character. It also reflected a new strategic international economic context 

where states adopted the task of developing international mechanisms and agencies to 

facilitate and regulate the global economy (Sklair, 1995, p.69). Prominent examples of 

this phenomenon included the recent establishment of the World Trade Organisation in 

1995 and the momentum that same year to set up a Multilateral Agreement on 

Investment. Through this transformation in the structure of economic power, nations 

became uncoupled from their traditional pre-occupation with national economic growth, 

and were effectively “set adrift” to establish their own position in the world economy 

(McMichael, 1995, p.41). Inevitably, this has meant that the development project— 

which was associated with nationally sponsored economic change as a means of 

improving national welfare—was superseded by a new project with vastly different 

premises. At its heart was the notion of capitulation to the rule of the market at the local 

level, with the broader ambition of globally managed economic growth sustaining the 

integrity of the global financial system and the conditions for multinational corporate 

gain (McMichael, 1996a, p.34). This defined the globalisation project. 

The globalisation project 

The globalisation project, like the development project, is grounded in the fundamental 

importance of economic growth. However, while the development project was 

universalist in scope (by proposing the replication of national economic growth across 

nation-states), the globalisation project promotes neo-Darwinian notions of competition 

and exclusivity. It differentiates between states and producing regions, assigning these 

new niches or roles, including those of “winners” and “losers” in the global economy 

(McMichael, 1996b, p.249). In this manner, the acceptance of economic 

marginalisation or irrelevance as part of the globalisation project has cast it as being 

more than just a successor to the development project. This is because its prescriptions 

are “double edged” since the globalisation project promotes a reversal of thinking on the 

merits of universalist as opposed to select interests, and with it a suggestion that the 

present is not the product of the past, but rather the hostage of the future (McMichael, 

1996b, pp.257-258). 
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The formal institutionalisation of the globalisation project has had a palpable effect on 

the dynamics of domestic public policy within both developed and developing countries. 

The common factor underpinning this broad-based change has been the global 

resurgence or reinvention of the liberal paradigm, which has provided a framework 

whereby states implement locally rules of global economic management in order to 

realign the forces of capitalistic accumulation (McMichael, 1996b, p.112). There are 

thus two discerning features of the evolving globalisation project. The first is the policy 

framework known as neo-liberalism, or in specific contexts such as the Australian one, 

as “economic rationalism”. 

Neo-liberalism / economic rationalism 

Neo-liberalism or economic rationalism is a very specific approach to policy-making 

that has it roots in orthodox neoclassical economics, most notably in a rather selective 

interpretation of the ideas of Adam Smith.3 His thesis of the free enterprise economic 

system, The Wealth of Nations (published in 1776), generally postulated that: 

Individuals pursuing their own interest are led, by a kind of invisible hand, to add 
to the public wealth; [t]he free market, relying on price, demand, and supply, 
coordinates the activities of countless individuals far better than any deliberately 
designed system could; [and that] [i]ndividual self-interest is the most reliable 
motive toward the production of wealth for all. Hence, public interference in the 
workings of the free market is to be strenuously avoided (Susser, 1995, p.64). 

In the 1970s and 1980s, the views of economists such as Hayek and Nozick had helped 

revive the ideological preference for markets as opposed to state intervention across a 

range of policy priorities (Marchak, 1991, p.xi; Burchell, 1994, p.1). They argued that 

the twentieth century concept of social justice, fundamental to the stability of Fordist 

political economy, was manifestly unjust. This was because the intervention of the 

Keynesian State was counterproductive since it consistently reduced the general welfare 

of any society. The key suggestion was that through pursuing redistributive social 

justice, the stability and wealth generating capacities of the market were compromised at 

the expense of entrenching organised interests and overriding individual freedoms 

(King, 1995, pp.20-21). 

Adam Smith’s writings on the economy tend to be narrowly read and then applied to the general 
organisation and conditions of society, which is inconsistent with what Smith himself intended. In 
sharp contrast to the dispassionate world of market economics, Smith argued that sympathy for others 
was the essential characteristic of the human condition (Saul, 1997, p.159). 
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Yet, when Hayek and Friedman received their Nobel Prizes for economics in 1974 and 

1976, their views were little known and they had few outspoken disciples (Marchak, 

1991, p.xi). This situation changed considerably though with the breakdown of both the 

Keynesian and Fordist regimes. 

In the 1980s, and into the 1990s, politicians and influential policy advisers in Anglo-

American nations—including Britain, the United States, New Zealand, and Australia— 

embraced neo-liberal or economic rationalist ideology. Governments adopted the 

position that global markets were fundamentally uncontrollable and that the only way to 

avoid being marginalised, whether as a nation, firm or individual, was through 

becoming as competitive as possible (Hirst and Thompson, 1996, p.6). Hence, 

governments came to believe that those nations that rapidly deregulated and integrated 

into an international free market would recover best (Walter, 1996, p.41). Walter (1996, 

p.84) highlighted three key reasons for the popularity of this view: 

It explained that dislocation was an after-effect of the old order, the price that had 
to be paid for inappropriate state activities. It justified the process of 
internationalisation [globalisation]. And it allowed politicians to disclaim 
responsibility for what had happened: it was a rationale for divestiture of state 
responsibilities (‘the market’ would solve what politicians had been unable to). 

With the adoption of neo-liberal or economic rationalist ideology, governments set in 

motion a powerful new paradigm, which has in turn become the maxim of “good 

government”. This paradigm holds that governments should relinquish, or at the very 

least reduce, their responsibilities for maintaining full employment and social welfare; 

privatise public services wherever practicable; and reform their own operations to make 

them competitive (Self, 1996, p.224). 

Intrinsic to this policy paradigm is the assertion that the political process is subject to 

various imperfections and distortions and accordingly, that the market is a better method 

of satisfying human wants and aspirations (Self, 1996, p.224). This paradigm, 

summarised as “public choice” theory, originated in the study of public finance and 

public goods. Public choice theorists hold that the Keynesian model of government 

intervention failed because special interest groups, bureaucrats and politicians 

themselves, were able to manipulate the political process for personal gain, with the 

consequence that the process was less receptive to individual needs (Self, 1996, p.225). 
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Public choice advocates maintain that governments should minimise intervention 

because, 

the market is an efficient allocator of resources between competing wants. The 
market is driven by the profit motive not to waste resources upon particularist 
favours. Economic incentives and competition sustain the efficiency of firms in 
the market and weed out poor performers, whereas a public bureaucracy never (or 
hardly ever) dies (Self, 1996, p.225). 

This ideological movement gained added impetus with the political and economic 

changes in Europe and elsewhere from the late 1980s. King (1995, p.17) noted that the 

disintegration of the Soviet Union created an environment where the narrative of 

modern politics is liberal in character. That narrative has been fuelled by liberals such 

as Fukuyama, who argued that the virtual disintegration of communist power in the 

Soviet Union and its satellite states, and indeed the end of the Cold War, marked an 

“end of history” in a Marxist-Hegelian sense (Fukuyama 1992). The process of 

evolutionary history, driven by the dictates of modern technology, is said to be 

producing a convergence of institutions around the model of democratic capitalism 

because it has fewer internal contradictions and is better able to satisfy the wants of its 

citizens (Fukuyama 1992). 

Fostered by neo-liberal values that centre on the individual, freedom of choice, market 

security, laissez-faire, and minimal government, many governments—most notably 

Anglo-American governments—have made distinctive policy choices in an attempt to 

create societies more capable of sustaining the rigours of the global market environment 

(Marchak, 1991, p.95). The two most significant strategies have involved the 

privatisation of public enterprises and the retreat of welfare programs. 

Britain has taken the lead in privatising public enterprises. Under the advice of the 

Adam Smith Institute, Marchak notes that the Thatcher government privatised local and 

central government services, most nationalised industries, and much of the National 

Health Service (Marchak, 1991, p.100). Major privatisations between 1982 and 1988 

included British Petroleum, British Aerospace, Cable & Wireless, Britoil, British 

Telecom, British Gas, British Airways, Rolls Royce, British Airports, and British Steel 

(Gourvish, 1991, p.131). 
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The United Kingdom, however, is but one example of the wholesale transfer of state 

assets and production of goods and services to the private sector. Teeple (1995, p.89) 

points to the privatisation movement being strongly supported by the TCC, and that as a 

consequence, all types of governments and countries have adopted this strategy. These 

countries extended from a military dictatorship in Chile, to social democrats in New 

Zealand, Australia, Spain and France, to “communists” in China and Cuba. Many are 

from the Third World, where the latter have been forced to embrace this policy under 

the terms and conditions of World Bank and IMF loans. In total, Tankersley and Cuzán 

(1997, p.104) suggested that from the mid-1980s to mid-1990s, some 7000 state-owned 

enterprises were privatised throughout the world, bringing in upward of US$250 billion 

in revenues to their respective governments. 

Within developed economies, the neo-liberal transformation of the welfare state has 

been overwhelmingly premised on the notion that government spending is too high and 

inefficiently handled. As discussed in the previous chapter, that broad sentiment has 

seen OECD governments pursue cost-containment strategies for health budgets since the 

1990s. Other large items of expenditure, most notably social expenditure, have also 

been targeted. This rationalisation process is perhaps best illustrated by the massive 

transfer of federal funds away from the social sector in the United States over the course 

of the 1980s and 1990s. Significant cuts were made to federal expenditures on health 

and social services, where the emphasis was on reducing spending and many regulatory 

controls that protected workers, consumers, and the environment (Navarro, 1993, p.54; 

Policy Almanac 2002). 

Yet, although government and big business see globalisation as the way forward, many 

in the public domain are unconvinced. It has been widely argued that economic 

rationalism has caused severe and, in many cases, irredeemable damage to the national 

fabric across societies (see Kelsey 1995). Some of the most interesting evidence relates 

to inequality, which as discussed in the previous chapter, is inextricably related to the 

experience and prevalence of poor health in any given society. 

There have been many studies measuring international inequality (see Melchior et al. 

2000, O’Rourke 2001) and there is variation in opinion as to whether it is increasing or 

decreasing. Studies differ in terms of the measure of inequality used and the 
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comparisons made. The World Bank, for example, compared the average income of the 

20 richest and the 20 poorest countries in 1960 and 1995 and found that the income gap 

had increased (2000, p.51). Melchior et al (2000, p.12) established that the poorest 

countries, including 50 per cent of the world’s population, had a share of world income 

between 10 and 20 per cent in 1965 as well as in 1997, but that this share was higher in 

1997. However, they also established that countries including the lowest 10 per cent of 

the world population had a lower share of world income in 1997 compared to 1965. 

They concluded that income inequality had on balance reduced, but that it did matter 

whether comparisons were made between the richest and poorest decile, quintile, third 

or half. In short, if you compared the top and bottom 10 per cent, world inequality 

increased. If you compared the top and bottom third, inequality decreased (Melchior et 

al 2000, p.12). 

Within countries, the picture is also mixed, although inequality has increased across 

many societies (Henry, 2002, p.6). A 1996 study by the University of York compared 

the performance of 10 developed nations including the US, the UK and Australia from 

the late 1970s to the early 1990s (Bradshaw and Chen 1996). Coinciding with Margaret 

Thatcher’s enthusiasm for neo-liberalism, Britain experienced the greatest increase in 

inequality, with the gini coefficient4 after social security benefits and direct taxes rising 

from 0.27 to 0.35. This compared to small increases in or reduced inequality in Canada, 

the Netherlands and Norway (Bradshaw and Chen, 1996, p.16). The only country 

included in Bradshaw and Chen’s study with a higher level of inequality than the UK in 

the early 1990s was the US, the most enthusiastic exponent of globalisation. Recent 

analysis by the World Bank of 38 countries between 1965 and 1992 sheds some light as 

to why income inequality in the US remains high (Lundberg and Squire 1999). The 

study found that greater openness to trade is correlated negatively with income growth 

amongst the poorest 40 per cent of the population, but strongly and positively with 

income growth among remaining groups (Lundberg and Squire 1999). Furthermore, the 

costs of adjusting to greater openness were borne exclusively by the poor, regardless of 

how long the adjustment took. 

Concerns that neo-liberal policies are damaging social and environmental conditions 

have given rise to an intense anti-globalisation movement spanning the developed and 

The larger the gini coefficient, the more unequal the highest and lowest incomes. 
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developing world. The large-scale protests at the World Trade Organisation meeting in 

Seattle in 1999 mark perhaps the movement’s best known activities. However, despite 

this widespread movement, the political and bureaucratic elites that constitute and reify 

the TCC are resolute that their policy framework is the only path to new or renewed 

economic prosperity. They uphold the view that the neo-liberal restructuring process 

will foster specialisation in the world economy and create the necessary momentum to 

generate a new, or post-Fordist techno-economic paradigm, which is the second pillar of 

the globalisation project. 

The post-Fordist techno-economic paradigm 

Drawing from the prior discussion about the emergence of new techno-economic 

paradigms, it is difficult to delineate the precise nature of post-Fordism. Belussi and 

Garibaldo (1996, p.153) contend that this situation exists because the process of 

transformation in post-Fordist societies incorporates elements that are clearly Fordist in 

orientation. 

The distinguishing feature of post-Fordism is the concept of flexible accumulation, 

which exists in stark contrast to the perceived rigidities of Fordism. Specifically, it rests 

on flexible patterns of labour organisation, production and consumption and is 

characterised by new productive sectors, new markets and increased innovation across 

an economy (Harvey, 1992, p.147). Flexible accumulation is to be found in numerous 

techniques of flexible specialisation, which provoke technological sophistication as 

opposed to reliance on simple techniques (Piore and Sabel, 1984, p.207). This situation 

relates to the way that firms have found new methods to cut the costs of customised 

production, which has seen the resurgence of the craft paradigm, which is generally 

associated with the production of niche goods for strategic markets (Piore and Sabel, 

1984, pp.206-207). Clusters of innovations in information, communication and 

molecular technologies have resulted, which represent a distinctive form of capital 

accumulation based on the provision of flexible, all purpose and labour-saving 

machinery capable of producing a wide variety of products (Bonefeld, 1991, p.54). 

The spectre of genetically customised and mass produced animal clones that secrete, in 

their blood and milk, large volumes of cheap chemicals and pharmaceuticals for human 

use epitomises the flexibility associated with post-Fordist innovation (Rifkin, 1999, 

108 



Globalisation 

p.2). So too does the notion of novel transgenic bacteria, viruses and plants, which are 

capable of being released into the environment to promote bio-remediation or to 

produce alternative fuels (Rifkin, 1999, p.2). Much more will be said about the 

application of molecular biology in the following chapters. 

The techniques of flexible specialisation have permitted a shift away from what Piore 

and Sabel (1984, p.207) regard as a reactive strategy, based on survival, to an expansive 

strategy. Post-Fordist accumulation may thus be conceptualised as shifting the emphasis 

from the economies of scale associated with standardised mass production to the 

virtually unlimited production possibilities or economies of scope possible through the 

mass production of different products by the same machinery (Bonefeld, 1991, pp.54-

55). 

Because of their projected dynamic potential for future growth and technological 

change, a number of industries which incorporate “flexible” or enabling technologies of 

economic globalisation have come to be identified by governments as strategic 

(Yoshitomi, 1991, pp.15-16). These industries include telecommunications, 

semiconductors, computers, civilian aircraft, and biotechnology (Teece, 1991, p.35). 

Through this distinction, Soete (1991, p.55) argues that such industries have a 

disproportionate importance due to their pervasiveness and the cumulative and 

increasing potential economic returns associated with their development. This 

perception has, in turn, provided a powerful impetus for many, although paradoxically 

not all, nation states to support the establishment and development of flexible industries 

through industry and science policy processes. 

For nation-states, the process of formulating effective industry and science policy has 

always been problematic due to the inherent difficulty of “picking winners”. Harnessing 

the potential of the strategic industries is further complicated by the growing 

interdependence within the world economy. While the MNC continues to be the main 

agent of globalisation, competitive pressures such as increasing costs for research and 

development, longer gestation periods, and shorter life cycles for new products have 

caused high-technology production costs to increase considerably. This has created a 

situation where even the largest of companies are forced to collaborate with each other 

as a means of reducing costs and spreading financial risk (Yoshitomi, 1991, p.20). 

109 



Globalisation 

This process of collaboration has involved a massive increase in foreign direct 

investment through an array of new forms of international networking, including equity 

arrangements such as joint ventures; research corporations and minority investments; 

contractual joint development agreements; and R&D contracts (Ostry, 1997, p.243). 

The process of technology networking has become increasingly pervasive, to the extent 

where it is more concentrated than investment. For example, over 90 per cent of 

technology agreements are between companies with their home base in the United 

States, the European Union or Japan (Ostry, 1991, p.82). In addition, it is changing the 

trade mix such that trade amongst industrialised countries has come to be increasingly 

dominated by technologically sophisticated products. This system has become known 

as “techno-globalism” (Ostry, 1991, p.82). 

Because firms are still focused on parameters of profitability, growth and market share, 

the techno-global process has increased competition between firms. Yoshitomo (1991, 

p.21) points out that in a seeming contradiction of the rationalist or neo-liberal 

paradigm, governments are likely to act as agents of technological nationalism in aiding 

and protecting firms that fear being swamped by the competition, and similarly, in 

securing and preserving the national industrial base. Although this process is 

complicated by the diminishing economic sovereignty of the nation state, the level of 

competition between governments has increased substantially as they try to ensure that 

their countries are selected as sites for strategic industries (Ravenhill, 1994, p.93), or 

where countries with MNCs actively promote their interests. 

In this political and economic environment, traditional notions of comparative 

advantage are argued to have little relevance since technology, human capital and 

organisational systems are the determining factors in the international competitiveness 

of strategic industries (Yoshitomi, 1991, p.21). As such, developed nations have tended 

to abandon traditional assumptions about comparative advantage, and instead have 

attempted to establish a place for themselves in the global economy through offering 

prospective high-technology firms a series of enticements to perform research and 

development5 in that particular country. This signifies a new, important and potentially 

no less relevant role for the nation state. These enticements may include stringent rules 
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of origin requirements, selective acceptance of foreign investment, strategic support to 

private R&D, favourable tax treatment of innovative activities, tax breaks to attract 

firms in key sectors to specific regions, and the like (Michalski, 1991, pp.9-10). 

The rise of techno-globalism and the accompanying shift from comparative to 

competitive advantage has also had an effect on science policy. Analysts speculate that 

science policy in the industrialised world is now entering another distinctive phase with 

extended responsibilities. Science is now charged with serving society and the 

international community in a context in which its means are limited, its realisations are 

subject to broad scrutiny, and its image is somewhat diminished (OECD, 1994b, p.8). 

Through this process, governments, especially OECD ones, are attempting to explicitly 

reshape the processes of science in a way that is consistent with the flexible industries 

promoted by MNCs and the transnational capitalist class. This process has been 

detailed extensively by Ziman and relates to the gradual change from Little (or 

individual) Science to Big (or large-scale, modern) Science from the mid-twentieth 

century (de Solla Price, 1963, pp.2-4, 31). 

Ziman argues that up until the early 1970s, funding for science was generous and 

virtually unconditional. Scientists were effectively unrestricted in terms of the 

intellectual and financial scope of the research they undertook. A “golden” age for 

science is said to have resulted, where scientific knowledge expanded at a faster rate 

than the historical average (Ziman, 1994, p.94). 

Unprecedented progress precipitated the development of interdisciplinary science, and 

the increasing application of finalised science. These concepts related to the capacity 

provided by increased knowledge to explore theoretical and practical problems in an 

interconnected sense, and through increased knowledge, to envisage further theoretical 

and/or practical advances, often with quite specific ends (Ziman, 1994, pp.23-24). 

Molecular biology provides a key example of this process: 

The elucidation of the function and structure of DNA not only opened the way to 
many important discoveries in biology: it encouraged researchers and other 
biomedical workers to think about the role of DNA in diseases such as cancer, to 

5 Amongst the strategic industries, some forms of research and development, such as information 
technology, are less controversial and thus more sought-after than others like biotechnology. With the 
global oppositional movement, some countries are still wary of biotechnology (Bourrier 2000). 
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conceive new ways in which such diseases might be attacked, and to design 
research programmes to test and develop these ideas. In other words, the science 
of molecular biology is becoming the basis for bio-technology or genetic 
engineering (Ziman, 1994, p.23). 

Yet, despite such success, by the early 1970s the institution of science, which requires 

significant resource inputs, was fast approaching its limits to growth through state 

subsidisation. The alternative was quite clear. De Solla Price (1963, p.19) pointed out 

that the exponential growth of scientific knowledge would, if not averted, eventually 

require “two scientists for every man, woman, child and dog in the US alone, and 200 

per cent of total government expenditure”. Combined with the downturn in the world 

economy and the emphasis on reducing, or at least, containing public expenditure, 

governments made two highly significant policy changes that affected the structure and 

culture of science. First, they cut, or put restrictions on, the levels of research funding. 

Second, they imposed new priorities and administrative complications on scientific 

practice (Ziman, 1994, p.13). The intention, at least, was to create a more rationalised, 

tightly organised and managed institution (Ziman, 1994, preface). 

Changing public attitudes towards the support of scientific activity also brought on this 

process. Ziman (1994, p.86) argued: 

People outside science feel that it has been too slow to deliver the goods that they 
thought they had been promised, so they want to hurry things along. Many 
politicians seem to believe that if all the resources and technical virtuosity 
employed in basic science, apparently to satisfy the curiosity of the scientists, were 
more efficiently managed, and focussed more sharply on practical problems, then 
they would yield a greater return. The ultimate benefits of long- term research are 
thought to have been oversold, and results are now being demanded on a much 
shorter time-scale, primarily to deal with the urgent economic problems of the 
nation. 

The implication of universal, financial and structural challenges is that Big Science is 

forced to exist in a new environment bound by explicit resource constraints. As 

previously discussed, this is not a policy context exclusive to science. Instead, it is 

consistent with changes in other areas of government policy, such as social welfare, 

education and health care. This means that science has to become more efficient, 

accountable, and competitive, and ultimately, more concerned about wealth creation 

(Ziman, 1994, pp.84, 90). The simplest way for this to be achieved is through the 

adoption of organisational principles traditionally associated with industrial firms, 
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especially the development and protection of new proprietary knowledge (Nowotny, 

1985, pp.145-146). 

This policy impetus associated with science reaching its upper limit is transforming 

scientific research. While it has long been established that basic research underpins the 

knowledge base necessary to sustain technological change, the globalisation process is 

instead fostering the wholesale erosion of support of basic and long run research 

programs in both the private and public sectors (Ostry, 1997, pp.248, 262). Instead, 

research is increasingly being directed into areas that promise short run and specific 

results along the lines of a highly competitive model of technological development 

(Ostry, 1997, p.262). 

While much scientific research has always been done in industry and in the military 

(Bridgstock 1998), the shift to short-term technological development has transformed 

the nature of university-based academic research, which has traditionally been 

associated with that of a long-term, curiosity-driven nature. Fiscal and ideological 

constraints have forced a paradigm shift in the way academic science is conceptualised, 

organised and carried out. In short, the business of being a scientist is increasingly 

becoming just that—a business. Scientists have been forced to adjust from generating 

knowledge for its own sake, to generating strategic knowledge capable in the short-term 

of producing economic benefits. As pointed out by Salomon (1985, pp.79-80), science 

has increasingly become a commodity related to the economic laws of supply and 

demand and to the political objectives and needs of government. 

The commercial reorientation of public sector science has blurred the traditional 

distinction between basic and applied research (Dickson, 1988, p.60; Krimsky 1991). 

This is clearly evidenced in the growing corporatisation of academic science, where 

industrial concerns form collaborative agreements with university-based researchers, 

and the emphasis given to finalised or readily exploitable areas of science, including 

molecular biology. In this manner, research is increasingly seen as a process of 

generating intellectual property, the ownership of which needs to be firmly established 

and protected in advance (Ziman, 1994, p.40). The patent is the most desirable form of 

intellectual property generated by this collaborative impetus. In providing exclusive 

rights over a period of approximately 20 years in most OECD nations, the patent process 
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is perhaps the most explicit factor in foreshadowing the growth and development of 

strategic industries and a post-Fordist future, including for health. More will be said 

about this process as it relates to molecular biology in chapter five. 

The drive for new solutions to health 

In contemporary public policy terms, the ideological predominance of the globalisation 

project and its formal expression in neo-liberalism and an emerging post-Fordist techno-

economic paradigm suggests that the possibilities for sustained structural change in the 

way we conceptualise and manage health are constrained. This is because the 

overarching globalisation context imposes, and indeed reinforces, existing limitations on 

public policy makers in their efforts to come up with innovative solutions to the inherent 

and aggravating biomedical crisis manifest in spiralling costs and diminishing returns. 

Despite the momentum to build a broader model of health and to work towards more of 

a balance between primary and acute care, governments are highly unlikely to be 

supportive to the extent that may be warranted from a public interest perspective. The 

influential transnational capitalist class is an important part of this dynamic. They are 

primarily interested in advancing the global economy and powerful multinational 

interests, including those associated with the biomedical model. This interest exists at 

two different levels. 

First, under a post-Fordist and economic rationalist regime, any prospective policy 

option should be compatible with the premises of market-sanctioned economic 

management. Accordingly, serious health policy options will be ideologically consistent 

with the increasing trend by governments to limit, and in some cases reduce, their 

commitment to the public sector. Notable examples include the privatisation of 

essential services—which thereby makes them profit-driven concerns, and also through 

the erosion of public spending in areas of social policy, which aggravates inherent 

tendencies toward income-related and consequently health-related inequality. In this 

manner, a viable alternative will be fundamentally consistent with, and give impetus to, 

a profit seeking and highly individualistic, as opposed to community-based, approach to 

health. 

Second, prospective options will also be compatible with the drive by global economic 

forces and national governments to catalyse a renewed period of capitalist expansion 
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based on the economies of scope provided by flexible technologies, manifest in strategic 

industries and protected by intellectual property rights. This context favours emerging 

models that harbour those characteristics, thereby increasing the tendency towards 

technological solutions to health problems. In other words, a viable policy solution will 

probably revolve around an expansion of the existing model of health, which 

overwhelmingly focuses on acute care. 

Because of these delimitations that strongly favour profitable, individualistic, and 

increasingly high technology-based strategic systems of health care, the spectrum of 

options available for serious policy consideration is reduced even before the deliberation 

has effectively begun. This very narrow and extremely specific public policy context 

means that any momentum to suggest or create a broader model of health is likely to be 

channelled into the establishment of an extended biomedical model, such as that 

encapsulated by the term “biotechnology” or “gene technology”. 

Conclusion 

This chapter has highlighted two key points. First, it has shown how globalisation 

evolved as an historical process to narrow not broaden the prospective basis of policy 

decisions. In terms of political economy, this relates to the significant differences 

between the development paradigm and the globalisation paradigm, and specifically to 

the power of the nation-state. 

The development project, based on the nation-state and a stable international monetary 

regime, was a universalist initiative designed to engender economic development within 

undeveloped regions and more broadly, to stabilise the capitalist cycle. Instrumental to 

this process was the regulation provided by the Keynesian or welfare state and the 

development fostered by the mass production, techno-economic paradigm. Although 

there were problems with the development project, most tangibly expressed through 

uneven development, the effectiveness of the core elements eroded over time. That 

instability was related to the rapid emergence of the transnational dimensions of the 

global economy from the 1960s onwards, and specifically the rise of multinational 

corporations, world financial markets, and transnational banks. By the 1970s, these 

dimensions had evolved to the point where they undermined the viability of the 
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international monetary regime and the capacity of even the most powerful of states to 

manage their economic development. Respectively burdened by the rigidity of the 

Fordist system and the weight of debt, developed and developing economies lurched 

into financial crisis. 

The debt crisis signalled an end for the development project and everything it stood for. 

Crippled economically by debt, developing nations were forced to radically reorganise 

their economies as a means of successfully participating in an increasingly competitive 

global economy. Industrialised nations willingly did the same. In this process, debt 

became overwhelmingly viewed as a liability. Global management was formally 

instituted within the organisation of nation-states, and over time, it has accrued more 

and more power because the structural reorganisation of national economies 

overwhelmingly tended to strengthen the global economy, embodied in multinational 

corporations and transnational banks, as opposed to national hosts. 

Within this context, the globalisation project signifies how capital has ostensibly “out

grown” the political framework incorporated by the nation-state and become redefined 

at the supranational level, where it is overseen by an international capitalist class that 

identifies best with the global economy. Such transformation in the structure of 

economic power has had wide-ranging implications. Most notably, it has created a 

strategic context where states, as national economic managers, have less scope to make 

policy decisions. Although developed states still make their “own” policy decisions, 

these are increasingly made within the context of appeasing financial, including 

currency, markets. At the local level, this process has seen states overwhelmingly focus 

on restrictive fiscal neo-liberal agendas and industry and science policies that generously 

accommodate corporate activities and aspirations. 

This introduces the second point. Beyond narrowing the basis of policy decisions, the 

globalisation process thus promotes some policy initiatives over others. With regard to 

health, this would endorse the continued evolution and domination of the problematic 

biomedical model over any alternative model or combination of models. In short, 

prospective health policy options are structured to conform to the key policy platforms 

engendered by neo-liberalism and the quest for the new techno-economic paradigm. 

This prioritises profitable, individualistic, and increasingly, high technology systems of 
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health care. In turn, that highly specific context would diminish consideration of the 

range of other health proposals available. This means that the momentum to establish a 

broader model of health will, in all likelihood, be channelled into a narrower and 

extended model of biomedical care, especially, it is premised, one based on the flexible 

specialisation of molecular biology and the strategic industry that is encapsulated by the 

term “biotechnology” — or more recently, “gene technology”. 

In order to understand more fully why molecular biology and biotechnology are 

consistent with these key tenets of globalisation, we need to examine their contemporary 

historical development. By exploring the ideological and industrial underpinnings of 

this globalisation-based health care option, we will then be able to understand why it is 

in fact endorsed as the basis of an “improved” model of health. We take up this 

discussion in chapter five. 
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Chapter Five


“Global” solutions to health — a genetic evolution


Our view of nature will influence the way we treat nature, and our view of human nature 
will affect our understanding of human responsibility (Barbour, cited in Fox, 1992, p.6). 

Introduction 

Having established the theoretical basis of the thesis in chapters two to four, the next 

two chapters explore the political economy of molecular biology and biotechnology and 

how they continue the historical process of shaping notions of health and health care 

around corporate and often multinational interests. To begin, we focus on the origins 

and development of molecular biology and biotechnology and draw out the substantial 

ideological and industrial underpinnings of the new approach, which represents an 

extension of the very powerful and equally problematic biomedical model. 

The chapter starts with a brief explanation of the key terms that embody the emerging 

health paradigm — that is, “molecular biology” and “biotechnology” before considering 

their evolution as part of the environment fostered by economic globalisation. The 

exploration involves tracing the origins and development of biological determinism, 

genetics, eugenics, and molecular biology, and how much of the momentum associated 

with a genetic conceptualisation of health had become embodied in the global 

pharmaceutical industry by the late 1980s. In exploring the social process, important 

insights are offered into the choices made to support the ensuing scientific and 

technological trajectory and the implications of those choices. 

Molecular biology and biotechnology 

Molecular biology is a speciality within biology that incorporates molecular genetics 

and seeks to understand biological phenomena in terms of molecular structures (Wheale 

and McNally, 1988, p.3). Varying theoretical and experimental advances have 

contributed to molecular biology, particularly in the field of genetics. Nonetheless, 

molecular biology is a relatively new field, which, aided by its rapid growth since the 

1960s, exerts considerable influence over the life sciences (Krimsky, 1991, p.135). 
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The techniques or scientific tools developed through molecular biology are commonly 

associated with the strategic industry known as “biotechnology”. Many definitions of 

biotechnology can apply. The former US Congressional Office of Technology 

Assessment provided one of the most popular definitions. It defined biotechnology as 

“any technique that uses living organisms (or parts of organisms) to make or modify 

products, to improve plants or animals, or to develop micro-organisms for specific uses” 

(1984, p.x). Similarly, biotechnology can be defined as the “deciphering” and 

application of biological knowledge (Smith, 1996, p.2). 

Biotechnology is a wide field of practical activity, which, in contrast to molecular 

biology’s very recent history, has existed for thousands of years. For example, in its 

pre-industrial form, dating from c.6000 BC, first generation biotechnology included 

fermentation techniques capable of generating a variety of foods and drinks including 

beer, bread, cheese, yoghurt, wine and vinegar (Smith, 1996, pp.4-7). Following the 

Second World War, the reorganisation of science and engineering processes into 

industrial-scale fermentation, bioconversion and biocatalysis processes (known as 

second generation biotechnology) allowed for the production of pharmaceuticals, 

chemicals, fuels and food and the development of waste processing (Hindmarsh, 1994, 

pp.145-146). 

Unless otherwise stated, the use of the term “biotechnology” hereafter refers to modern 

or third generation biotechnology, which builds upon but radically extends first and 

second-generation biotechnology. Third generation biotechnology is distinguished by 

genetic engineering, which refers to “a set of techniques for isolating, modifying, 

multiplying and recombining genes from different organisms” (Ho, 1998, p.19). These 

are powerful techniques of molecular biology that enable scientists to transfer genes 

between species in ways that nature is unlikely to replicate, such as transferring a fish 

gene into a tomato or a human gene into a pig (Ho, 1998, p.19). Some of the better-

known tools of biotechnology are shown in Table 8. 
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Table 8: The tools of biotechnology 

Technique Explanation 

Cell culture Growing isolated cells from plants, animals or people in an artificial medium 
to produce many different substances. 

Cloning Used in combination with other techniques, the process of asexually 
producing genetically identical copies of cells from a single cell. A clone is 
an identical copy of an individual or a gene, or the totality of all the identical 
copies made from an individual or a gene. 

Fermentation Processing methods carried out by any kinds of cells in culture, not only 
micro-organisms. Cells can be isolated under specific conditions in the 
presence of nutrients in large tanks called “fermentors” for large scale 
production. 

Cell fusion The use of electric shocks or chemicals to “melt” cell surfaces to fuse 
together two different cell types to create hybrid cells that have the properties 
of both parents. 

Recombinant DNA A novel DNA sequence produced by artificially joining pieces of DNA from 
different organisms together in a laboratory. As the most dramatic technique, 
it enables molecular biologists to manipulate genetic information responsible 
for features, characteristics and abilities in living entities. 

Source: Fowler, et al. 1988, pp.32-45; Hindmarsh, et al. 1998; pp.201-206; Ho, 1998, p.266. 

In a broad sense, biotechnology can thus be conceptualised as an interdisciplinary and 

“flexible” field of activity. It represents the confluence of chemistry and biochemistry, 

food science, food technology engineering, mechanical engineering, chemical 

engineering, biochemical engineering, electronics, microbiology and genetics, and 

presents considerable potential for new products and markets. Drawing on the 

discussion of post-Fordism in chapter four, biotechnology represents a range of 

technologies across the health care, food and energy, agriculture and forestry sectors 

which are expected to generate many billions of dollars worth of economic activity by 

the early 21st century (Smith, 1996, pp.1-3). Some individual products are already 

worth billions of dollars. For example, in 1998, global sales for granulocyte-colony 

stimulating factors, which stimulate white blood cell production in cancer patients, 

totalled around US$1.35 billion (Fayle et al. 2000, p.33). 

Considerable economic activity is expected to come from the development of an 

extensive array of bio-pharmaceutical health care products. A key focus is gene therapy, 

which embraces a series of new and experimental genetic engineering techniques to 

combat disease by altering or replacing “defective” genes (Hindmarsh, et al. 1998, 

p.202). Despite the significant and growing problems with the biomedical model, this 

emerging area of medicine has been promoted extensively throughout the industrialised 

world over the last decade and, accordingly, it has captured a significant part of the 

public imagination (Hubbard and Wald 1997). Beyond the background debate about 
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whether biotechnological techniques like gene therapy can live up to their promise, such 

products are set to significantly increase the value of the global market for 

pharmaceuticals, estimated to be worth US$317 billion in 2000 (ETC Group, 2001, p.3). 

The previous chapter discussed how the spectre of vast capital accumulation led 

biotechnology to be categorised as a strategic industry and is widely perceived as “a 

means of meeting the economic and social challenges of today and tomorrow” 

(Gottweis 1995, p.197). The process by which biotechnology might achieve this is, like 

any other area of human activity, socially configured. This was clearly seen in chapter 

two, where social factors, such as the ability of biomedical interests to align themselves 

with political elites and undermine alternative health traditions, contributed much to the 

advancement of what we commonly understand as biomedical knowledge and practice. 

Following this theme, Noble (1977, p.xxii) argues that science, 

does not simply proceed automatically, but rather contains a subjective element 
which drives it, and assumes the particular forms given it by the most powerful 
and forceful people in society, in struggle with others. The development of 
technology, and thus the social development it implies, is as much determined by 
the breadth of vision that informs it, and the particular notions of social order to 
which it is bound, as by the mechanical relations between things and the physical 
laws of nature. Like all others, this historical enterprise always contains a range of 
possibilities as well as necessities, possibilities seized upon by particular people, 
for particular purposes, according to particular conceptions of social destiny. 

Noble’s argument reiterates the pervasive influence of structural forces in determining 

what is widely perceived as scientific and technological reality or destiny. Theorists 

such as Marcuse (1964) and Hill (1988) have commented extensively on this broader 

context. Marcuse (1964, pp.xvi, 168), for example, noted that technology “cannot be 

isolated from the use to which it is put”, and that there is “no such thing as a purely 

rational scientific order” since “the process of technological rationality is a political 

process”. Similarly, Hill (1988, pp.27-28) refers to the “cultural properties” of 

technology, which he argues constitutes a hegemonic “text” to be “read” as part of daily 

life. This refers to the underlying technological context that has evolved and which 

frames human perceptions and social actions to the extent that technology appears not 

only desirable but inevitable (Burch 1992). 
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As an integral medium in the dominant political economy, Lewontin (1993, pp.4-6) 

asserts that the institution of science serves the interests of social power in two ways. 

The first involves the provision of new ways of manipulating the material world through 

generating new techniques, practices, and inventions that impact on the quality of our 

lives. The second relates to a process of social legitimation that is seen as critical to the 

maintenance of the status quo. In short, its aim is to convince people that the society 

they live in is “just and fair, or if not just and fair then inevitable” (Lewontin, 1993, p.6). 

In short, science has now become a “technoscientific” affair, where science and 

technology have become largely fused, and where science has become thoroughly 

infused with values of industry, such as profit, economic growth, entrepreneurialism, 

and, of course, those of the defining notion of modernity, especially progress. Modern 

biotechnology is a contemporary expression of this. We will now turn to examine the 

significant elements in the rise of biotechnology and genetic conceptualisations of 

health. This will explore how the science of genetics has both shaped and been shaped 

by the social forces associated with the political and economic status quo and, in turn, 

the biomedical model of health. 

The rise of biological determinism 

The rise of reason, and later, science, over nature-based and religious beliefs (as 

highlighted in chapter two) paved the way for a view of history associated with the 

realisation of human “progress”. This idea became synonymous with early theories of 

social development, such as those articulated by Saint-Simon and Comte, which, in turn, 

became associated with evolutionary thinking about the human condition (Rothschild, 

1989, p.97). For example, in the 1790s, Erasmus Darwin linked the concept of 

biological improvement and perfectibility to spirituality (Rothschild, 1989, p.97). With 

this conceptualisation, Darwin was seen to establish “a cosmic underwriting of the 

gospel of human progress and invited Christians to exchange the hope of salvation in 

the next world for a share in building the increasingly better life on earth” (Greene, cited 

in Rothschild, 1989, p.97). 

By the 1850s, the ideas that would form the basis of an ideology of human progress, 

including the superiority of humans in the evolutionary chain, hierarchies within 

122 



A genetic evolution 

species, and human improvement and perfectibility, were in circulation (Rothschild, 

1989, p.98). Yet, to successfully “compete” against religion and superstition for 

supremacy as the dominant ideology in bourgeois society, an understanding of the 

nature and origin of life itself was required (Lewontin, et al. 1984, p.48). At the time 

though, there was little interest in establishing such understanding. Modern science, 

still struggling to emerge, was subject to intense internal debates about the constitution 

of scientific knowledge. The ideas of Charles Darwin, the grandson of Erasmus Darwin 

and one of the fathers of the naturalist movement, emerged to provide the impetus. 

Charles Darwin explained evolutionary change through a process of natural selection 

(Lewontin, et al. 1984, p.50). In 1859, he published his famous work On the Origin of 

Species by Means of Natural Selection, in which he hypothesised that some natural force 

might operate in such a way as to result in the modification of species (Portugal and 

Cohen, 1977, p.117). He believed that the natural force in question was “the struggle 

for existence” whereby those organisms more able to adapt to external conditions were 

more likely to survive and reproduce. Darwin asserted that chance variations which 

gave advantages in terms of survival were maintained through reproduction; that those 

which did not disappeared with the death of the organism; and, that over time this 

process generated new varieties and species (Portugal and Cohen, 1977, p.117). 

Historians point out that Darwinism was popularised when and where capitalism was 

most strongly established (Sandow, cited in Rikfin, 1999, p.203). Darwin’s ideas were 

an ideal match for the age in which they were written. West (cited in Rifkin, 1999, 

p.203) recounts that in a “machine age” Darwin established a mechanical view of 

organic life, and that in a materially acquisitive society he stated acquisition and 

inheritance as the primary means of survival. This gave Darwin’s ideas significant force 

and facilitated the ideological changing of the guard. Science became the new 

legitimator of the social order. This order was still seen as fixed by forces outside 

humanity, but one where these forces were held as natural as opposed to deistic 

(Lewontin, et al. 1984, p.51). 

In political and economic terms, this ideological shift had far reaching implications. It 

promulgated the view that social arrangements were a manifestation of the inner or 

biological nature of human beings and thereby unchangeable (Lewontin, 1980, p.349). 

123 



A genetic evolution 

More explicitly, it legitimated the judgement that attempting to enact social change was 

futile: 

We may struggle, pass laws, even make revolutions, but we do so in vain. The 
natural differences between individuals and among groups played out against the 
background of biological universals of human behavior will, in the end, defeat our 
uninformed efforts to reconstitute society. We may not live in the best of all 
conceivable worlds, but we live in the best of all possible worlds (Lewontin, et al. 
1984, pp.18-19). 

This view gave overwhelming emphasis to individual aspirations and ambitions over 

collective or broad social needs. In this manner, the prevalence of vast and growing 

inequalities in status, wealth, and power within society were cast by dominant elites as 

the “natural” order of things in order to justify continuous private gain via the newly 

emerged capitalist process. 

From this authoritative position, Darwinian theory provided a definitive route that 

would lead others to explore and develop theories about the underlying material factors 

involved in the modification of species and the prospects for improving the human 

species. As discussed later, these theories evolved in a dialectical manner, shaping and 

reinforcing the development of each other. However, in tracing the historical record, it 

is pertinent first to discuss the unfolding of classical genetics. 

Classical genetics 

While the most significant developments in the history of genetics occurred after 1858, 

when Charles Darwin began writing his Origin of Species, historians argue that interest 

in understanding biological stability and change emerged much earlier. Tiley (1983, 

p.3) recounts that this process dates to antiquity, from where conceptions of the origins 

of life and a consciousness of heredity developed. The associated science, however, has 

a comparably recent history. The evolution of modern genetics is attributable to the 

work of Gregor Mendel (1822-1884) and his famous experiments in 1865 on the colour 

and shape of successive generations of pea seeds. The following year, in 1866, Mendel 

published evidence about heredity traits being passed to offspring by way of discrete 

particles, now conceptualised as genes (Wheale and McNally, 1988, p.14). Mendel’s 

discovery of the principles of heredity, however, ran counter to existing dominant 
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knowledge. It was not until biologists concentrated their research on the inheritance of 

individual characters that Mendel’s work was recognised (Sapp, 1990, p.27). Mendel’s 

laws of heredity were thus not influential until the first years of the twentieth century 

(1900-1906) (Dunn, 1985, p.5). 

Many studies of genetics up until this time were focused on understanding the 

mechanisms underlying heredity and on Darwin’s work on evolution. In particular, 

Darwin’s supporters were disillusioned with the idea that certain traits in organisms 

could appear in later generations, instead of disappearing, as the theory of evolution 

would suggest. A number of them explored the issue. Bateson, for example, became 

convinced that traits were produced discontinuously through saltations, which were 

sharp changes or variations in traits between individuals and varieties (Portugal and 

Cohen, 1977, p.117; Bowler, 1989, p.117). This led Bateson to Mendel’s work, which 

provided a precise, quantitative, experimental procedure for the analysis of heredity and 

variation (Carlson, 1966, p.8). 

The rediscovery of Mendel’s work founded the modern science of genetics. Bateson 

first coined the term “genetics” in 1905. The term derives from the Latin genesis, which 

relates to “the origin or generation of a thing or the mode of it” (Wheale and McNally, 

1988, p.3). Following from the discovery that Mendel’s ratios could describe the 

transmission of discrete traits in species other than peas, this discovery dominated 

genetic thinking for several decades (Rose, 1997, pp.102-103). 

The eugenics movement 

The emergence of classical genetics coincided with, and in many ways fortified interest 

in, improving the stock of humankind by manipulating biological heredity. This process 

became known as eugenics, a word historians acknowledge as having negative 

connotations although indeterminate in its meaning (Paul, 1994, p.179). The formal 

ideas and activities associated with eugenics originated with Francis Galton, a cousin of 

Charles Darwin. In 1883, Galton coined the term “eugenics”, derived from the Greek 

root meaning “good in birth” (Kevles, 1992, p.5). 
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However, the eugenicist goal of “breeding better people” is not something unique to the 

modern era. Indeed, it dates back to ancient times and includes the activities of specific 

“primitive” societies and animal populations whose instincts for survival encouraged the 

destruction of newborns who were weak or untimely, in terms of population (Kevles, 

1992, p.4; Tiley, 1983, p.216). This was the case, for example, in the ancient Greek 

city-state of Sparta. Newborn children were left out in the open environment for a brief 

period of time to survive or perish in order to select suitable progeny to uphold Sparta’s 

capability to survive militarily (Hooker 1996). 

In her analysis of the eugenics movement, Paul (1994) suggests that it was constituted 

by a disparate collection of groups with diverse social and economic objectives. She 

points out that the early movement united social radicals such as George Bernard Shaw, 

Sidney and Beatrice Webb and Havelock Ellis, who espoused eugenic views with regard 

to policies on birth control, divorce and educational opportunities for women. 

Similarly, the movement attracted social conservatives like Francis Galton, Charles 

Davenport and Madison Grant who used eugenic arguments to denounce the liberal 

agenda promoted by the social radicals (Paul, 1994, p.187). However, despite their 

ideological differences, the social radicals and conservatives agreed on the view that 

reproductive decisions were legitimate matters of social concern, and that the larger 

social good required individual sacrifice (Paul, 1994, p.188). 

These common themes, especially those associated with individual sacrifice, enabled 

eugenics to acquire the status of a secular religion. This was amply demonstrated by the 

conservative eugenics movement associated with Galton, who believed that the eugenics 

movement “should aim to give the more suitable races or strains of blood a better 

chance of prevailing speedily over the less suitable” (Kuhl, 1994, p.4). These views 

also reflected a notion that later came to be known as social Darwinism. Here, the 

practice of eugenics was seen as an activity that would accelerate the evolutionary 

process of natural selection, and which would “breed out the vestigial barbarism of the 

human race and manipulate evolution to bring the biological reality of man into 

consonance with his advanced moral ideas” (Kevles, 1985, p.12). 

However, unlike church orthodoxies, social Darwinism also served as a vehicle for 

justifying entrenched inequality and legitimating the interests of powerful groups. As 
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noted earlier, biological determinism was an important philosophical position. Barnes 

(cited in Brantlinger, 1995, p.5) noted that it “served the purpose of dispelling and 

allaying qualms of the rich about their not helping the poor by assuring them that 

suffering was inevitable and the fault of those who suffered”. 

While these “scientific” and overwhelmingly conservative political ideas had existed 

since the nineteenth century, they became increasingly popular at the turn of the 

twentieth century. They found a stronghold in the white, middle and upper-middle class 

professional groups of the United States and later, Britain and Germany (Kevles, 1992, 

p.5). The appeal of conservative eugenics to elite political sentiment ultimately meant 

that conservative eugenics would become the most widespread of the eugenics 

movements. Conservative eugenicists argued that it was important to prevent the social 

decay endemic to industrial society. They asserted that such decay was the product of 

inheritable social and behavioural degeneracies, such as alcoholism, illegitimacy, sexual 

immorality, prostitution, criminality, feeblemindedness and epilepsy (Kevles, 1992, p.5; 

Brantlinger, 1995, p.5). Their inherent fear was that these conditions were becoming 

increasingly commonplace and, left unchecked, would place an insurmountable burden 

on society (Brantlinger, 1995, p.5). 

In the ranks of the conservative eugenicists were highly influential members of the 

community in both North America and Europe. Prominent among these were wealthy 

American industrialists and social Darwinists such as Andrew Carnegie and John D. 

Rockefeller. Carnegie wanted to “civilise” the lower classes and set a model of 

responsibility for the privileged that would preserve socio-economic inequality (Brown, 

1980, p.52). Rockefeller’s views on business consolidated this normative position: 

“[t]he growth of a large business is merely a survival of the fittest. . . . This is not an evil 

tendency in business. It is merely the working out of a law of nature” (cited in 

Lewontin, et al. 1984, p.26). 

Eugenicists also included scientists, and in particular geneticists interested in a public 

profile through the science of human biological improvement (Kevles, 1992, p.5). 

Taken together, the support of prominent elites and geneticists created an intellectual 

environment in which advances in the eugenics movement were intertwined with, and 
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often dependent on, research into the biological roots of “dysfunctional” behaviours 

believed to be related to social problems. 

Kevles noted that much of the early research into human heredity was conducted in 

laboratories that were established to develop “eugenically useful knowledge” (1992, 

p.5). A key laboratory to emerge in 1904 was the Galton Laboratory for National 

Eugenics at University College London. Another was the Eugenics Record Office, 

founded in 1910 and sited from 1920 at the biological facilities at Cold Spring Harbour, 

New York. The Carnegie Institution of Washington sponsored both. These laboratories 

gathered substantial amounts of information on human heredity by analysing medical 

records and constructing extended family studies to track, in genetic terms, a variety of 

medical problems and social behaviours (Kevles, 1992, pp.6-7). 

Led by Charles Davenport from 1904, the facility at Cold Spring Harbour applied the 

principles of Mendelian genetics. While such research did not conclude that the actions 

of single genes determined key mental and behavioural characteristics, Davenport 

argued that patterns of inheritance were evident in insanity, epilepsy, alcoholism, 

“pauperism” and “criminality” (Kevles, 1992, p.7). In addition, Davenport was keenly 

interested in the mental and behavioural characteristics of different races, as well as 

those characteristics unique to those he categorised as “feebleminded”. He believed 

these people lacked one or more factors that were critical to “a moral life”, which made 

them highly susceptible to becoming criminals, paupers, and prostitutes (Kevles, 1992, 

p.7). 

The net effect of such knowledge was that science became a way of rationalising 

discriminatory ideas that were used as a means of social control (Spallone, 1992, p.178). 

This social control was achieved through the implementation of strong biological 

measures that became known as negative and positive eugenics (Proctor, 1992, p.60). 

Negative eugenics attempted to free future generations from avoidable hereditary 

handicaps, while positive eugenics sought to raise the overall genetic stock of the 

population by encouraging a superior birth rate among those deemed to be genetically 

well endowed (Kuhl, 1994, p.5). These policy initiatives took various forms, however, 

in keeping with the predominance of the conservative eugenics movement, the most 
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widely pursued was negative eugenics. In this manner, governments avoided protecting 

the rights of minorities, such as people with disabilities, and instead enacted public 

policy initiatives to protect the interests of the dominant groups (Brantlinger, 1995, p.5). 

For example, in 1907 Indiana became the first state in the US to pass sterilisation laws, 

which allowed for the forcible sterilisation of “confirmed criminals, idiots, imbeciles, 

and others in state institutions when approved by a board of experts” (Proctor, 1992, 

p.61; Rifkin, 1999, p.122). By the late 1920s, approximately 24 states had enacted such 

laws. This led to tens of thousands of American citizens being “surgically fixed” in 

what was a precursor to gene therapy (as discussed in the following chapter) (Kevles, 

1992, p.10; Rikfin, 1999, p.123). In 1927, sterilisation laws were declared 

constitutional by the Supreme Court decision of Buck v. Bell, in which Justice Holmes 

pronounced that “three generations of imbeciles” was enough (Kevles, 1992, p.10). 

California became the leading practitioner of negative eugenic policies. By 1933, it had 

forcibly sterilised more people than all other US states combined (Kevles, 1992, p.10). 

It also led the way of banning interracial marriage in 1929, which led to similar laws 

being instituted in another 29 states by 1940 (Proctor, 1992, p.61). 

Yet another practice of negative eugenics in the United States was evidenced through a 

campaign to restrict the immigration of particular ethnic groups (Bowler, 1989, p.164). 

Powerful interest groups disseminated a considerable amount of literature that 

speculated about the dangers of allowing groups like “the fast-breeding yellow and 

brown races” to settle in the United States (Bowler, 1989, p.164). The effect of such 

dogma was palpable, and by 1924, the passing of the “notorious” Immigration 

Restriction Act ensured that all potential immigrants were tested for genetic defects, 

with the end result that many would-be immigrants were turned back. Proctor (1992, 

p.61) noted that the net effect of this process was an astonishing 95 per cent reduction in 

the US migrant intake within a couple of years of the law coming into effect — from 

approximately 435,000 migrants per year to less than 25,000. Although the American 

eugenics movement collapsed only five years after its peak in 1924, the Immigration 

Restriction Act remained on the books until 1965 (Rifkin, 1999, pp.123-125). 

Other countries also practised negative eugenics. British eugenics has a comparable 

history to that in the United States. Compulsory sterilisation laws were also enacted in 
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Sweden, Denmark, Finland and Switzerland (Spallone, 1992, p.178). The most 

notorious case of negative eugenics was that associated with Nazi Germany. Historians 

contend though that German eugenics was not significantly different from that practised 

in the United States, except that it was more thorough and enthusiastically supported by 

the then fascist government (Proctor, 1992, p.61). While not practiced as 

enthusiastically as elsewhere, eugenic sentiment also extended to Australia. Prior to 

World War II, a child endowment for mothers was rejected by many since it was seen to 

encourage “undesirable” parents to breed, and sections of the feminist movement 

encouraged the compulsory exchange of health certificates between those entering into 

marriage (Rowland, 1998, p.92). 

However, by the late 1920s and early 1930s it was becoming clear (in the US at least), 

that the brand of eugenics based on physical, mental and personality traits was becoming 

a scientific and political liability. This was because of the relationship between new 

knowledge, social prejudice and political propaganda (Kay, 1993, p.9). Conservative 

eugenicists came to realise that the perception of flagrant bias represented a huge barrier 

to the attainment of eugenic social goals. This led some enthusiastic eugenicists to 

embark on a different and more-subtle approach to social behavioural control. 

Specifically, they began 

to promote the idea that society should wait for scientific inventions to solve its 
problems, and that tampering with the economic and social systems would not be 
necessary. Patience, and more investment in reductionist research would bring 
trouble-free solutions to social and economic problems (Regal, 1996, p.18). 

To a significant degree, this long-term utopian vision, fortified by the application of 

science-based technological solutions to social problems, emanated from the senior 

management of the Rockefeller philanthropies as inspired by Frederick Gates, who was 

noted earlier as being a highly influential figure in the rise of the biomedical model. 

This vision sought to build a base of technical expertise capable of establishing a 

rational foundation for social reform and spawned the development of molecular 

biology as a scientific and cultural enterprise (Kay, 1993, p.9). In reflecting on the 

scope of this quest during the 1920s, Raymond Fosdick, trustee and later president of 

the Rockefeller Foundation commented that “[t]here is no royal road to the millennium, 

no short cut to the Promised Land” (Kay, 1993, p.9). 
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The origins of molecular biology 

The history of molecular biology may be understood in terms of an evolutionary tree, 

where varying root structures culminate in a single trunk (Fuerst, 1982, p.251). There 

are three key clusters that stand out in the roots of this tree, including the Rockefeller 

Institute cluster, the informational cluster, and the structural cluster. 

The Rockefeller cluster 

The Rockefeller Foundation was central to the development of molecular biology. 

Established in 1913 as a key Rockefeller philanthropy, it has been one of the most 

influential forces shaping science and medicine over the course of the last century 

(Weindling, 1988, p.119). With an early emphasis on public health programs and then 

scientific and professional medical education, the Foundation reorganised its structure 

and mission in the late 1920s around a broad plan for the “sciences of man” that would 

explore all facets of “Man” (Kohler, 1976, pp.279, 283-284). Specifically, the “Science 

of Man” program was to concentrate on the study of mentality and temperament as a 

means to further scientific knowledge and also to further eugenic aspirations related to 

maximising the “social returns” from science (Fuerst, 1982, p.254; Abir-Am, 1982, 

p.342). 

Under the “Science of Man” program, Foundation president Raymond Fosdick gave 

senior managers a fair degree of flexibility to decide upon priorities for scientific 

research and to oversee its conduct. This stood in stark contrast to the passive funding 

role previously maintained by the Foundation, which had seen it grant funds to 

university departments to spend at their own discretion (Kohler, 1976, p.284). This new 

structure, which marked a shift away from the individual patron to technocratic 

management, was one of the defining features of Rockefeller patronage (Weindling, 

1988, p.119). Senior managers became key decision-makers about the direction and 

content of research and, due to the significance of the Foundation’s role as a patron, they 

effectively became “makers of science policy” (Kohler, 1976, p.284). 

The contribution of physicist Warren Weaver to the early development of molecular 

biology exemplified the significance of the strategy of empowering individual officers. 

He was appointed Director of the Rockefeller Foundation’s Division of Natural 
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Sciences in 1932 to advance areas of basic research fundamental to medical and 

psychiatric applications (Fuerst, 1982, pp.254-255). While the Foundation had 

supported biological research for a number of years prior to the “Science of Man” 

agenda, especially with the notable appointment of Jacques Loeb (discussed below), the 

new program represented a significant departure from previous research. Kay (1993, 

p.8) noted that while the new biology was based on the physical sciences, it sought to 

explain and control the mechanisms governing human behaviour in a manner consistent 

with an underlying emphasis on heredity. 

Historians reflect that Weaver may provide the ideal case whereby an individual’s 

policy directly impacted on a discipline (Abir-Am, 1982, p.347). Weaver viewed 

biology as the “science of the future” and channelled significant resources into projects 

to understand the physical, chemical and mathematical techniques underlying life 

processes, which he described as “experimental biology” and eventually “molecular 

biology” (Abir-Am, 1982, pp.348-350, 344). 

Weaver’s adherence to re-conceptualising biology through physical and chemical 

models tied him to a long-standing and ideological view of health promoted by 

technocrats such as Gates. Regal (1996, p.17), for example, noted that 

Weaver . . . was part of a venerable tradition. [As part of the tradition associated 
with philosophical reductionism he bought into] the ancient dream that one day all 
knowledge will be unified and reduced to concepts in the physical sciences, and 
will be reduced to simple deterministic predictive models that will allow control 
over physical, organic, and human nature. 

The reductionistic paradigm became increasingly popular in the 1920s and 1930s. A 

significant factor in its popularity was the considerable influence of Jacques Loeb, a 

physiologist appointed to the Rockefeller Institute for Medical Research in 1910. 

Jacques Loeb, a young emigre from Germany to the United States, had been one of the 

first Americans to become interested in Mendelian principles because of the posited 

exactness and precision of its laws (Ravin, 1985, p.18). Significantly, he was of the 

view that nature was “raw material” that could be transformed through an engineering 

framework (Pauly, 1987, p.4). As Loeb noted in 1890, “the idea is now hovering before 

me that man himself can act as a creator, even in living Nature, forming it eventually 
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according to his will. Man can at least succeed in a technology of living substance” 

(Pauly, 1987, p.4). 

The notion of “a technology of living substance” was the core motivation behind Loeb’s 

work. He hoped to create forms whose properties depended upon scientific function 

(Pauly, 1987, p.51). This vision led him to conduct a series of experiments known as 

artificial parthenogenesis, which brought him both fame as well as notoriety. Artificial 

parthenogenesis was an invention associated with the artificial production of normal 

larvae from unfertilised sea urchin eggs. Through treating sea urchin eggs with suitable 

inorganic salt solutions, Loeb argued that he could initiate embryological development. 

More broadly though, he contended that physical chemistry could be used to alter basic 

reproductive processes (Pauly, 1987, p.93). 

Loeb worked at the Rockefeller Institute for Medical Research, which was generally 

regarded as the model for the rational production of biomedical research. Those 

managing the Institute, including its head, Simon Flexner, held his work in very high 

regard (Pauly, 1987, p.8). Thus, Fuerst (1982, p.268) argued that “ways of thinking 

about life . . . that do not involve a physico-chemical approach have never found a 

congenial home within the walls of the Rockefeller Institute”. 

Between 1932 and 1957, Weaver channelled some US$90 million into experimental and 

molecular biology (Abir-Am, 1982, p.345). These financial resources were extremely 

significant in funding the early work in molecular biology, and in ensuring its spread. 

For example, research by Avery, MacLeod and McCarty at the Rockefeller Institute on 

the molecular aspects of bacterial transformation enabled them to posit in 1944 that 

deoxyribonucleic acid (DNA), and not protein, was the substance of genes (Frank-

Kamenetskii, 1993, p.11). 

However, this is not to suggest that all recipients of funding from the Rockefeller 

philanthropies necessarily supported the view that reductionist research was the ideal 

means to resolve social problems. Kay (1993) suggests that, in all probability, many 

were probably unaware of this underlying ideology. Even so, the role played out by 

scientists in endorsing the stated “social returns” was highly significant. Kay (1993, 

p.11) notes that “[b]y offering expertise they supplied an instrumental rationality that 
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not only legitimated their own expertise but also validated the cultural objectives of 

their patrons”. It is within this context that we now turn to explore the major 

informational and structural clusters associated with the development of modern 

biotechnology, which also received funding support through the Rockefeller 

Foundation. 

The informational and structural clusters 

The informational school refers to the research concerned with the storage, replication 

and transfer of information from one generation of cells to another, and is generally 

synonymous with the Phage Group of researchers at the California Institute of 

Technology (Caltech), who were influenced by quantum physics and classical genetics 

(Fuerst, 1982, p.252). Caltech was the most influential centre involved with the 

Foundation’s molecular biology program (Kay, 1993, p.3). 

Fundamental to the success of the Phage Group and the popularisation of molecular 

biology was the leadership of Max Delbrück, a theoretical physicist who had left 

Germany in 1937 to take up an offer of employment from the Rockefeller Foundation. 

Kay recounts that the research undertaken by the Phage School, which used bacterial 

viruses as models of gene action, marked a principal turning point in the history of 

molecular biology (Kay, 1993, p.12). However, while Delbrück would go on to be 

awarded a Nobel Prize many years later for his scientific achievements, historians 

believe that his strength lay in his management skills, which enabled him to create a 

cohesive program and collaborative, interdisciplinary networks across international 

institutions (Kay, 1993, p.12). 

Apart from Delbrück, other key members of the informational school were in the area of 

quantum mechanics. Schrödinger attracted other physicists and chemists to explore the 

physical nature of the gene. Schrödinger’s key achievement was in synthesising the 

body of research in quantum mechanics. This was marked by the publication in 1944 of 

a small book called What is Life?, but with war raging, it was not to attract much 

attention then. Yet, the horror of the atomic destruction of Hiroshima and Nagasaki 

gave physicists good reason to look for a niche in the new and more peaceful scientific 

pursuits of molecular biology, and it was in this environment that Schrödinger’s work 

received more attention (Frank-Kamenetskii, 1993, p.6). Many scientists were 
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influenced by it, including James Watson and Francis Crick who would later discover 

the double-helix structure of the gene. 

In turn, the structural school was largely concerned with the determination of the 

structure of biological material by X-ray crystallography. With the notable exception of 

the independent American strand under Linus Pauling at Caltech, this research was 

primarily conducted in the United Kingdom and grew out of the Davy-Faraday 

Laboratory at the Royal Institute in the 1920s under Bragg (Fuerst, 1982, p.252). 

Developments in X-ray crystallography meant that physicists were better able to explore 

the structure of minerals and a variety of different molecules. During the 1930s, X-ray 

crystallographers turned their attention to biological molecules. However, it would be a 

number of years before the researchers could get a clearer view of these molecules. 

The critical developments in molecular biology were made after World War II, when 

Maurice Wilkins and a team of researchers established the Biophysics Unit of King’s 

College in London. The Rockefeller Foundation in part funded this research, which was 

premised on a chemical view of entities (Rose, 1986, p.29). The core research objective 

was to investigate the structure of deoxyribonucleic acid (DNA) by way of X-ray 

crystallography (Wheale and McNally, 1988, p.6). The task was greatly assisted by the 

X-ray diffraction photographs of DNA made by Rosalind Franklin, who worked at the 

College. 

The eventual discovery of the double helical structure of DNA was attributable to the 

influence of both the informational and structural schools. James Watson had been a 

member of the Phage school at Caltech. He was keen to learn the physical nature of the 

gene, but unconvinced about the ability of the Caltech research, transferred to Europe in 

1951 to the Cavendish Laboratory. Here he met Francis Crick. The two young 

scientists struck up a friendship and resolved to “imitate Linus Pauling and beat him at 

his own game” (Portugal and Cohen, 1977, p.250). Pauling, a famous chemist in his 

own right, had focused his research on the structure of large molecules, such as proteins 

and nucleic acids. He proposed a genetic structure based on the assertion that DNA was 

triple stranded, with the phosphates on the inside (Portugal and Cohen, 1977, p.253). 

Watson and Crick found this structure chemically implausible. In February 1953, 

Watson visited Franklin and Wilkins in their London laboratory, and was shown a 
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photograph of one of Rosalind Franklin’s X-ray diffraction photographs of DNA. The 

photograph was of far superior quality to those that Watson and Crick had previously 

worked with (Portugal and Cohen, 1977, p.254). Watson was able to deduce from the 

measurements that the structure formed a double helix, whereby the DNA molecule was 

made up of two strands twisted around each other (Wheale and McNally, 1988, pp.6-7). 

This conjecture led Watson and Crick to an intensive period of work, and in April 1953 

they proposed the famous double helical structure for the DNA molecule. 

Watson and Crick’s discovery catalysed research interest in molecular biology and led 

to significant breakthroughs in knowledge relating to heredity, metabolism, infection, 

cellular pathology and growth (Yoxen, 1984, p.29). Significant discoveries were made, 

including the isolation of m-RNA (messenger RNA) in 1960. In 1966, the genetic code 

was fully deciphered. By 1967, an enzyme that causes DNA chains to join together was 

identified, and in 1970 a new class of restriction enzymes that cut DNA into defined 

fragments was discovered (Orsenigo, 1989, p.34; Council for Responsible Genetics, 

1994a, p.10). 

Such breakthroughs in knowledge accorded molecular biology a powerful position in 

the life sciences (Yoxen, 1984, p.28). DNA became regarded, almost paradigmatically, 

as “the ‘Master Molecule’ of life” (Fox Keller, 1992, p.286). Funding increased 

dramatically, as did the patronage of leading molecular biologists. As Yoxen pointed 

out, molecular biology was evolving as a key area of scientific endeavour: 

Having developed from the marginal pursuit of a few far-flung pioneers braving 
the disapproval of their peers, molecular biology became the site of some of the 
most intense competition in science and acquired a reputation as a field in biology 
where the real excitement lay and where the most daunting problems would 
continue to be found (1984, p.29). 

However, as well as increasing the status of molecular biology, the advancing 

knowledge also contributed to a belief in the new eugenics. Fox Keller (1992, pp.288-

289) attested that what emerged out of this process was, 

a technological know-how that decisively altered our historical sense of the 
immutability of “nature”. Where the traditional view had been that “nature” 
spelled destiny and “nurture” freedom, now the roles appeared to be reversed. The 
technological innovations of molecular biology invited a vastly extended 
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discursive prowess, encouraging the notion that we could more readily control the 
former than the latter — not simply as a long-term goal but as an immediate 
prospect. 

Although the significant and socially based eugenics programs of the earlier part of the 

twentieth century had been long discredited, by the late 1960s, some scientists came to 

believe in the potential for a new eugenics capable of being implemented on an 

individual basis (Fox Keller, 1992, p.289). This belief would be significantly enhanced 

by the development of genetic engineering. 

Genetic engineering 

The 1970s marked the beginning of a second phase in the expansion of molecular 

biology. By this time, there was some anxiety in the scientific community as the state 

began to retreat from research funding, whereby budgets fell for the first time since 

World War II (Yoxen, 1984, p.30). With governments becoming increasingly aware 

that they could not afford to fund all scientific research—which was in part a 

consequence of globalisation—cancer was one of the only areas where there was a solid 

political commitment (Yoxen, 1984, p.30). It was in this environment that two highly 

significant technical inventions in molecular biology were made. The first of these, and 

arguably the most dramatic, was the development of genetic engineering. 

Genetic engineering specifically refers to the invention of the recombinant DNA 

(rDNA) technique by Stanley Cohen and Herbert Boyer in California in 1973 (Bud, 

1994, p.164). Suzuki and Knudtson (1989, p.116) perhaps best describe the scale of the 

technical achievement. They recount that the two researchers, 

succeeded in ferrying a recombinant DNA molecule containing DNA sequences 
from a toad and a bacterium into a living bacterial cell. There, to almost 
everyone’s astonishment, the foreign toad DNA was copied and biologically 
expressed in protein. For the first time, scientists had choreographed genes from 
the cells of an evolutionary advanced species to dance in the cells of a distantly 
related species. 

The technique allowed for a fragment of DNA to be cut out of one genome and spliced 

into, or recombined with, another. Central to the process was the use of proteins called 

restriction enzymes which naturally perform the cutting action through a process of 

137 



A genetic evolution 

binding to and splicing DNA at specific sites determined by the sequence of base pairs 

there (Kevles, 1992, p.19). This process was first observed in nature in the late 1960s in 

some bacteria that were able to resist “invasion” by viruses by cutting the viral DNA 

into small pieces and inactivating it through enzymes called endonucleases (National 

Academy of Sciences 2001). By understanding and then applying this process, the 

earth’s genetic resources became at the disposal of genetic engineers, who were able to 

appropriate genes and then use them to design and construct molecules, microbes, cells 

and organisms to suit their requirements (Wheale and McNally, 1988, p.35). 

Another major breakthrough occurred in 1975 when Cesar Millstein and Georges 

Kohler from Cambridge University successfully used hybridoma technology to generate 

clones of specific antibodies, known as monoclonal antibodies, which became widely 

used in the diagnosis and treatment of cancer (Orsenigo, 1989, p.37). Hybridoma 

technology is based on cell-fusion techniques, whereby the entire contents of two or 

more cells are incorporated into one to generate new cell types and new organisms that 

can be mass-produced (Wheale and McNally, 1988, p.21). 

Together, these discoveries marked the evolution of modern biotechnology. Until the 

advent of these technologies, the range of products and services provided by 

biotechnology was restricted to the natural capabilities of those biological agents 

amenable to large-scale production (Wheale and McNally, 1988, p.35). Aided by the 

powerful recombinant DNA technologies, biotechnology was then proposed for broad-

based application, including as a solution to various health care problems. 

However, the unprecedented scope of the new technologies, and particularly the 

capability of rDNA technology to transfer genes across species boundaries, created 

concern within the academic research community about the potential risks. A key factor 

in this concern was that the new processes greatly simplified the processes of gene 

exchange and could accordingly be performed by broader sections of the scientific 

community than just virologists (Krimsky, 1991, p.161). Additionally, there were 

concerns about the scope for unintended consequences, and the related potential for 

widespread public controversy (Hindmarsh, 1998a, p.41). An example of this was the 

fear of inadvertently creating pathogenic strains of viruses or bacteria in the laboratory 

which, when released into the open environment, could interfere with other populations 
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in unpredictable and potentially dangerous ways (Spallone, 1992, p.66; Ho, 1998, p.19). 

In 1974 this concern resulted in the Asilomar Declaration. Described as “an 

unprecedented act of ‘responsible science’”, this called for a self-imposed moratorium 

on genetic engineering until appropriate guidelines were established (Wheale and 

McNally, 1988, p.41; Ho, 1998, p.19). 

The moratorium on genetic engineering was lifted in 1976 after the International 

Conference on Recombinant DNA Molecules, convened at Asilomar, California, in 

January 1975. By the time the conference was convened, the dominant perception had 

shifted markedly. Researchers noted that while the meeting was ostensibly held to 

review progress in rDNA research, assess the level of biohazards and establish rules for 

further research, it had a more pressing political purpose. Implicitly, it was organised to 

end the moratorium so that it did not become permanent, and to provide reassurance that 

such research could be performed safely (Krimsky, 1982, p.103). 

While this thesis is not focused on rDNA issues of biological risk and regulation, the 

Asilomar meeting was a highly significant point in the evolution of molecular 

industries. Teitelman (1991, p.2) argues that the meeting highlighted the attempt by 

academic molecular biologists to define and then alter their view of the discipline and 

its place in the world. This attempt has been described in a social power relations 

analysis as a “two-fold ‘pincer-movement’” to outflank dissent within the molecular 

biology community (Hindmarsh, 1998a, p.41). Most significantly, it involved molecular 

biologists scaling down the risks associated with their work and also beginning to 

extensively promote the scientific and particularly medical benefits that could flow from 

it (Hindmarsh, 1998a, p.41). The lifting of the moratorium thus marked the beginning 

of a new era of genetic engineering. It triggered a wave of intense academic 

competition for money and “know-how” to realise this new-found commercial promise 

(Yoxen, 1984, p.31; Teitelman, 1991, p.6). 

The evolution of molecular industry 

Entering the 1980s, the commercial excitement generated by the promise of genetic 

engineering and other biotechnologies spawned the development of the modern 

biotechnology industry. The new industry had two central features. First, it was 
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distinguished by the presence of the scientific entrepreneur, the Chief Executive Officer 

with a PhD. University professors founded all of the earliest genetic engineering firms 

(Fowler et al. 1988, p.181). The pivotal role of the university professor in the evolution 

of molecular industry was unique in the history of business. Commentators note that in 

no other new industry had university scientists played such a pervasive role (Kenney, 

1986, p.4). The popular rise of these figures was also seen as an antidote to the popular 

perception of US industry as dreary and unenergetic (Teitelman, 1991, p.18). 

The second key feature of the new industry was the emergence of small or “boutique” 

biotechnology firms, also known as new biotechnology firms (NBFs), that were started-

up by the bio-scientific entrepreneurs (who tended to remain academic faculty members 

while also working for their own companies). Studies have shown that the 

establishment of such firms was a phenomenon unique to the US (US Congressional 

Office of Technology Assessment, 1984, p.97). Over 250 firms were established 

between 1979 and 1983 alone (Fowler, et al. 1988, p.183). Most tended to be research 

intensive and funded by venture capitalists through a variety of financial mechanisms, 

such as public stock offerings (Daly, 1985, p.16). Heading this group were firms such 

as Genentech, which was the first boutique biotechnology firm to offer its stock to the 

public following the conferring of patent rights over life forms (as discussed below). In 

doing so, Genentech established a financial basis that would enable it to become one of 

the most successful NBFs. For example, in October 1980, Genentech floated over one 

million shares on the US market at US$35 per share. Within 20 minutes the share price 

had risen to US$89, and by the end of the day, the “fledgling” company was valued at 

US$532 million (Rifkin, 1999, p.43). 

Initially, the NBFs were an eclectic mix of firms, although every company was in the 

position where it aimed to bring a product to market as quickly as possible in order to 

survive (Kenney, 1986, p.135). To attract investments, the NBFs focused attention on a 

number of high-visibility health products, such as interferon, human insulin, clotting 

factor and growth hormone. These drew significant media coverage (Krimsky, 1991, 

p.26). Beyond the high commercial stakes involved in producing innovative products 

(Krimsky, 1991, p.26), the NBFs also extended the boundaries of what was possible 

through a single drug. The case of interferon exemplified this. Throughout much of the 

1980s, it was seen as an “anti-viral agent that could provide cures for diseases ranging 
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from the common cold to cancer” (Krimsky, 1991, p.27). The NBFs thus became seen 

as “good-will ambassadors” of the nascent industry (Krimsky, 1991, p.26). However, at 

the same time, the process of generating saleable bio-products was very difficult. That 

difficulty lay in the fact that nearly everything from research and development to 

commercialisation, in an area of great complexity, was being done for the first time 

(Kenney, 1986, p.135). This underlying commercial vulnerability led the NBFs to seek 

out research and development collaborators (also discussed below). 

The establishment of legal precedents, which effectively conferred commercial rights of 

ownership to genetic engineering processes and products, significantly spurred on the 

evolution of molecular industries. The most significant legal landmarks in the growth 

of the NBFs were established between 1980 and 1988. Over these years, the US courts 

made several decisions which provided complete patent protection for genetic 

engineering processes and products (including micro-organisms, cell lines, plants and 

animals), as long as they were consistent with the patenting criteria for novelty, non-

obviousness and utility (Busch et al. 1991, pp.27-28; Spallone, 1992, pp.125-128). 

A patent, which offers the highest degree of intellectual property protection available, is 

a monopoly right issued by a government to an inventor, and excludes others from 

imitating, manufacturing, using or selling a specified invention for commercial use for 

the term of the patent. This term usually spans 17-20 years in most industrialised 

countries. Seen as a financial reward for the inventor’s ingenuity, allowing the inventor 

to recoup the investment in time and capital incurred in creating a new and useful 

invention, the patent is at the heart of the industrial property system that drives market 

capitalism (Kimbrell, 1993, p.188). 

Key events concerning bio-patents included the controversial granting of patent rights 

for products in 1980 with the decision that a genetically engineered micro-organism 

modified to consume ocean oil spills was a “human-made invention” (Rifkin, 1999, 

p.42).1 This decision stimulated investment in commercial genetic engineering in the 

US. Process patents, which resulted from the pioneering work by Cohen and Boyer, 

It is worth noting that the company that was granted the patent, General Electric, apparently had no 
intention of marketing the oil-eating microbe. Tests had proven the product too fragile to function 
where it was needed most – the open seas. It has been suggested that the company pursued the patent 
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were also granted in the early 1980s (1980-1984) (Spallone, 1992, p.126). These 

precedents alone enabled those two scientists’ universities, Stanford University and the 

University of California San Francisco, to raise an estimated US$1 billion in genetic 

engineering grants (Spallone, 1992, p.126). 

In spite of the widespread moral and ethical concerns that were generated when the US 

courts first conferred patent rights to life (see Shiva 1995a and Khor 1995), the 

conferring of patent status to genetic constructs served to sanction biotechnology as a 

legitimate industrial activity. Because of the opportunities for new products through 

recombinant DNA, the precedents also enhanced the perception that biotechnology 

would be an exceptionally lucrative business enterprise. Biotechnology thus became an 

economic category subject to detailed analysis (Bud, 1994, p.189). 

The establishment of patent rights for life forms thus served as a triggering mechanism 

for the development of modern biotechnology (see Rikfin 1999; Hindmarsh 1999). 

Armed with exclusive patent rights to a novel product or process, molecular biologists 

and entrepreneurs were able to license the use of their product in return for lucrative 

royalty payments. Considerable biotechnological development ensued. By January 

1988, approximately 7000 biotechnology patent applications were pending approval in 

the US. This grew to 15000 by the end of 1989 after the subsequent granting of patent 

rights for genetically engineered animals (Busch, et al. 1991, p.28). 

Although more will be said about subsequent life patenting activity in the following 

chapter, an integral part of it was the role of the multinational firm, which had begun to 

see the market potential in the wake of the NBFs. Indeed, the pharmaceutical industry 

was to become a powerful shaper of biotechnology and the new health context. 

The pharmaceutical industry 

While the use of drugs to treat ill health is as old as recorded history, the modern 

pharmaceutical industry, which emerged with the wave of “wonder drugs” discovered 

after World War II, is comparatively young by industry standards (Weatherall, 1993, 

on the scope of what ground rules (if any) could be established for the patentability of life (Kimbrell, 
1993, pp.193-194). 
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p.915; Gereffi, 1983, p.169). Prior to World War II, manufacturers of medicines were 

the lineal descendants of traditional wholesale chemists and druggists, who had focused 

on the manufacture and sale of medicines derived from naturally occurring animal and 

vegetable ingredients (Reekie and Weber, 1979, p.1). 

Many of these chemists and druggists were successful in expanding their shops into 

wholesale firms, selling to physicians and other chemists. It was in this manner that 

some of the giant pharmaceutical firms of today, such as Merck, started out (Boussel, et 

al. 1983, p.211). As discussed later, other firms had their origins in other sectors. At 

the end of the nineteenth century though, three elements catalysed to precipitate the 

development of a highly organised drug industry (Breckon, 1972, p.15). 

The first of these elements was the publication of drug formulae along with scientific 

descriptions of how these products worked. This was a significant development as it 

distinguished authentic medications from so-called “quack” remedies, and set a 

precedent followed by all reputable manufacturers. In addition, the new manufacturers 

proceeded to exclusively advertise their products to the medical profession as “ethical 

pharmaceuticals”, thereby further distinguishing their products from “non-ethical” or 

proprietary products (Breckon, 1972, pp.15-16). 

The second element was the development of organic chemistry, whereby chemists 

replaced the labour intensive and expensive extraction of natural products with 

laboratory synthesis (Bud, 1994, p.11). The chemical industry had been in existence 

since about 1800, however from the middle of the century, key advances took place in 

the fields of bacteriology, pharmacology and immunology (Breckon, 1972, p.16; 

Heaton, 1994, p.1). The initial development of organic chemistry revolved around the 

first synthetic organic dye—Mauveine—developed in 1856 in Britain as a by-product of 

an attempt to manufacture synthetic quinine (Bud, 1994, p.11). However, British 

manufacturers were more interested in textile production than in becoming involved in 

artificial chemicals. By way of contrast, German and Swiss industries were more 

willing to develop new industries, which saw them take up the commercial opportunity 

(Breckon, 1972, pp.17-18). 
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The German chemical firms concentrated on research on the applied aspects of 

chemistry and were soon creating commercially significant compounds. Out of this 

background emerged many prominent pharmaceutical companies of today, most notably 

Bayer and also Ciba-Geigy (now Novartis) (Boussel, et al. 1983, p.211). It was in this 

environment that two significant drugs were formulated. The first drug was aspirin, 

invented in 1899 by Bayer, a subsidiary of the giant chemical company I.G. Farben. The 

second novel drug was the initial barbiturate sleeping pill, Veronal, which appeared on 

the market in 1903 (Breckon, 1972, p.18). These early drugs marked the beginning of 

modern day pharmaceuticals. 

The third and final factor contributing to the evolution of a highly organised and large-

scale pharmaceutical industry was improved techniques of industrial manufacture. 

These included vacuum distillation and new tabletting processes that accrued cost 

advantages to the larger firms over the smaller family firm (Breckon, 1972, p.19). 

These organic chemical and manufacturing developments were harnessed by the 

German chemical and emerging pharmaceutical industry in particular. By 1914, the 

German chemical industry commanded 75 per cent of the world market in chemicals 

(Heaton, 1994, p.1). Consequently, most industrialised countries came to rely heavily 

on Germany for chemical and pharmaceutical products. However World War I 

presented problems of supply, and this prompted many nations, especially Britain and 

the United States, to establish their own chemical/pharmaceutical manufacturers 

(Weatherall, 1990, p.37). In addition, the war presented a real and growing need for 

research into the infectious diseases of Africa, Asia and the Pacific Islands, in order to 

protect and treat service personnel (Thornber, 1994, p.272). 

While the chemical and pharmaceutical industry became highly organised in the late 

nineteenth and early twentieth centuries in Western Europe and the US, it was not until 

the 1930s that the “drug revolution” effectively began (Breckon, 1972, p.20). The 

1930s ushered in a new age of pharmaceutical development based on the introduction of 

the sulfonamide antibacterials or sulpha drugs, which constituted the first effective 

antibacterials to combat infectious disease other than syphilis (Reuben and Wittcoff, 

1989, pp.6-7). These drugs provided the economic stimulus that accelerated the 

development of the industry (Tucker, 1984, p.12). 
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The first of the sulpha-drugs was Prontosil, a red dye derived from coal tar, formulated 

by I.G. Farben in 1935 (Breckon, 1972, p.20). Sulpha-drugs were extremely effective 

against haemolytic streptococcus, a bacterial infection contracted after childbirth and 

often fatal. The introduction of sulpha-drugs in the UK led to greatly decreased 

incidences of maternal mortality (Reuben and Wittcoff, 1989, pp.7-8). However, while 

the sulpha-drugs were powerful therapeutic agents, they also had powerful side effects 

and killed some patients. This led to a search for an equally effective, but safe 

alternative, and thus the sulpha drugs provided the impetus for the industry to become 

research-based (Tucker, 1984, p.12). 

The onset of World War II further stimulated research into alternatives to the sulpha-

drugs (Breckon, 1972, p.21). Penicillin, which had already been discovered by the 

British pharmacologist Alexander Fleming in 1928, was re-examined. The scientific 

paper relating to the discovery had remained unnoticed for some years, by which time 

more modern isolation techniques had evolved (Reuben and Wittcoff, 1989, pp.7-8). 

Subsequently, penicillin became the preferred therapeutic option against infectious 

disease, replacing the sulpha-drugs. 

Although penicillin was effective against many infectious diseases it was not against 

tuberculosis, still a significant “killer” at that time. The success of penicillin led to a 

systematic search for other therapeutic agents (Breckon, 1972, p.23). In 1944, Selman 

Waksman, a recipient of a research grant into antibiotics from the American 

pharmaceutical firm Merck, made a key breakthrough. He formulated streptomycin, 

which was effective against a variety of bacteria including the bacillus causing 

tuberculosis. The drug became commercially available in 1947, facilitated by huge cost 

reductions that resulted from improvements in large-scale production techniques made 

between 1946 and 1950 (Weatherall, 1990, p.181). 

Beyond increasing the research-base, the pressure for medical advances by the Second 

World War also sparked the further development of the chemical and pharmaceutical 

industry. As Breckon (1972, pp.23-24) pointed out, nations like Britain expanded their 

industrial capacity initially to meet wartime needs: 
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From 1937 to 1946 sales nearly trebled to £58m. and by 1946 the industry 
employed over 44,000 people, almost double the 1937 figure. Before the war 
Germany still dominated the world pharmaceutical market with France second, 
but in the immediate post-war years Britain was second only to America as a 
world exporter. In 1938 Britain exported only about £3m. worth but in 1946 this 
figure had risen to over £12m. 

The industry continued the process of international growth when the war ended, with 

many new pharmaceutical businesses emerging. Much growth was also attributed to the 

increasing presence of MNCs such as Imperial Chemical Industries (ICI), which, with 

strengths in fine chemicals and dyestuffs, found it commercially attractive to enter the 

pharmaceutical industry (Thornber, 1994, p.272).2 The pharmaceutical industry soon 

also began to diversify its research interests and began searching for therapies in a wide 

array of areas, including heart disease, gastric ulcers, mental disorders, fertility 

regulation, arthritis, allergies and cancer (Thornber, 1994, p.272). Corticosteroids, 

antihistamines, antidepressants and diuretics were among the big innovations made 

during the 1950s and 1960s (Reekie and Weber, 1979, p.5). 

In addition to the rapidly expanding numbers of therapeutic products available on the 

market, the post-war period also marked a significant turning point in the evolution of 

the modern day pharmaceutical firm. First, it saw the internationalisation of the drug 

industry, when MNCs rapidly expanded their activities abroad to increase market reach. 

Of particular note was the role of US pharmaceutical MNCs, which, aided by the 

political and economic stability provided by the US government, notably expanded their 

business activities. By the 1960s, 181 US pharmaceutical subsidiaries were established 

in overseas locations (Gereffi, 1983, p.179). The primary focus for market expansion in 

the 1950s was Western Europe, the British Commonwealth nations, and the “relatively 

advanced” Third World countries in Latin America of Mexico, Brazil and Argentina. 

During the 1960s, and coinciding with wider global trend towards investment in 

developing nations, considerable commercial interest also emerged in Africa, Asia, the 

Middle East, and the lesser developed nations of Latin America and Europe (Gereffi, 

1983, p.179). In that process, local production based on the importation of active 

ingredients from the MNC parent served as a substitute for some of the direct 

importation of finished drugs (Gereffi, 1983, pp.179, 181). 

ICI established its pharmaceutical division in 1957. 
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Second, this period marked a decisive shift in emphasis in the discovery of new drugs 

away from academia towards industry (Breckon, 1972, p.24). Prior to this period, most 

drugs were made and developed by scientists from university or medical school 

laboratories, and then adopted by drug firms. The impetus for drug development then 

was transferred to research departments of commercial firms, which increasingly 

became the only organisations able to afford to investigate and then realise the full 

commercial potential of their discoveries (Breckon, 1972, p.24). This shift related to the 

fundamental nature of pharmaceutical research. Only rarely could deductive or rational 

drug design be practised, which involved scientists working backwards from what they 

knew about a given disease and how the body combated it (Kodama, 1995, p.217). 

More often a random, lengthy and expensive approach was required since only 

approximately one in 10 000 screened compounds emerged as a marketable drug 

(Reekie and Weber, 1979, p.11). This situation meant that drug R&D came to be seen 

as a multi-disciplinary activity that was fundamentally at odds with academic 

laboratories, which tended to be oriented around specific and separate disciplines 

(Reekie and Weber, 1979, p.13). 

This virtual monopoly over research in the post-war boom years meant that the 

pharmaceutical industry was in an expansionary phase of development until the mid

1970s. There was an expansion of markets, overall sales growth, high levels of 

innovation, modest regulation, long economic lifetime of patents and competitive 

substitution (von Grebmer, 1985, p.222). The British and American pharmaceutical 

industries epitomised this growth: output in Britain rose from a pre-war figure of £21 

million to £894 million in 1976, while the US industry grew from US$150 million to 

world-wide sales of US$12,200 million (Reekie and Weber, 1979, p.7). Even so, the 

phenomenon of transfer pricing, which involved the deliberate monopoly pricing of 

technology in the supply of intermediate manufacturing inputs to overseas subsidiaries, 

significantly boosted those figures through the creation of new avenues for very large, 

although hidden profits (see Vaitsos 1973). 

As an extremely lucrative business activity, the structure of the pharmaceutical industry 

reflected its origins in being highly concentrated in just a few industrialised countries 

with a small number of companies in each. By 1977, for example, the top 20 

multinational pharmaceutical entities heralded from just six countries, including the 
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Federal Republic of Germany, the USA, Switzerland, Japan, France and the UK 

(Gereffi, 1983, pp.170-171). 

After 1975, however, and in keeping with the global economic downturn associated 

with the crisis of Fordism, the pharmaceutical industry began to display characteristics 

indicative of an intermediate and increasingly saturated market. While the number of 

new drug applications and new chemical entities—the basis of new drug products—had 

been decreasing for nearly 30 years, pharmaceutical sales and consumption levels grew 

at diminished rates after 1975 in nearly all industrialised nations (von Grebmer, 1985, 

pp.220, 241). Much speculation existed as to why this happened. 

The OECD (cited in Reekie and Weber, 1979, pp.7-8) offered two explanations. First, it 

suggested that while industry had successfully introduced treatments for a wide variety 

of diseases, it now had to concentrate its research effort on the difficult problems 

presented by remaining and “unconquered” diseases such as cancer and malaria. 

Second, the OECD pointed to the global increase in restrictive regulatory legislation 

surrounding the industry since the 1960s, which was perceived to have raised the costs 

of development and created an environment where firms were increasingly cautious and 

selective about the products they brought to market. Confronted by the growing realities 

engendered by sub-market sales growth, lower innovation, increased regulation, short 

economic lifetime on patents and compulsory substitution, the pharmaceutical industry 

was faced with the prospect of fewer drugs and fewer companies, and minimal 

advancement in health care (von Grebmer, 1985, p.222; Drews, 1996, p.1516). It was 

an important turning point for the industry. 

In this commercial environment the new biotechnologies emerged as a field of great 

potential. Biotechnology represented significant commercial opportunities with the 

capacity to produce substantially unlimited quantities of: 

[P]roducts never before available, products that are currently in short supply, 
products that cost substantially less than products made by existing methods of 
production, products that are safer than those that are now available, and products 
made with new materials that may be more plentiful and less expensive than those 
now used (Krimsky, 1991, p.25). 
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The new application of production methods simultaneously emerged as an important 

component in the commercial attractiveness of biotechnology. Technology fusion—a 

research and development strategy that emerged in the early 1970s—enabled firms to 

combine existing technologies into hybrid ones (Kodama, 1995, p.200). A three-way 

connection between food, drugs and medicine related to fermentation technology had 

occurred by 1970. When industrial chemicals were added to this fusion in 1974, 

biotechnology emerged as a strategic industry (Kodama, 1995, pp.214-217). 

As an emerging global industry capable of streamlining and enhancing drug 

development through the widespread application of rational design (Kodama, 1995, 

p.217), the way ahead for the faltering pharmaceutical industry was clear. 

Biotechnology became central to the evolution of the modern pharmaceutical industry. 

Bio-pharmaceuticals — the corporate vision 

It was in this political and economic context that many large multinational 

pharmaceutical firms, and other large entities with synergies with pharmaceuticals, 

implemented an encompassing biotechnology strategy in the early 1980s. Although the 

experience with NBFs was unique to the US, European and Japanese firms also adopted 

this broader strategy. Because large firms are traditionally slow to respond to changing 

technological conditions, this strategy initially constituted a catching-up process, and 

involved a number of key dimensions to which we now turn (Oakey, et al. 1990, p.20). 

In-house R&D programs 

The first of these involved the establishment of in-house R&D programs. Armed with 

significant cash reserves, pharmaceutical firms (like other large multinational firms) 

began to develop their own biotechnological research and development capacities in the 

early 1980s. For example, Eli-Lilly invested US$40 million in manufacturing plant for 

human insulin and US$60 million in a new biotechnology research centre; Pfizer opened 

a US$80 million life science complex and Schering-Plough invested US$100 million to 

manufacture, purify and formulate its alpha interferon product (Daly, 1985, pp.25-26). 

In addition, a number of large and traditionally non-pharmaceutical corporations, such 

as Du Pont, Nestlè, Monsanto, Proctor and Gamble and Dow Chemical, developed an 

emphasis on, and invested heavily in, pharmaceutical efforts through biotechnology. In 
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1981, Du Pont inaugurated a US$120 million life sciences program, while Monsanto 

opened a US$150 million Life Sciences Research Centre around the same time. The 

fostering of in-house capacity continued to grow throughout the 1980s (Busch, et al. 

1991, p.17). 

Strategic alliances 

Pharmaceutical firms also sought to enhance their strategic position by collaborating 

with the NBFs and, by association, the universities, which were at the front line of the 

emerging bio-revolution. However, although European, Japanese and US-based firms 

pursued such alliances, the contribution of academic scientists to the development of 

biotechnology, and the extent and scale of the links with industry, varied significantly 

outside of the US (Orsenigo, 1989, p.89). 

At the broad level, collaboration with the NBFs was made possible by the strategic 

environment that confronted both the NBFs and the multinational firms. The context 

created by the rich NBF knowledge-base and their relative lack of resources and 

simultaneously, the rich MNC resource-base and developing biotechnological 

knowledge-base led industry analysts to conclude that “[n]ever was a romance more 

obviously made in heaven” (The Economist, 1995, p.74). 

Most large firms, initially reluctant to invest heavily in the new biotechnologies, 

preferred to establish strategic partnerships with the smaller American NBFs (Busch, et 

al. 1991, p.18). The NBFs were in a position where they had to fund the extensive costs 

of infrastructure development without the benefit of internally generated revenues. 

Instead, NBFs depended on venture capital, stock offerings, and relationships with large 

firms for financing. Between 1977 and 1985, large pharmaceutical and chemical firms 

provided 56 per cent of the total funds invested in NBFs (Bijman, 1995, p.13). This 

highlighted that contract R&D has always been the most important source of capital for 

the NBFs. However, besides capital, there were other important advantages for NBFs in 

collaborating with the larger firms, including access to capabilities in manufacturing, 

clinical testing, regulatory processes and distribution (Bijman, 1995, p.13). 

This mutually beneficial strategy, which also took the form of equity investments, joint 

ventures, licenses, patents and marketing agreements, steadily gained momentum 
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throughout the 1980s. The number of US-European licensing, marketing and R&D 

agreements between firms in biotechnology grew from 12 per year in 1982, to 30 per 

year in 1987, and 50 per year at the end of the 1980s (Assouline, 1996, p.11). The 

European-based corporations most active in establishing agreements with US NBFs 

were (in order of significance) from the UK, the former West Germany, Switzerland and 

France (Fowler, et al. 1988, p.188). An intricate web of industry activity thus emerged. 

For example, by the late 1980s, Genentech (the first and largest NBF in the US) had a 

wide range of corporate partnerships including 13 from the US, at least seven from 

Japan, and four from Europe (Busch, et al. 1991, p.18). 

Large US firms were keen also to establish long-term affiliations with leading 

universities in molecular biology. Within Europe though, government played a key role 

in fostering such collaborations. One of the more successful British policy initiatives, 

for example, was the establishment of a Biotechnology Directorate, which served as a 

research club bringing interests together (Oakey et al. 1990, p.45). Subsequently, 

industry-academia research linkages became fundamental to the biotechnology industry 

for several reasons. First, considerable financial savings were to be incurred through 

this type of arrangement because the start-up, organisational and capital costs associated 

with laboratory-type research were already sunk costs. In addition, such research 

expenditure was often tax deductable (Kenney, 1986, p.203). Second, as many top 

researchers preferred to remain in universities, long-term affiliations were often the only 

way to secure access to their intellectual capital. Through such contracts, MNCs could 

also secure formal rights to commercially useful discoveries (Kenney, 1986, pp.203-

204). However, even if no products were forthcoming, university-industry agreements 

carried a number of intangible benefits for the large firms, including access to 

researchers and associated networks and opportunities to discuss scientific problems 

encountered in the course of company research (Kenney, 1986, p.204). 

From the point of view of American universities, declining government support for 

research was a prime reason for administrators to support biotechnology to generate new 

sources of funding (Buttel, 1989, p.8). Accordingly, universities eagerly sought out 

biotechnological research contracts with MNCs. Blumenthal (cited in Orsenigo, 1989, 

p.77) estimated that in 1984, university-industry relationships accounted for 

approximately 20 per cent of all funds for biotechnology R&D available to US higher 
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education institutions and that nearly half of all biotechnology firms supported research 

in universities. A new commercial environment unfolded in the universities. A single 

institution was often contracted to a vast number of firms. For example, a study of 

linkages of American biotechnology faculty members to firms between 1985 and 1988 

found that Harvard’s biotechnology faculty was associated with no less than 43 

companies, followed by MIT and Stanford, which were associated with 27 and 25 firms 

respectively (Krimsky, 1991, pp.75-76). Such collaboration continued into the 1990s. 

The extent of the links has fuelled widespread concern about the openness and 

objectivity of associated academic research (see Hubbard and Wald 1997; Ho 1998; 

Rifkin 1999). As noted by Ho (1998, p.9), 

Practically all established molecular geneticists have some direct or indirect 
connection with industry. This inevitably sets limits on what the scientists can 
and will do research on, not to mention the possibility of compromising their 
integrity as independent scientists. 

Mergers and acquisitions 

Over time, it became clear to many larger firms that there were tangible benefits to be 

gained by the full acquisition and control of NBFs. Again, in a great number of cases, 

this was also a convenient move for NBFs. Confronted by the constant financial 

pressures and the long time frames involved in coordinating such research, increasing 

numbers of NBFs found themselves in a situation whereby they either became unviable 

or solved their problems by becoming part of a stronger, financially secure corporation 

(Hall and Strimpel, 1991, p.276). There were many problems faced by the new firms. 

In particular, they were obstructed by continual delays in product development, 

regulation, patent delays, financial market instability, and general public concerns 

regarding the new technology, and consequently, nearly all the biotechnology firms lost 

money (Busch, et al. 1991, p.19). 

The intractable nature of these problems is highlighted where biotechnology constitutes 

the most research-intensive industry in the history of civilian manufacturing (US Senate, 

1994, p.19). In 1994, it was estimated to take 10 to 12 years to research, develop and 

bring a biotechnology product to market at an average cost of US$259 million per 

product (US Senate, 1994, p.29). However, it was also noted that the average 

biotechnology firm incurs total expenses of between US$300 and US$500 million 
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before any operating revenues are actually earned on a product (US Senate, 1994, p.29). 

Tempered by this market reality, by the mid-1980s many NBFs were acquired by large 

pharmaceutical corporations (Hall and Strimpel, 1991, p.274). Beyond the NBFs, 

though, this market pressure also sparked off the wholesale consolidation of the 

pharmaceutical industry. 

Consolidation within the pharmaceutical industry 

Beyond engaging in the multifaceted strategy to harness the potential for novel 

biopharmaceuticals, the competitive challenges of the globalising economy in the late 

1980s also resulted in the restructuring of the global pharmaceutical industry. This 

strategic context ended a period of relative structural stagnation for the pharmaceutical 

industry. Since 1950 there had been few new drug firms and only a limited number of 

mergers and acquisitions among the top players (de Wolf, 1994, p.298). However, all 

this was to change. 

In the globalisation-inspired process that was repeated across many different industries, 

the already large multinational pharmaceutical interests engaged in a series of mergers 

and acquisitions with other drug firms in order to reach a minimal critical mass. This 

was perceived to be the minimal resource base necessary to finance the development of 

innovative products and associated sales expenditure to help sell such products on a 

global scale. Observers estimate that it costs approximately US$2 billion to 

successfully develop and market a new product (de Wolf, 1994, p.296). Between 1980 

and 1990, studies reported that there were 783 mergers and acquisitions in the 

pharmaceutical industry, with the vast majority occurring in the late 1980s and 

involving firms from the powerful triad economies of the European Union, the US and 

Japan. Such consolidation mirrored that occurring in agribusiness and plant 

biotechnology (see Hindmarsh 1998b). Examples of this process in the pharmaceutical 

industry included the merging of Bristol Myers/Squibb (US), Smith-Kline/Beecham 

(US/UK), American Home Products/Robins (US), Rhône-Poulenc/Rorer (France/US), 

and Merrell Dow/Marion (US) (de Wolf, 1994, pp.299, 296). This process accelerated 

throughout the 1990s and further concentrated market power (ETC Group, 2001, p.2). 

As noted in chapter four, the top ten pharmaceutical companies “shared” approximately 

48 per cent of the global market by 2000. This compared with the top ten drug firms 
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controlling just over 20 per cent of the global market in 1981 (ETC Group, 2001, p.3). 

American firms have generally been the most popular targets for acquisition. Much of 

this can be explained by the fact that the US was the centre for biotechnology-oriented 

operations, and that these were central to the long-range plans for the wider 

pharmaceutical industry (de Wolf, 1994, pp.301-302). 

The pharmaceutical firms also engaged in a number of strategic alliances amongst 

themselves as a means to facilitate the necessary critical mass. The motivation behind 

the increasing use of such alliances, which grew by up to 300 to 400 a year by the end of 

the 1980s, are many (de Wolf, 1994, p.303). However, these practices generally 

reflected the growing perception that it was not possible, nor necessarily desirable, for 

individual firms to run the gauntlet of global competition on their own. Instead, there 

was an emerging consensus that significant benefits (and risks to be avoided) existed by 

collaborating (Welch, cited in Yoshino and Rangan, 1995, p.3). Broadly, though, 

strategic alliances were undertaken to secure access to new technologies (in particular 

biotechnology), access to new therapeutic categories, access to generic or over-the-

counter market segments, access to foreign markets, and increasing market power (de 

Wolf, 1994, p.304). The pharmaceutical industry thus emerged from the 1980s in a 

commanding position to participate in and benefit from the rapidly expanding 

biotechnology revolution and any forthcoming long wave of global economic 

development. 

Conclusion 

In reflecting on political economy analyses of the pervasive influence of structural 

forces in shaping scientific and technology reality, the historical development of 

molecular biology and biotechnology highlights various parallels with the globalisation 

process examined in chapter four. In ideological and industrial terms, molecular 

biology and biotechnology have indeed shaped and, in turn, been shaped, by the process 

of economic globalisation. They did not evolve autonomously. Indeed, biotechnology 

has been referred to as a “technology of globalisation” (see Hindmarsh 1998b). 

While modern biotechnology and globalisation have only emerged in the popular 

consciousness over the last decade or so, their respective and complementary cultural 
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properties go back much further. These can be tied to the emergence of theories of 

human progress and genetic determinism, which in evolving simultaneously with 

industrial capitalism, conformed to the overwhelming physical reductionism at the heart 

of the biomedical model and the priority given to individual over collective needs. 

Undeterred by the negative connotations that would later engulf and discredit the 

eugenics movement in the mid-twentieth century, these theories were successfully 

translated in the 1920s into an unprecedented research agenda that sought to understand 

the “Science of Man”. 

The significance of technocrats such as Fosdick and Weaver, and the enduring 

biomedical vision of Gates, as distinct from scientists in this agenda warrants particular 

attention. Their collective focus on conceptualising human biology through physical 

and chemical means, and in ensuring the spread of this new experimental paradigm 

through extremely generous funding over the course of three decades, was probably the 

most significant element in the early development of modern biotechnology. 

This is not to deny the strategic importance of the informational and structural research 

clusters that made many of the most well known early advances in molecular biology or 

the influence of scientists such as Jacques Loeb at the Rockefeller Institute for Medical 

Research. However, without the patronage of the exceedingly well-resourced and 

thereby extremely powerful Rockefeller philanthropies, it is doubtful that the critical 

mass enabling DNA to be regarded as the “master molecule” by the late 1960s would 

have been established. Similarly, it is not certain that genetic engineering would have 

otherwise evolved to bolster interest in, or converge with, globalisation and in 

techniques of flexible specialisation as it did in the 1970s. This suggests that, as was 

highlighted in chapter two with relation to the biomedical model of health, there was 

nothing inevitable about the emergence of modern biotechnology. Instead, it was a 

“staged” or shaped process that reinforces the concept of the “technology text” as 

described by Hill (1988). Different decisions, even at the micro level, might have 

created wildly divergent outcomes. 

The close parallels between modern biotechnology and globalisation are perhaps most 

evident over recent decades. Ever since the development of recombinant DNA 

techniques in the early 1970s, venture capitalists and the pharmaceutical industry have 
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vigorously competed for biotechnological know-how incorporating both new and 

existing techniques. This process, exemplified by the various linkages made by and to 

the American NBFs, was pursued to secure access to new proprietary processes and 

products (and, as such, profits), and was of particular importance to a pharmaceutical 

industry facing declining economic prospects. 

The “zeal” with which the global pharmaceutical industry has oriented itself around 

modern biotechnology is telling. Although the pharmaceutical industry has always been 

concerned with regimes and modes of accumulation, biotechnology has become a key 

shaper of the globalisation context, indeed, it is a technology of globalisation. In this 

process, the dominant biomedical conceptualisation of health is being crafted in new 

ways to reflect the traditional political and economic preference for individually and 

technologically focused care over that which is socially and environmentally-based. 

This “revolution” in health care gained considerable momentum with the onset of the 

1990s. The impetus became tied to, facilitated by, and also drove, the establishment of 

the multi-billion-dollar research initiative known as the Human Genome Project, which 

aims to guide the process of developing novel bio-pharmaceuticals. It is at this point 

that we take up the discussion in chapter six. 
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Chapter Six


The Human Genome Project: the global context


The relationships that pharmaceutical and genomics companies have forged over the 
past few years indicate that the baton of drug development based on genomic studies will 
pass, by and large, to pharmaceutical companies. They will apply the disciplines of 
industrial development, focusing resources on areas of potential commercial value while 
ignoring others completely (Nature Biotechnology, 1996a, p.1199). 

Introduction 

In this chapter we turn to examine the Human Genome Project (HGP), which 

constituted a 13-year collaborative scientific effort that actively propelled 

biotechnological R&D. Our purpose is to reflect upon and highlight the HGP, and its 

expression through the field of genomics, as a practical extension of the ideological and 

industrial frameworks that drive economic globalisation and that also sustain the 

biomedical model of health. 

Although the completion of the first “survey”, or “working draft”, of the entire human 

genetic sequence was announced on 26 June 2000 and then published in mid-February 

2001, the full high-quality sequence is scheduled to be finished in 2003 (HGP 

Information 2001). Even so, the HGP has already facilitated an accelerated biological 

understanding of living systems, in much the same way as the Rockefeller Foundation’s 

“Science of Man” agenda did over 70 years ago. The HGP is suggesting and shaping 

new ways to prevent, diagnose, treat and cure disease. Associated biomedical 

innovation is set to increase significantly as the emphasis shifts from mapping to 

understanding gene function in successive stages. In short, bioproponents proclaim that 

the HGP is just “the beginning”. 

In interpreting the significance and implications of the HGP and associated research for 

the future of health and health care, a useful starting point is to examine the commercial 

environment in which funding the HGP became a politically attractive policy decision. 

This leads us to explore the emergence of gene therapy in the United States in the mid

1980s, and, in particular, to the interest shown in an extended medical model of health 

premised on the aggressive expansion of the concept of “genetic disease”. 
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The discussion then moves onto the origins and development of the HGP since the 

1980s, and how that process was instigated and given significant momentum by public 

institutions in the US. Although other national governments followed quickly in the 

wake of the US to commit funds to genome research, the public character of genome 

research changed dramatically with rapid progress and the emergence of “genomics”— 

the study of genes and their function. In the context of the ensuing commercial 

genomics arena, our final interest is to examine the role of the global pharmaceutical 

industry in facilitating biocommercialisation, and the implications for public research, 

which reflects various scientific and social concerns raised in earlier chapters about the 

“shaping” of health. 

Background to the HGP: the promise of gene therapy 

Throughout the 1980s, the biotechnology industry sought to bring novel products to 

market. As noted earlier in chapter four, the interests of the emerging industry and the 

challenges of the increasingly competitive global economic environment soon led 

governments to view biotechnology as a strategic industry. Through the particular 

experience of new biotechnology firms (NBFs) in the US, biotechnology became readily 

associated with the notion of renewed national economic prosperity. The strength of 

this sentiment was clearly articulated in the 1990s by the incumbent Speaker of the US 

Congress, Newt Gingrich. He asserted that “[i]f we make the right decision, 

biotechnology will be the catalyst that ensures that the next hundred years will deserve 

the title “the American Century” as much as did the last” (Gingrich, 1995, p.4). 

Despite that optimism, the flow of new bio-health products was considerably slower 

than market expectations. By the end of the 1980s, for example, only a limited number 

of products were on the market, as indicated in Table 9. 
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Table 9: Approved biotechnology products (1980s) (United States) 

Product Date Developer Marketer 
Human insulin 1982 Genentech Eli Lilly 
Human growth hormone 1985 Genentech Genentech 
Alpha interferon 1986 Biogen Schering-Plough 
Alpha interferon 1986 Genentech Hoffman-La Roche 
OKT3 Mab 1986 Johnson & Johnson Johnson & Johnson 
Hepatitis B vaccine 1986 Chiron Merck 
T-PA 1987 Genentech Genentech 
Human growth hormone 1987 Eli Lilly Eli Lilly 
Erythropoietin (EPO) 1989 Amgen Amgen 
Hepatitis B vaccine 1989 Biogen Smith-Kline Beecham 
Source: de Wolf, 1994, p.284. 

Yet, market expectations remained buoyant because of the expansive promises for gene 

therapies, for example, the Chief Executive Officer of Novartis AG (cited in Thayer, 

1995, pp.15-16) suggested: 

If you have the opportunity to treat diseases causally, not just the symptoms but 
eradicate the disease by getting the body to produce the cure, then you can imagine 
that if successful—and there are a lot of indicators to let us believe that this is 
likely—this technology can completely change the practice of medicine in the next 
century. 

Gene therapy was thus portrayed as Western medicine’s “inevitable” result, given a 

growing capability to gain more therapeutic control through intervention to increasingly 

smaller and more basic targets (Summers and Cooney, 1994, p.42). Gene therapy is an 

attempt to allow for the maximum level of control over disease by affecting how genetic 

information is deciphered at the cellular level (Summers and Cooney, 1994, p.42). 

More specifically, it involves supplanting defective genes with “normal” counterparts in 

an attempt to cure hereditary diseases, which have tended to resist treatment, such as 

cystic fibrosis, muscular dystrophy and sickle-cell anaemia (Gorman, 1995, p.96). 

Because of its revolutionary potential to “transport” necessary proteins to the correct 

sites, without the problems associated with conventional drugs, gene therapy has been 

hailed as the fourth great advance in health care, after sanitation, anaesthesia, and 

pharmaceuticals (Morgenthaler, 1993, p.10). 

Interest in prospective gene therapies increased sharply from the mid-1980s, in part, 

because of the continuing development of molecular biology, more broadly though, 

because it was inextricably related to the expanding concept of genetic disease. 
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Researchers came to adopt a significantly different view about genetics and medical 

science than held previously. As Fox Keller (1992, p.292) observed: 

[In the past] most physicians and investigators have perceived that deleterious 
influences on human health are of two kinds: either a deficiency of a basic 
resource such as food or vitamins, or exposure to hazards that may be either 
natural . . . or man-made . . . Genetics is now showing that this view of the 
determinants of health as being external is too simplistic. It neglects a major 
determinant of disease—an internal one. Far from being a rare cause of disease, 
genetic factors are a very important determinant of health or illness in developed 
countries. 

Indeed, many human conditions are clearly pathological and are understood to be 

monogenic in origin since they result directly from the action of a single mutant gene 

(Lewontin, 1993, p.65). Estimates suggest that there are approximately 3500 known 

monogenic genetic diseases (US Senate, 1990, p.7). Although many are exceedingly 

rare, others are relatively common. For example, sickle cell anaemia is widespread in 

Central Africa, thalassaemia affects many hundreds of thousands of people in the 

Mediterranean region, and cystic fibrosis affects one in 2000 births in Northern Europe 

(European Federation of Biotechnology, 1997, p.29). 

However, even though some diseases are common, the commercial market for potential 

cures to genetic disease throughout the 1980s remained small. This was because genetic 

disease traditionally affected a very small part of the population, as distinct from the 

extremely debilitating effects of progressive disability or chronic ill-health associated 

with many diseases. More precisely, although genetic disorders and congenital 

malformations accounted for 40-50 per cent of all childhood deaths, by the age of 25 

years only five per cent of the population had a disorder in which genetic factors played 

a significant role (Mueller and Young, 1997, p.7). The overwhelming prevalence of 

genetic disease in the early phases of the human life cycle thus limited the application of 

gene therapy to other phases of the human life cycle. 

In strictly commercial terms, the relatively small incidence of genetic disease in the 

adult population diminished prospects for a mass-marketed genetic therapeutic bonanza, 

and for any related national economic renewal. This did not augur well for the powerful 

biocommercial interests with an active stake in a future proposed on novel therapies. 
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What was thus needed was greatly expanded potential market, which would enable 

those interests to market prospective novel therapies to many people. 

According to Hubbard and Wald (1993, p.189), this situation led pharmaceutical and 

biotechnological firms to tacitly engage in stimulating a market through extending or 

inventing new genetic diseases, based on the premise of people diverging from a 

particular genetic “norm”. This cultural or ideological portrayal of an individualised 

“genetics problem” can be seen to have parallels with the historical interest of the 

Rockefeller philanthropies in ensuring that the definition and provision of health care 

met the needs of capitalist society, and also the widely discredited notions of genetic 

determinism and eugenics. The recontextualisation of genetics along these lines made it 

possible to conceive a revised biomedical model premised on a highly individualised 

and yet widely applicable medical model of normality (Lewontin, 1993, p.65). This new 

model would be based on the use of genetics, through processes of diagnosis, treatment, 

and prevention, to guarantee to all people an individual and natural right to “normal” 

health (Fox Keller, 1992, pp.294-295). 

A prominent example of the simple commercial relations underlying the vigorous 

expansion of genetic disease from the mid-1980s is the case of human growth hormone 

(hGH), detailed graphically by Andrew Kimbrell (1993). Prior to the evolution of 

genetic engineering, human growth hormone was extracted from human pituitary glands 

from cadavers and administered to the relatively few numbers of patients suffering from 

dwarfism. Yet, because of the small potential market and the minimal prospects for 

profit, it was classified as an “orphan” drug. That classification rewarded the 

manufacturer by way of an exclusive monopoly on the drug for seven years (Kimbrell, 

1993, p.150). 

In the early 1980s, both Genentech (the leading US biotechnology firm) and Eli Lilly (a 

large pharmaceutical firm) pleaded for orphan status for their genetically engineered 

version of human growth hormone, hGH, which, unlike its predecessor, was able to be 

produced in large quantities. Although the firms were actively pursuing orphan drug 

status for their respective products, there were rumours that the companies had much 

bigger plans for the product, and analysts began to predict a US$100 million a year 

market (Kimbrell, 1993, p.150). Keen interest was thereafter generated about how an 
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orphan drug could become so lucrative. Yoxen (cited in Kimbrell, 1993, p.150), for 

example, mused: 

It has been suggested . . . that cheapening growth hormone might lead to its abuse 
by people wanting to be tall but who are not pathologically short. Knowing that 
height is a source of anxiety to many people, particularly adolescents, it seems 
possible that unscrupulous suppliers might seek to market height augmenting 
drugs. 

In 1985, evidence came to light to suggest that some people using the natural growth 

hormone product in the US had died of Creutzfeldt-Jakob Disease (CJD), associated 

with Bovine Spongiform Encephalopathy (BSE) or “mad cow” disease (Bell, 1996, 

p.661). By this time, Genentech was in the final stages of trials for its genetically 

engineered product, Protropin, and was soon granted approval to market the product. 

The launch of hGH signified a revolution in the market for human growth hormone. In 

simple marketing terms, it was a cure in search of a disease (Kimbrell, 1993, pp.150-

151). 

Both Genentech and Eli Lilly responded to the marketing challenge and, indeed, soon 

began to advocate the notion that children in the lower three per cent of height for a 

given age group needed treatment. In the process, the companies played down the 

prospect of any risks and potential disadvantages associated with the product. These 

included the increased risk of contracting leukaemia, and the fact that treating children 

who were not growth hormone deficient necessitated treatment over a longer time 

period, at higher dosages, and with greater risks and higher costs than those children 

with documented growth hormone deficiency (Tauer, 1995, p. S19). 

In spite of these weighty considerations, hGH has, by all commercial criteria, been a 

resounding success (Kimbrell, 1993, p.149). Part of its success has been its growing 

therapeutic application. In recent years, it has received attention as having possible 

clinical application in helping “reverse wasting” in AIDS patients, as an artificial 

performance enhancing supplement for athletes, and as an agent in slowing the ageing 

process in elderly people (Brownlee and Watson 1994; Hubbard and Wald, 1997, pp.69-

70). 
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Despite the potential for genetic medicines for manufactured genetic diseases, it soon 

became clear that if the US was to maintain a competitive advantage over 

biotechnological rivals such as Japan, and to consolidate the genetic vision of health as a 

commercial reality, significant advances in molecular biology were needed. An 

immediate need was a “genetic map” which would locate bits of functional DNA (or 

genes) in the genome. This would contribute to the understanding of the processes 

underlying human disease and, in turn, make biotechnological R&D much faster and 

cheaper (Carey, 1992, p.74). This situation unravelled with the quest to understand the 

genetic basis of cystic fibrosis, which took seven years and cost US$100 million (US 

Senate, 1990, p.16). 

In 1988, in an effort to expedite genome research, the US government committed itself 

to allocating US$200 million of federal funds each year for 15 years to what became 

known as the Human Genome Project (HGP) (US Senate, 1990, pp.4-5). The aim of the 

initiative was to completely map and sequence all the DNA of a human being. From 

those early years, the HGP became an ongoing international collaborative research 

program led by scientists across both public and private research sectors. It became 

regarded unanimously as biology’s first “big science” project (Lewin, 1990, p.20). The 

HGP incorporated a variety of research goals, strategies and resources, and was an 

umbrella concept that aimed to improve the understanding of the genetic basis of the 

human species and also to provide an infrastructure for future biotechnological research 

(von Schomberg and Wheale, 1995, p.8). More broadly, the HGP aimed to “abstract” a 

generalised genome, the genetic equivalent of the generalised skeleton that depicts 

human anatomy (Watts, 1990, p.21). From that abstract, geneticists hoped to establish 

the genetic differences between individuals and “the norm” (Watts, 1990, p.21). 

Initially, human genome research was governed by the three specific aims of providing a 

genetic map for the relative positions of the genes; of providing a physical map for the 

actual gene positions; and of determining the sequence of bases in DNA (European 

Federation of Biotechnology, 1997, p.30). The formal program, which began in October 

1990, was to discover the estimated complement of 80,000 to 100,000 human genes 

(HGP Information 1999). That estimate changed in 2000 with the discovery that there 

were only approximately 30,000 genes in human DNA (HGP Information 2001). This 

revised estimate contributed to the rapid progress of the project (as detailed further 
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below). Nevertheless, the sheer scale of the mapping and sequencing task that is now 

approaching completion has been immense. If the genome were published in book 

form, it is estimated that it would take a third of a lifetime to read the estimated three 

billion nucleotides, constituted by guanine, cytosine, adenine, and thymine, which, when 

arranged in sequences, represent genes (Erickson, 1992, p.98). Given this generalised 

background of the HGP, we now turn to explore the origins and development of the 

HGP. 

The HGP — a history of its origins and development 

More specifically, the HGP originated from initiatives taken by the molecular biologist 

Robert Sinsheimer, Chancellor of the Santa Cruz campus of the University of California 

(UCSC), and Charles DeLisi, director of the US Office of Health and Environment at 

the US Department of Energy (DoE). Sinsheimer was keen for biology to achieve a 

similar stature as high-energy physics, synonymous with big science projects. This led 

him to the idea of sequencing the human genome, which was infinitely larger than other 

sequencing projects such as those involving plants (Cook-Deegan, 1994, pp.79-81). 

In May 1985, Sinsheimer coordinated a workshop that detailed the technical elements of 

his proposed genome project. While many participants felt that a complete sequencing 

project was not technically feasible at that time, the meeting succeeded in putting the 

project on the research agenda. Although Sinsheimer would ultimately be frustrated in 

his attempts to sequence the human genome, others took up the challenge (Cook-

Deegan, 1994, pp.82-84). 

The most significant of those was DeLisi. By the time he became interested in the 

proposal, it had become clear that a substantial bureaucratic structure was needed to 

sustain a genome program (Cook-Deegan, 1994, p.91). DeLisi thus became the catalyst 

for the bureaucratic infrastructure. In 1985, he pushed for the Department of Energy 

(DoE) to sponsor a human genome initiative. His idea was related to a study of the 

changes in DNA in the cells of the Japanese survivors of the atomic bomb (the 

hibakusha), and the long-standing question of whether they suffered from heritable 

mutations, which was being researched by the DoE. As van Dijck (1998) related, this 

continued to reposition genetics from its earlier stigma of being associated with 
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eugenics and with the Nazis. DeLisi’s idea led to a meeting in 1984 in Alta, Utah, 

which brought together the scientists whose insights would form the basis of the DoE 

genome project (Cook-Deegan, 1994, pp.92-96). 

Coincidentally, the former US Congressional Office of Technology Assessment (OTA) 

was compiling a report on technologies to measure heritable mutations in human beings. 

That report gave DeLisi the idea of a project dedicated to DNA sequencing, structural 

genetics and computational biology. DeLisi realised that a project of this scope was 

ideal for the multi-disciplinary research teams at DoE. Indeed, this might salvage the 

department’s original goal of measuring damage to the genome. Moreover, it was 

crucial to the political goal of securing a future for the under-utilised national 

laboratories (Wills, 1992, p.75; Cook-Deegan, 1994, p.99). 

Henceforth, DeLisi moved quickly to attract political, scientific and bureaucratic 

support for his proposal. He advocated a large project, analogous to a space program, 

except that it would entail the effort of many agencies, led by one agency in a 

managerial capacity. DeLisi believed that DoE was strategically well placed to perform 

the key institutional role (Cook-Deegan, 1994, pp.97-99). Planning for the DoE’s 

Human Genome Program began in 1986, and, later in the same year, a US$5.3 million 

pilot program was initiated at DoE’s national laboratories to develop critical resources 

and technologies (HGP Information 1998a). 

The proactive strategy of DoE both increased awareness of genome research and created 

an atmosphere whereupon the premier US biomedical research body, the National 

Institutes of Health (NIH), felt obliged to follow suit. In 1987, the NIH began planning 

and funding its own genome program and many more researchers and support staff 

became involved (HGP Information 1998a). By 1988, federally sponsored human 

genome research in the US had a budget of approximately US$88 million (von 

Schomberg and Wheale, 1995, p.8). In the process, the NIH quickly overcame the 

DoE’s early start and, as a consequence of receiving two-thirds of the total funding, 

emerged as the front-runner in the US genome “race” (Cook-Deegan, 1994, p.139; von 

Schomberg and Wheale, 1995, p.8). A tug-of-war emerged as to which institution 

would lead the US genome effort. Eventually, that led to the signing of a Memorandum 
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of Understanding in October 1988 by the DoE and NIH in order to coordinate genome 

research activities, under which the NIH became the lead institution (Smith 1995). 

That momentum in 1988 to fund a large-scale genome project coalesced when the OTA 

and the National Research Council (NRC) submitted reports to Congress, 

recommending a concerted genome research program at an estimated cost of US$200 

million per year for approximately 15 years. This led the DoE and NIH to develop a 

detailed joint five-year plan, presented to Congress in 1990 (HGP Information 1998b). 

Congress became enrolled to the genome proposal on four main grounds. These 

included the scope to boost biomedical research, to keep the United States in the lead in 

biotechnology, to enhance national prestige, and to demonstrate a major cultural 

achievement (Cook-Deegan, 1991, p.157). 

Following Congressional approval, the genome project plan was implemented in 

October 1990. Strategic goals included mapping and sequencing the human genome;1 

mapping and sequencing the genomes of model organisms; data collection and 

distribution; ethical, legal and social considerations; research training; technology 

development; and technology transfer (HGP Information 1998a and 1998b). 

The contribution of two of these areas to the overall aims of the projects was however 

not immediately evident, and therefore warrants explanation. The first of these areas 

involved the mapping and sequencing of model organisms, including the bacterium 

Escherichia coli, yeast Saccharomyces cerevisae, roundworm Caenorhabditis elegans, 

fruit fly Drosophila melanogaster, and the laboratory mouse. This type of work is 

meaningful to genome research because it offers a cost-effective way of following the 

inheritance of genes similar to human genes through many generations in a relatively 

short time (HGP Information 1999). In that context, decades of research into hereditary 

transmission in model organisms were recognised as the foundation of recent successes 

of human genetics (Kitcher, 1996, p.103). 

The reference human genetic sequence is not an exact match for any one individual’s genome. 
Researchers collected blood (female) or sperm (male) samples from a large number of donors, whose 
identities are protected. Neither donors nor the research scientists involved know whose DNA is being 
sequenced (HGP Information 2001). 
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The second area concerned the study of ethical, legal, and social considerations. From 

the outset, there was a formal recognition that the knowledge gained from the HGP 

would have far-reaching effects, not just for disease and medicine, but also for the wider 

society. There was also recognition of the need to pre-empt criticism, which might 

otherwise impede genomic research. James Watson (cited in Hanna, 1995, p.433), co

discoverer of the molecular structure of DNA and the first head of the NIH Office of 

Human Genome Research, reflected thus upon such sentiments: 

Some very real dilemmas exist already about the privacy of DNA. The problems 
are with us now, independent of the genome program, but they will be associated 
with it. We should devote real money to discussing these issues. People are 
afraid of genetic knowledge instead of seeing it as an opportunity. 

The argument behind that view led to the allocation of funds for the study of ethical, 

legal and social issues (ELSI) related to new HGP data and technologies. Both the DOE 

and NIH allocated between three to five per cent of their funds to that research in a 

projected attempt to ensure that society “reaped the maximum of benefit and a minimum 

of harm from the initiative” (HGP Information 1999; Annas and Elias, 1992a, p.6). 

Although this topic is explored in more detail below, the general meaning of the ELSI 

research is that it offered a potential to contribute to a greater understanding of how 

genetic information might affect peoples’ lives. 

While the US today still maintains by far the largest genome initiative, a degree of the 

success of the project, especially early on, was attributable to the increased generation of 

relevant knowledge made possible through the establishment of other cooperative 

national projects. These began in 1987, with Japan inaugurating a genome science 

project through its Human Frontiers Scientific Programme, and by 1988, Britain, 

France, Italy, West Germany, the Netherlands, Denmark and the Soviet Union had all 

initiated some genome research (von Schomberg and Wheale, 1995, p.8). By late 1999, 

there were at least 18 countries with established programs, including Australia, Canada, 

China, the European Union, Israel, Korea, Mexico, and Sweden. Developing countries 

are also participating through studies of molecular biology techniques for genome 

research, and studies of organisms that are of relevance to their regions (HGP 1999). 

Brazil, for example, is engaged in the Schistosoma mansoni genome project in an 

attempt to better understand and develop an effective vaccine against the endemic 

parasitic disease schistosomiasis (caused by the trematode worm). This disease affects 
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at least 300 million people in the tropical and subtropical regions of the world (Pena, 

1996, p.75). 

More will be said about the progress and evolution of the HGP below. Although 

investigators argue that it will only be possible to understand the human biology of 

diseases such as heart disease, cancer and diabetes with the high-quality genetic 

sequence projected as concluding in 2003, the knowledge generated through the project 

has, since the early 1990s, started to shape biomedical research and medical practice 

(Collins 1995). At this juncture, some of its main applications are explored. 

Applications for clinical medicine 

Behind the complex and time-consuming process of establishing cures for genetic 

diseases like cystic fibrosis is a systematic process involving gene identification, the 

development of diagnostic tests, the elucidation of basic defects, carrier testing, 

description of disease pathology, screening, and therapy (OECD, 1995, p.41). In this 

sense, while the attainment of the draft genetic sequence in June 2000 was an 

impressive scientific and technical achievement, it really signified only “the end of the 

beginning” (Collins and McKusick, 2001, p.542). Nonetheless, scientists portray that 

the HGP will facilitate the gradual transformation of clinical medicine over the next 25 

years (Collins and McKusick, 2001, p.542). 

The continuum of research projects arising out of the HGP is indicated in Table 10. 

Given that human DNA sequences are 99.9 per cent identical to each other, a key area of 

research involves building a catalogue of common variants in the human genome. 
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Table 10: Research opportunities and forecast: genomics 

Key Research Opportunities Forecast 
Define complete list of all human genes and • Thousands of new drug targets for heart 
proteins disease, cancer, diabetes, asthma etc. 
Define all common variants in the genome, • Individualised preventive medicine based on 
determine hereditary factors in virtually all genetic risk 
common diseases, and refine technology for low • Pharmacogenomics to improve outcome of 
cost genotyping drug therapy 

• Environmental risk factor assessment 
becomes individual-specific 

Determine regulatory signals that affect 
expression of all human genes in normal or 
abnormal state 

• Therapies for developmental defects 
• Precise molecular analysis of malignancies 

guiding choice of therapy 
Determine structures of all human proteins, using • “Designer drugs” based on precise 3
a combination of experimental and computational dimensional information about targets 
methods 
Develop safe and effective gene-transfer vectors • Gene therapy for rare single-gene disorders, 
for many different tissues and some common ones 
Vigorously explore the ethical, legal, and social 
implications of genome research 

• Legal safeguards against genetic 
discrimination and breaches of privacy 

• Effective oversight of clinical application of 
genetic testing 

• Mainstreaming of genetics into the practice of 
medicine, with achievement of “genetic 
literacy” amongst clinicians and patients 

Source: Collins and McKusick, 2001, p.542. 

This research commenced in 1999 with a public-private research partnership called The 

Single Nucleotide Polymorphism (SNP) Consortium. The non-profit project involves 

the Wellcome Trust, ten international pharmaceutical firms (including Novartis, Bayer, 

GlaxoSmithKline, Hoffman-LaRoche and Pfizer), and five of the world’s foremost gene 

mapping institutes (Lehmann and Lorch, 1999, p.8; Ratcliffe 1999). Other important 

research areas include those that aim to identify the genes that play a significant role in 

the hereditary contribution to common disease, and those to determine the pathways that 

affect genetic expression in “normal” and “unhealthy” states (Collins and McKusick, 

2001, p.542). 

The field of genomics is thus a key focus of the HGP. It offers the prospect of small 

molecule pharmaceuticals to either block or stimulate a particular disease-related 

pathway and also offers much greater opportunity to predict responsiveness to particular 

drugs (Collins and McKusick, 2001, p.543). The latter prospect, which is known as 

pharmacogenomics,2 is allegedly associated with the evolution of personalised 

This field, originally known as pharmacogenetics, was pioneered approximately four decades ago in 
recognition of the significant influence of genes in responses to pharmaceuticals. For example, many 
people get less pain relief from codeine because their variant of the gene labelled CYP2D6 is unable to 
convert codeine into morphine, which is its active form (Hollon, 2001, p.1). 
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medication and the increased safety and convenience of better-suited prescriptions for 

patients and their medical practitioners alike (Hollon, 2001, p.1). Some drugs where 

tests can be performed to predict whether they will work for a particular patient have 

already come onto the market. In 1998, for example, the drug Herceptin was released in 

the US to treat a metastatic form of breast cancer (Hollon, 2001, p.1). 

Notwithstanding drug innovations like Herceptin, some observers argue that the early 

prospects for the HGP to be translated into novel treatments have been exaggerated (see 

Khoury, et al. 2001). To highlight this, analysts cite the case of haemoglobin proteins 

(Friedmann 1992). Few genes are apparently as well understood as these, however 

progress toward effective therapy for diseases affecting haemoglobin production has 

proven very slow (Friedmann, 1992, p.141). In this sense, the most significant medical 

applications of the research into the isolation and characterisation of genes are said to 

revolve around the potential for detection, diagnosis, screening and genetic counselling 

as opposed to the “dream” of gene therapy highlighted earlier (Friedmann, 1992, p.141). 

Leading genome researchers (Collins and McKusick, 2001, p.543) have more recently 

endorsed this view: “the optimism of the early 1990s about providing quick solutions to 

a long list of medical problems was probably never fully justified”. 

The HGP has dramatically increased the number of diseases or conditions for which it is 

possible to diagnose risk, or conversely, the relative absence of risk. This provides the 

opportunity for earlier intervention in the events leading to overt disease and clinical 

manifestation (Baird, 1994, p.152). This capacity has led pharmaceutical and 

biotechnological firms to develop DNA diagnostic tools, which recognise the particular 

forms of genes that cause disease or predispose individuals to disease (Hood, 1992, 

p.155). The latter area is seen as one of the most important areas of DNA diagnostics 

(Hood, 1992, p.155). It is hoped that the HGP will facilitate the identification of 

specific genes to many diseases (cardiovascular, neurological and autoimmune) that are 

polygenic or the result of the action of two or more genes. It is projected that DNA 

diagnostics will eventually be able to analyse genes in many different individuals (Hood, 

1992, pp.155-156). After individual analysis, individual prescriptions will then be 

made. Such prescriptions may also involve a change in lifestyle in order to avoid 

developing a specific “genetic” condition. For example, someone with an alpha-1-
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antitrypsin deficiency might be strongly advised to refrain from smoking (OECD, 1995, 

p.42). 

Genetic screening uses a range of techniques to diagnose traits that have or are believed 

to have a genetic basis (von Schomberg and Wheale, 1995, p.8) and may be used for 

family planning and in invitro fertilisation; in the workplace; and in an insurance 

context (Love, 2001, p.113). To date, genetic screening has found its widest application 

in developed nations testing populations as opposed to individuals who may be 

concerned about their own or their children’s health (Hubbard and Wald, 1997, p.33). 

However, it is of increasing interest to employers and insurance companies. Employers, 

such as heavy industry, are interested in assessing the genetic sensitivity of workers to 

highly toxic work environments. Other employers facing rising education and training 

costs, such as airlines, are also keen to ensure they are not necessarily wasting resources 

and time on prospective employees who may not be fully productive in the near future 

(Rifkin, 1999, p.163). Insurance companies are very interested in gaining access to 

genetic data to help them price their products according to the level of mortality risk 

posed by prospective clients (Gesche, 2001, p.107). 

With reference to medicine, a long history of screening for disease exists in developed 

countries, which has aimed to assist those with a genetic disadvantage to live and 

reproduce as normally as possible. Continuing advances in molecular genetics have 

considerably advanced this process, and prospective parents are now left with more 

options for reproductive choice and the ability to screen-out the birth of children with 

certain debilitating diseases, such as Down’s syndrome and cystic fibrosis. The latter is 

cited as a particular case in point given that it is a single gene disease affecting a high 

proportion of the population (Ho, 1998, p.189). In time, it is anticipated that the HGP 

will facilitate a shift to DNA-based tests, which may broaden the number of diseases 

capable of being identified and also potentially reduce costs (OECD, 1995, pp.42-43). 

Despite its anticipated capacity to advance clinical medicine, human genome research is 

however also subject to intense criticism. A number of strident criticisms are made of 

genome research and its ideological basis in a molecular form of genetic determinism. 

This, however, is not to suggest that there are not some very real and significant benefits 

to be realised through genome research. Commentators readily point out that those 
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inherited conditions that do not allow normal functioning in the usual range of 

environments and which typically burden the earlier part in the human life cycle provide 

a real and appropriate place for genetic service programs (Baird, 1994, pp.158-159). 

Critiques of human genome research 

Strong concerns have been expressed about what are seen as the inherent political, 

economic and social risks associated with genomic R&D. These concerns have led to 

institutional responses like the ELSI working group, established by the research 

community to address issues arising from the HGP. Key concerns include: the 

confidentiality of testing and screening results; the scope of genetic testing and 

screening; the potential for discrimination and stigmatisation; commercial exploitation 

of human genome data; eugenic pressures; the effects of germline gene therapy on later 

generations; and the equity of benefits of human genetic research (European Federation 

of Biotechnology, 1997, p.30). 

As one of the earliest applications of the HGP, genetic testing highlights a range of 

issues associated with the quality of genetic information, the capacity of medical 

practitioners and consumers alike to make meaningful sense of it and privacy. Even 

when there is appropriate medical guidance, critics note that for many genetic disorders 

such as Huntington’s disease, there is nothing that can be done, at present, to stave off 

future suffering (Kitcher, 1996, p.73). Additionally, critics suggest that the process of 

identifying genetic conditions that put individuals at risk for certain diseases is 

potentially only likely to allow doctors to promote the same healthy behaviours, such as 

refraining from smoking and eating a balanced diet, whether or not their patients have 

had genetic tests (Kitcher, 1996, p.73). With reference to privacy issues, there is 

significant scope for genetic information to be misused, such as by an insurance 

company or by professional hackers, to cause an individual and their family harm. This 

has led to efforts to address the sharing of genetic information and the consent process 

and to guide and protect the collection, storage, access and destruction of such 

information (Gesche, 2001, pp.100-101). 

Throughout the 1990s, a rich and insightful literature thus evolved that investigated and 

documented the ethical, legal and social dimensions and implications of the HGP (for 
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example, Weir et al. 1994; Marteau and Richards 1996; Citrin 1998; Parens and Asch 

2000). Influential ELSI research processes included the Task Force on Genetic 

Information and Insurance, which produced the paper Genetic Information and Health 

Insurance in 1993, and the Task Force on Genetic Testing, which published the report 

Promoting Safe and Effective Genetic Testing in the United States in 1997 (Clayton, et 

al. 2000, p.3). The latter publication highlighted several problems associated with 

testing practices. For example, the task force established that in some cases, genetic 

tests were introduced onto the market before they were demonstrated to be safe, 

effective and useful. The task force also established that there was no assurance that 

every laboratory performing genetic tests for clinical purposes met high standards and 

that often the informational materials distributed by genetic testing laboratories did not 

provide sufficient information to meet the needs of medical practitioners and patients 

(Task Force on Genetic Testing, 1997, pp.6-7). 

The ELSI program has also been criticised. Hubbard and Wald (1997) point to the 

limitations of the ELSI program. They assert that it does not affect decisions about what 

work is performed as part of the HGP, and that ultimately it has no power to ensure that 

suggestions made on issues of public concern, such as genetic discrimination, translate 

into policies (Hubbard and Wald, 1997, p.159). Some of those working in the ELSI 

program partly endorse such sentiments, but contend that it is not realistic to expect the 

HGP to fund research that undermines its own research effort and note that this type of 

assessment needs to be undertaken independently (Annas and Elias, 1992b, p.275). 

Given that science exists in a societal and cultural context (Hill 1988, Ziman 1994), this 

argument is consistent with the notion that such concerns are best dealt with by the 

broader political (and particularly legislative) process. This reality diminishes the extent 

to which the DOE and NIH funded research can ensure a holistic discussion of the 

opportunities and threats posed by genomic research. 

Indicative of some key concerns about the unresolved risks raised by genome research 

was the document produced by the United Nations Educational, Scientific and Cultural 

Organisation (UNESCO) in 1997 entitled A Declaration on the Human Genome and 

Human Rights. Based on the position that human genetics should fully respect human 

dignity and human rights and benefit all of humanity, the Declaration asserted: 
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Everyone has a right to respect for their dignity and for their human rights 
regardless of their genetic characteristics [and] that dignity makes it imperative 
not to reduce individuals to their genetic characteristics and to respect their 
uniqueness and diversity (Wertz, 1998, p.1). 

Notwithstanding criticisms about the convoluted nature of the Declaration (see Tonti-

Filippini 1998), concerns about the application of genome research have been amplified 

by broader developments in biotechnology. Indeed, human cloning has emerged as one 

of the most contentious dilemmas of the genetic revolution (see Kitcher 1996; Kolata 

1997; Silver 1997). Cloning refers to the process of creating an identical copy of an 

individual or a gene (Ho, 1998, p.266). This “copying” process gained widespread 

attention in early 1997 with the successful cloning of lamb number 6LL3, better known 

as “Dolly”, by a team of Scottish researchers. In being the lone success out of 277 

attempts to clone a sheep (Kitcher, 1998, pp.327, 329), Dolly represented a major 

technical achievement but also one of dubious ethical standing with regard to the 276 

embryos that did not survive. 

Ever since her public debut, Dolly has heightened awareness that the ability to clone 

human beings is not far away. The realisation that it will be technically possible for a 

grieving spouse or parent to clone a copy of a dying partner or child so that their 

likeness might live on has provoked intense global public debate. So too has the more 

immediate prospect of therapeutic cloning, premised on the use of human stem cells, 

and in some contexts embryonic stem cells, to generate new tissues and organs and to 

help discover cures for debilitating conditions such as Alzheimer’s and Parkinson’s. 

While some argue that cloning for reproductive purposes is a threat to the balance and 

order of nature, others view cloning as an evolution of what humans have done for many 

years and a technological fix for particular biological and environmental problems (Blatt 

1997; Schüklenk and Ashcroft 2000). 

Human cloning, and any associated genetic “enhancement”, is the epitome of the 

mechanistic and reductionist basis of the biomedical model. Presently, it is a banned 

activity, with nations generally supporting UNESCO’s view that human cloning denies 

a person his or her genetic individuality (Biotechnology Australia 2002). In contrast, 

nations are starting to permit therapeutic cloning for medical research purposes. 

Australia epitomises this situation. While it has supported the UNESCO ban since 
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1998, the Australian government agreed in early 2002 to give scientists access for the 

purposes of stem cell research to the approximately 70,000 human embryos left over 

from invitro fertilisation programs (Stewart 2002). Following on from this, in May 

2002 the Australian government announced a $43 million grant to establish the world’s 

first dedicated research facility on stem cells (Stewart 2002). 

Key criticisms of genome-related work also exist outside the scope of the ELSI 

program. They are both scientific and social. Broadly, they converge on the perception 

that the HGP and work associated with it overemphasises the importance of genes while 

conversely underestimating the influence of environmental factors (Council for 

Responsible Genetics 1994b; Kitcher 1996; Rifkin 1999; Hindmarsh and Lawrence 

2001), which was highlighted earlier in chapter three. 

Scientific concerns 

From the beginning of the HGP, a range of scientific criticisms emerged. These 

criticisms centred on claims that it was both “bad” and “big” science, and as such, was 

inconsistent with the way in which science was optimally carried out (McKusick, 1992, 

p.39). There were also concerns that it created an improper environment for 

postgraduate scientific training and drew funds away from other “more worthy” projects 

(McKusick, 1992, p.39). The central thrust of such arguments was that the genome 

project seemed a ploy to raise much needed research funds, and that it was a project 

justified by its public relations value and not so much by its scientific value (Baltimore, 

cited in Zurer, 1988, p.22). 

While there have been many converts to the project over the last decade, concerns about 

“the science” have not diminished. Those concerns also relate to the argument that the 

work of Watson and Crick, which began as a theory and paradigm of the gene, has 

evolved into “the” theory and paradigm “of life” itself. Critics question its validity. 

Strohman (1997, pp.194-199), for example, asserted that through the massive 

proliferation of molecular biology, society has come to believe, albeit falsely, that a 

theory that adequately explains how genes code for proteins can work just as well to 

explain how genes cause cancer or just about anything else. Strohman argued that the 

use of molecular genetic determinism as a paradigm to explain life has many significant 

shortcomings. He points to the situation, borne out regularly in the major journals of 
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molecular and cell biology, where sequence information in DNA is shown to contain 

insufficient information to determine how gene products or proteins function, either in 

development or evolution. Amongst the findings is evidence to suggest that genome 

complexity found in humans and mice is not correlated with the differences in form and 

function between them (Strohman, 1997, pp.194-195). 

Although modern biotechnological knowledge is seen as a fairly new area of scientific 

endeavour, the anomaly expressed above is very significant and questions whether the 

reductionistic science of the human genetic sequence contains sufficient information to 

explain biological development and change. Indeed, Strohman’s research points to the 

existence of other unknown (and as yet unmeasurable) variables, the existence of which 

can tend to be resisted or ignored by researchers that follow the traditional (and 

conservative) approach of trying to bring accepted scientific theories and fact into closer 

alignment. 

In other words, a situation of paradigm contestation has emerged about the role of 

genetics in biological development and change. This situation reflects Thomas Kuhn’s 

theories (1970) about the nature of science and, in particular, the rise and fall of 

different scientific paradigms. Kuhn (1970) argued that science did not involve a 

steady, cumulative process of acquiring knowledge, but instead was distinguished by 

“intellectually violent revolutions” where one conceptual worldview struggled with and 

eventually replaced another. As such, Strohman (1997, pp.194-199) suggested that 

although molecular genetic determinism possesses an internally inconsistent theory, it 

will nonetheless remain dominant, with significant effort expended on attempting to 

address the anomalies, until there is another theory that is acceptable to the scientific 

community that can replace it. Given that molecular genetic determinism is still in its 

ascendancy in the public imagination, and perhaps more pointedly that it fits industrial 

modes of production and intellectual property regimes, this could take some time. 

Other researchers also highlight the shortcomings of the genetic paradigm. Baird (1994, 

p.159), for example, contended that it is a simplistic model of disease. Lewontin (1993, 

pp.49-51) asserted that there are two underlying reasons why the genetic model of 

disease causation can be regarded as simplistic. First, he argued there is no such thing 

as a definitive human genome and therefore it makes little sense to talk about the human 
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genetic sequence as if all human beings were alike. This is because of the genetic 

variation, or polymorphism, within the human species. Crude estimates suggest that if 

the figures for humans are like those for experimental animals, then one in every 500 

nucleotides, or base pairs, will differ in the DNA taken from any two given individuals. 

This means that any two people will differ on the average of about 600,000 nucleotides, 

which makes it almost impossible to discern any human genome as a “normal” genome 

(Lewontin, 1993, pp.49-50). 

In building on Strohman’s critique, Lewontin asserted that the second problem 

underlying notions of genetic determinism is that they rely on an impoverished notion of 

causation that confuses agents with causes. To illuminate the point, he noted how such 

a deterministic and biomedical view fuelled the perception that an alteration in a so-

called “cancer gene” directly causes cancer. However, Lewontin (1993, p.51) pointed 

out that that alteration in the gene may in turn have been caused by ingesting a pollutant 

produced by an industrial process, which in turn was the inevitable consequence of 

investing money at six per cent. There is little doubt that it is difficult to understand 

causation with reference to such broad environmental and economic forces. 

Nonetheless, Lewontin and other critics of genome research pointed to the limited 

insights to be gained by narrow mechanistic explanations of health and illness, and the 

importance of re-defining or contextualising the role of genomic research within the 

political economy of health care. 

The latter is a looming topic of interest since a significant momentum has built up 

around developing and marketing genetic solutions to an ever-increasing array of 

medicalised issues. That momentum is evident at the broader level, with industry, 

government and consumers keen to harness the economic and social benefits of 

detecting, diagnosing, screening and treating by genetic means and ends. 

An important part of this political economy is also the scientific community, which, as 

noted in chapter four, has increasingly had to adapt to the more competitive globalised 

environment for public funding by reorienting its activities around more applied, 

commercially-oriented research. With the drive to create useful biotechnological 

products responsive to the massive scale of funding for the HGP and associated 

research, a strategic environment has thus been created around genome research. To a 
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considerable extent, scientists who have aligned themselves politically and 

economically to a “biotechnological paradigm” support that environment. Commercial 

relations have become a very powerful impetus in the research process (Lewontin, 1993, 

p.53). A key implication is that research can be viewed as less capable of generating the 

greatest public good outcomes. In the associated area of agricultural biotechnology, 

Hindmarsh (1999) found that the influence of bio-commercialisation and intellectual 

property rights in Australia was leading to an increasing convergence of private and 

public research, with a number of adverse implications for the public good. Krimsky 

has noted the rather generic implication across all biotechnology fields (cited in 

Rowland, 1992, p.223): 

[V]alues, which emphasize science for commerce, will most likely become 
internalised and rationalised as a public good. A transformation of the 
disciplinary conscience can take place. These changes can happen incrementally 
and without malice. Scientists/engineers with a stake in the commercial outcome 
of a field cannot, at the same time, retain a public interest perspective that gives 
critical attention to the perversion of science in the interests of markets. 

Social concerns 

A primary social consequence of the momentum for genetic solutions to health, 

according to critics, is that it diverts attention from alternative (and potentially more 

appropriate) ways of dealing with these issues (see for example, Council for 

Responsible Genetics 1994b; Kitcher 1996; Hubbard and Wald 1997). That momentum 

serves to fortify the predominance of the biomedical model of health through the view 

that better health is largely a function of more intrusive modes of health care. 

Indeed, evidence exists to suggest there is enthusiastic ideological support for 

“geneticising” an increasing array of behaviours or health conditions in order to 

effectively sanction intervention in the social environment as unwarranted and therefore 

unnecessary. Interest in approaching social problems through scientific means was first 

touted in the 1920s as part of the Rockefeller Foundation’s “Science of Man” program. 

Geneticising human behaviours and conditions can be seen to provide a basis for 

reducing social justice programs and cutting taxes and justifying any associated 

inequality (Willis 1995). As Hubbard and Wald (1997, p.164) argued, 

if all of people’s health and behavior are functions of their genes, then we can 
blame social ills on the inadequacies of individuals, not on economic and other 

178 



The HGP 

societal problems. In this view, people are poor because they are inherently lazy, 
stupid, or whatever, and they are sick because they were born with the wrong 
genes. 

The process of shifting responsibility for economic and social policies from those who 

introduce policy to those affected by policy is known as “blaming the victim”. It is not a 

new tool, and has been used effectively to justify individual as opposed to community-

based solutions to health problems (see Ryan 1972; Berliner 1977). 

“Victim blaming” in relation to genetics raises earlier controversies reminiscent of the 

dark history of eugenics, as highlighted in chapter five. Suzuki and Levine (1994, 

p.249) pointed out that such controversies attempt to equate the distinct notions of 

identity and equality. They asserted that while equality is not a biological concept, there 

is a struggle either to base equality on identity or to justify inequality by diversity. 

Beyond the moral dimensions though, critics argue that genetic victim blaming will not 

help society deal with its entrenched problems. It is Kitcher’s (1998, p.268) view that 

whether or not we know how to resolve social problems, genetic substitutes will be no 

more effective than “rearranging the deck chairs on the Titanic”. 

These views stand in stark contrast to the desire of some political elites to support the 

medicalisation of persistent and growing social problems. The former Bush 

Administration’s proposed “Violence Initiative” of 1992 provided a telling example. 

The central idea was to portray violence as a public health problem, as distinct from 

something to be explained in terms of inner-city unemployment, poverty, inequality, and 

associated issues (Wright, 1995, p.68; Rose, 1998, p.21). The intention was to identify 

violently inclined youth and provide medical intervention before they had committed a 

violent act. Subsequently, the policy initiative was related to federally funded research 

concerning the role of the neurotransmitter, serotonin, in the expression of an 

individual’s violent behavioural tendencies. The research suggested that people with 

low serotonin levels were more inclined toward impulsive violence than people with 

normal levels. Serotonin levels can be increased with prescription-based drugs such as 

Prozac. This created a financial incentive to identify low serotonin as the source of 

inner-city social problems, which for a time led serotonin to become the most talked-

about subject in federal violence research (Wright, 1995, pp.68-70). 
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The perception of racist bias eventually led to the demise of the serotonin initiative. 

However, while this policy no longer exists in name, critics argued that its ideological 

thrust nonetheless survived (Wright, 1995, p.69). The momentum to redefine violence 

as pathology, characteristic of individuals who have something wrong with them, has 

been especially taken up by genome researchers, who portray the existence of genes that 

predispose violence (Jaroff, 1997-1998, p.70). Critics argue that this technicalised view 

sets a dangerous social precedent, allowing some political conservatives to assert the 

need to abandon social welfare strategies grounded in a residual moral authoritarianism 

and to move towards policies more in accord with what they perceive as “biological 

realism” (Rose, 1998, p.20). Significantly, it follows the parameters set by the 

Rockefeller’s thrust into molecular biology as the replacement of crude eugenics to 

control social behaviour. 

These broad-ranging concerns have increased with the progression of the HGP, and in 

particular, with the rise of private genome interests to which we now turn. 

From a public to a private initiative 

Although the HGP started out as a publicly funded initiative, within a few years, the 

project attracted venture capitalists. By the early 1990s, with the pace of development 

accelerating, the project evolved from a public effort to a joint public and private effort 

(Anderson, 1993, p.300). To ensure public benefit from the project, policy makers 

established strategic goals around the commercial transfer of technology to the private 

sector. In the US at least, that process has been fostered since 1980 through federal laws 

aimed at promoting the intellectual property associated with the HGP. This, in turn, led 

to the wholesale patenting of research produced from academic and government 

laboratories in an effort to make it commercially attractive to private investors (Adler, 

1992, p.910). 

By 1991, continuing progress in genome research created a situation in which research 

scientists could apply for patents on the human genome. This was the commodification 

turning point for the HGP. Private interests, led by multinational pharmaceutical 

companies, began to fund specialist new gene or genomic companies to identify, analyse 

and commercialise genetic information (RAFI, 1994a, p.1). 
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With the evolution of human genomics, focusing on the study of genes and their 

functional regulation in health and disease, the character of the HGP changed 

significantly (Poste, 1995, p.165). Genomics quickly became one of the most important 

areas of biotechnology research (Spalding, 1994, p.559). In large part, researcher Craig 

Venter acted as the catalyst in the development of this field. In the 1980s, he was a 

senior scientist at the NIH and, through successfully combining a number of insights, 

fundamentally changed the nature of genome research. 

First, Venter found a way to harness living cells to isolate genes. Painting a 

metaphorical landscape, scientists portrayed that within the cell, messenger RNA 

transcribed DNA into a concise “blueprint” by “editing out” what was originally 

perceived to be “junk DNA”. It was termed “junk” because up until the completion of 

the draft sequence in 2000, many researchers believed that only three-to-five per cent of 

the human genome actually consisted of “expressed” genes, while the rest was thought 

to be made up of structural or otherwise non-gene coding DNA (Spalding, 1994, p.559; 

Finkel, 1997, p.1228). By way of contrast, critics argued that “junk DNA” simply 

referred to DNA whose function were unknown and that often when molecular 

geneticists claimed to engineer life they were often also using “junk DNA” (Shiva, 

1995b, p.273). Notwithstanding the newfound research interest in so-called “junk” 

material (Fox 2001),3 from the early 1990s Venter began “fishing out” messenger RNA 

molecules from cells and using special enzymes to transcribe them back into “sturdy” 

DNA that represented “edited” genes (Bylinsky, 1994, p.100). The stable 

complementary DNAs (cDNAs) of messenger RNA could then be copied and stored for 

future reference in vials in a freezer (Haseltine, 1997, pp.94-95). Entire biological 

libraries of what were perceived to be “pure” genes were thus established to assist in the 

investigation of genetic defects (Bylinsky, 1994, p.100). 

Venter was also among the very first to perceive that scientists could expedite the search 

for the genetic causes of disease by “marrying” computers and biotechnical instruments. 

In this manner, he helped to pioneer the field of bioinformatics (Bylinsky, 1994, 

pp.100). However, what emerged as a most controversial contribution to genome 

research was Venter’s isolation and investigation of gene fragments rather than 
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continuing with the tradition of applying the long-term process of piecing together entire 

genes. He theorised that fragments could yield clues to the meaning of other genetic 

data accumulating in computerised gene libraries, in much the same way “as a scrap of a 

secret message can be used to crack a longer message written in the same code” 

(Bylinsky, 1994, p.100). Venter employed this theory to sequence DNA strands that 

were hundreds or thousands of bases long, known as “expressed sequence tags” (ESTs). 

In adopting this concept he realised that he could locate any expressed gene in a fraction 

of the time it would otherwise take to find by sequencing the entire genome (Kleiner, 

1994, p.14). 

Before long, Venter was decoding thousands of DNA fragments, and, with the urging of 

the Director of the NIH, Bernadine Healy, applied for patents on 350 “bits of DNA” in 

June 1991, and on another 2735 in February 1992 (Cahill, 1996, p.21). This caused 

Venter’s work to emerge on the commercial scene in 1991 amid criticisms that such 

work was narrow and shortsighted, and that patenting would hinder basic research 

(Bylinsky, 1994, p.100). A furore ensued over the prospective patenting of ESTs. The 

US Patent and Trademark Office had been granting patents on fully sequenced human 

genes since 1980, and similar protection was available in Japan and the European 

Community. However, the prospective patenting of gene fragments was quite different 

as the genes were only partially sequenced and their biological function was unknown 

(Spalding, 1994, p.560). 

The patent claims on gene fragments were eventually rejected by the Patent and 

Trademark Office on the criteria that they were not useful, nor new and were too 

obvious (RAFI, 1994b, p.2). The NIH ultimately abandoned the policy of patenting 

human gene sequences (RAFI, 1994b, p.2), but not before the policy had led to a change 

in the leadership of the project. In opposition to the policy, James Watson had incurred 

the wrath of Bernadine Healy who forced him to resign as head of the NIH genome 

project. 

In the fallout from the furore over the prospective patenting of ESTs, Venter was unable 

to secure additional funds to expand his laboratory, which led him to desert the public 

3 With the completion of the draft sequence, researchers know that proteins mix and match in ways that 
are more important than previously thought. They suspect that “junk” DNA plays a key role in 
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project. In 1992, he struck a deal with Wallace Steinberg who headed a venture fund 

called HealthCare Management Investment Corp. They created a company called 

Human Genome Sciences (HGS) to concentrate on the high-speed “decoding” of genes 

and novel human sequences involved in illness and to also support a second, not-for-

profit research organisation called the Institute for Genomic Research (TIGR) (Bylinsky, 

1994, pp.94, 101; Haseltine, 1997, p.93). Venter became the head of TIGR, while 

William Haseltine took leave from a professorship at the Harvard Medical School to 

serve as chief executive officer (CEO) of HGS. 

The shift from the public to the private sector proved a financial boon for the two 

scientists. Heightened by what Haseltine called “the gotcha advantage”, analysts began 

to speculate that HGS might become the genetic equivalent of Microsoft (Bylinsky, 

1994, p.94). In 1993, SmithKline Beecham (which had become a part of the 

conglomerate GlaxoSmithKline) entered into a commercial relationship with HGS that 

marked a watershed. SmithKline Beecham invested approximately US$125 million in 

HGS for an equity holding, which also yielded it first rights to any genes isolated by 

HGS (Spalding, 1994, p.559). In that process, Venter and Haseltine became instant 

paper-millionaires. For his efforts alone, Venter wound up with a US$12 million stake 

in HGS (Bylinsky, 1994, p.101). Almost overnight the two men became known as “the 

gene kings”, while simultaneously HGS became known as “the company that [other] 

genome researchers love to hate” (Marshall, 1994, p.1800; Carey, et al. 1995, pp.36-37). 

In addition to Venter’s work, SmithKline Beecham’s deal with HGS helped launch what 

became known as the genomics “gold rush” (Cohen, 1997, p.767). Dazzled by the 

commercial possibilities, venture capitalists, the major drug companies, and Wall Street 

investors began to pour millions of dollars into new genomic start-up companies 

(Cohen, 1997, p.767). Prominent scientists eagerly followed the lead of Venter and 

Haseltine. By January 1993, more than 30 leading genome researchers were negotiating 

deals with venture capitalists, and new companies were being established throughout the 

US (Anderson, 1993, p.300). The speed with which private investment poured into the 

new field was considerable. In 1993 alone, it was estimated that private investment in 

genomic firms would amount to approximately US$85 million, which amounted to 

regulating this process (Fox 2001). 
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about 50 per cent of the federal funding earmarked for the HGP for that year (Anderson, 

1993, p.300). 

Aside from HGS and TIGR, other genomic firms established in the early 1990s included 

the now prominent companies of Genome Therapeutics, Incyte Genomics, Myriad 

Genetics, and Millennium Pharmaceuticals (RAFI, 1994a, pp.4-6). Yet, they differed 

vastly from traditional biotechnology firms like Amgen and Genentech. While the latter 

firms focused on bringing products to market and tended not to generate large revenues 

in the early phase of R&D, genomics firms generated considerable revenues from 

selling information, such as research leads on possible drug targets, to the major drug 

companies (Cohen, 1997, p.767). 

Because of that strategy, genomic firms have become well positioned in the 

biotechnology market, even though they only make up five per cent of the market 

(Cohen, 1997, p.767). By selling potentially valuable genetic information and 

technology to the well-resourced pharmaceutical sector, genomic firms can make 

substantial profits from the sector with little (if any) of the considerable financial risk 

associated with product development, such as clinical trials. Consistent with the historic 

relationship between the NBFs and pharmaceutical companies, genomic firms have 

found the large pharmaceutical firms enthusiastic customers (see Table 11). Indeed, in 

having embraced biotechnology to help replenish the “pipelines” of product 

development, the pharmaceutical industry’s keen interest in genomics was a foregone 

conclusion. As analysts pointed out, “[t]he fear among the big pharmaceutical 

companies is that they could be shut out of the market of the future if they don’t get 

proprietary ownership of the right set of genes” (RAFI, 1994a, p.4). 
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Table 11: Partnerships between genomics and pharmaceutical companies, 1990s 

Genomics company Pharmaceutical company Total value of 
deal in $M 

Number of years 
of deal 

Mercator Genetics AGENE Research Institute 30.0 N/A 
Myriad Genetics Bayer 

Ciba Geigy 
Eli-Lilly 

80.0 
67.0 
5.0 

5 
5 
3 

Genome Therapeutics Astra Pharmaceuticals 
Merck 
Schering Plough 

22.0 
N/A 
43.5 

4 
N/A 
4 

Sequana Therapeutics Boehringer Ingelheim 
Corange 
GlaxoWellcome 

76.0 
67.3 
50.0 

5 
5 
5 

Human Genome Sciences Hoffman-La Roche 
Schering Plough 
Takeda Pharmaceuticals 
Pioneer Hi-Bred 
Merck-KgaA 
SmithKline Beecham 
Synthelabo S.A. 

N/A 
55.0 
30.0 
16.0 
50.0 
125.0 
35.0 

N/A 
N/A 
N/A 
5 
N/A 
N/A 
N/A 

Genset Synthelabo S.A. 
Johnson & Johnson 

90.5 
4.0 

3 
N/A 

Incyte Pharmaceuticals Johnson & Johnson 
Novo Nordisk 
Hoechst Marion Roussel 
Schering AG 
Pfizer 
Pharmacia and Upjohn 
Zeneca 
BASF 
Abbott Laboratories 
Hoffman-La Roche 

17.0* 
17.0* 
17.0* 
17.0* 
25.0 
20.0 
17.0* 
17.0* 
17.0* 
17.0* 

3 
3 
3 
3 
3 
3 
3 
3 
3 
3 

Millennium Hoffman-La Roche 
American Home Products 
Eli-Lilly 
Astra Pharmaceuticals 

70.0 
91.3 
85.0 
60.0 

6 
7 
6 
6 

* estimated average value of deal. 

Source: Nature Biotechnology, 1996b. 

This fear and the “gene-gold” promise of biotechnology led the pharmaceutical industry 

to invest more and more money into the nascent industry. Many big firms also invested 

heavily in large in-house genomics programs. Novartis alone expended US$250 million 

in 1998 to establish its own dedicated genomics institute (Pennisi, 1998a, p.193). 

However, just as agribusiness corporations have done (see Hindmarsh and Lawrence 

2001), many pharmaceutical firms have tended to rely on establishing a multitude of 

partnerships with NBFs, in this case, dedicated genomics firms. Analysts noted that this 

strategy saw the number of biotechnology alliances increase almost sixfold between 

1993 and 1996 (Enríquez, 1998, p.925). During that time, pharmaceutical firms 

invested more than US$1 billion into the genomics firms, while in 1997 the level of 
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investment provided eight times more capital to the US firms than did initial public 

offerings (Cohen, 1997, p.772; Enríquez, 1998, p.925). 

Correlating with commercial niches in the process of pharmaceutical R&D, genomic 

investment is spread across three broad strategic areas: product providers, information 

providers, and technology providers (James, 2000, p.153). 

Product providers 

Product providers include firms such as Human Genome Sciences (Rockville, 

Maryland), Millennium Pharmaceuticals (Cambridge, Massachusetts), Myriad Genetics 

(Salt Lake City, Utah) and Axys Pharmaceuticals (San Diego, California). These firms 

initially focused on large-scale gene sequencing and gene discovery, but quickly evolved 

to develop their own product portfolios. While Human Genome Sciences, for example, 

makes sequence data available to its various commercial partners it also has several 

molecules in clinical trials and intends to increasingly focus its business on discovering 

and developing its own products. Millennium Pharmaceuticals is another prominent 

firm in this category. Its strategy has been to acquire the associated expertise and 

technology through alliances. By late 1998, Millennium had established over US$1 

billion in potential pharmaceutical partnership funding. Then, in 1999, it paid over 

US$630 million to acquire LeukoSite (Cambridge, Massachusetts) and its five products 

in clinical trials, as part of a strategy to build an integrated product platform with greater 

commercial synergies (James, 2000, pp.153-154). 

Information providers 

Information providers include firms such as Celera Genomics, Incyte, Gene Logic (all 

located in Gaithersburg, Maryland) and Pharmagene (Royston, UK). These firms aim to 

generate very large amounts of proprietary data and provide access in return for 

subscription fees (James, 2000, p.154). Celera has perhaps the highest profile amongst 

this group. It was established in May 1998 when Venter left the Institute for Genomic 

Research and entered into an agreement with Perkin-Elmer to substantially complete the 

sequencing of the genome within three years,4 and at a cost of US$200 million 

(Lehmann and Lorch, 1999, p.7). To meet this goal, Celera adopted a “shotgun” 

The human genome sequence generated by Celera is based on the DNA samples from five donors who 
identified themselves as Hispanic, Asian, Caucasian, or African-American (HGP Information 2001). 
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approach, based on high-speed automated sequencing in combination with elaborate 

bioinformatics tools, to randomly sequence fragments from a genome that is broken 

down into “parts” (Lehmann and Lorch, 1999, p.7). Celera aims to detect ESTs to 

identify genes with potential for drug development, and in doing so, to become a 

definitive source for genomic and related medical information (James, 2000, p.154). 

Related to information providers are firms involved in gene discovery. DeCode 

Genetics (Reykjavik, Iceland), is one of the better known amongst this group that targets 

inbred (and often isolated) population groups that can possess unique genetic profiles.5 

DeCode Genetics gained significant exposure in late 1998 when it was announced that 

the company had acquired a 12-year licence from the Icelandic parliament to build up a 

database of the genetic and medical records of those amongst Iceland’s population of 

270,000 that elected to be included. Hoffman-LaRoche agreed to pay DeCode Genetics 

up to US$200 million for information on the genetic causes of 12 common diseases, 

such as diabetes and Alzheimer’s, in return for the free use in Iceland of drugs that may 

be developed from the genetic materials (Lehmann and Lorch, 1999, pp.8-9). 

Technology providers 

Technology providers include firms such as Affymetrix (Palo Alto, California), Genetix 

(Christchurch, UK) and Genometrix (The Woodlands, Texas). They specialise in 

developing technology for other companies. In epitomising this group, Affymetrix 

specialises in supplying DNA microarrays that are fabricated using photolithography 

method, and in making computer chips to order (James, 2000, p.155). 

By the mid-1990s, these strategic areas and the advent of faster and cheaper sequencing 

technologies enabled genomics firms to increasingly rival the public sector genome 

effort. That situation, best represented by Celera’s claim to complete the sequencing of 

the human genome four years before the public effort, created significant uncertainty 

about the scope for data hoarding and for individual companies to stake exclusive 

proprietary claims on much of the genome (Pennisi, 1998b, p.1185). To counter that 

There are numerous examples of small, and, in many cases, Indigenous population groups being found 
to possess genetically-significant and commercially-lucrative cell lines and genomes (see RAFI 1994b, 
pp.7-10). Individuals have also been found to possess similarly significant cell lines (see Rifkin, 1999, 
pp.59-63). On both levels, there is a controversial history of private commercial, and particularly 
patent interests overriding issues of informed consent and the property rights an individual has to their 
own bodily tissues. 
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situation, in September 1998, the Wellcome Trust (the world’s largest corporate medical 

philanthropy) committed additional funding to the public project to advance its target 

completion date from 2005 to 2003 (RAFI, 1999, p.15). Additionally, projects like the 

SNP Consortium emerged to help ensure that genome-sequencing information remained 

in the public domain. 

Although the competing public and private genome projects of the HGP and Celera 

Genomics had differing goals, fundamentally they had overlapping sequencing 

milestones. From late 1999, the latter situation prompted negotiations between the two 

groups in an attempt to allow for the pooling of data and the joint publishing of the 

sequencing results in a major scientific journal. However, significant philosophical 

disagreements over how such data could be shared soon emerged as both public and 

private projects sought the best publishing terms from two competing scientific journals, 

Science, and Nature (Marshall 2001). The sticking point centred on how the data from 

the private project could be accessed and used by other scientists. Those associated with 

the public project insisted that it be available, like the public data, in the free public 

database known as GenBank. By way of contrast, Celera Genomics wanted to release 

its data through its own website and thus help guard against data piracy (Marshall 2001). 

By June 2000, the two groups ceased negotiating about a pooled database. Nonetheless, 

they agreed to jointly announce the draft human genetic sequence and to coordinate the 

release of their published reports in early 2001 (Marshall 2001). On 26 June, Venter 

and the respective heads of the NIH and DOE genome programs, Francis Collins and 

Ari Patrinos, joined incumbent US President Bill Clinton at the White House in 

celebrating “the end of the beginning” and pledged to support each other’s research 

(Human Genome News 2000a; Marshall 2001). This “warm atmosphere” did not, 

however, last long as the parties struggled to agree on publishing issues. The public 

project subsequently published its results in Nature on 15 February 2001, with the 

private project publishing in Science the following day. 

Differences between the public and private genome projects aside, scientists agreed that 

the scale of the remaining challenge to derive meaningful knowledge from the human 

genetic sequence would define biological research for several decades (Human Genome 

News 2000b). This agenda though is shaping up as an extremely involved process, as it 
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requires the expertise and creativity of many biologists, chemists, engineers and 

computer scientists (Human Genome News 2000b). As such, the process of translating 

this data into information that can contribute to innovative new treatments is likely to 

require new organisations that possess well-developed infrastructures and significant 

critical mass (Dyer, et al. 1999, p. BE19). Multinational pharmaceutical companies, the 

“guardians” of the biomedical model of health, are in the primary position. 

The pharmaceutical players 

Although actively involved in guarding against wholesale data hoarding by some 

genome researchers, the large pharmaceutical firms stand to be the significant 

beneficiaries of the fundamental research-base that is at the heart of the HGP. Indeed, 

arguably, this was always going to be the case because pharmaceutical firms are often 

the only real avenue—apart from the state and United Nations’ agencies—to develop 

any new health care treatments. However, the process of research leading up to the 

development of prospective gene therapies, previously both a public and private activity, 

is being increasingly dominated by private interests of which pharmaceutical firms are 

the most significant. The already dominant market advantage they have come to 

possess, bolstered by close contractual relationships with genomics companies, can only 

increase with time. As pointed out by Robbins-Roth and Hall (1996, p.1323): 

As government funding for basic research diminishes and money from investors 
continues to flow into industry, many companies now surpass academia in their 
ability to conduct basic discovery research. Nowhere is this trend more evident 
than in the newly emerging “genomics” companies. 

This situation is well borne out in the US where the overwhelming majority of senior 

academics tied to the HGP also have links to the genomics industry (Cohen 1997). 

With many leading academics wishing to stay at the leading edge of research, they have 

a lucrative stake in the industry. Even if the public sector was able to make significant 

breakthroughs, the level of resources for publicly funded research is static or falling, and 

any research lead is soon overtaken by the private sector. This has fuelled the belief that 

most academics are not going to have the resources to be competitive without private 

sector support (Hood, cited in Cohen, 1997, p.772). 
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Armed with a dominant competitive advantage and the ideological momentum of 

economic globalisation, the major drug firms are thus increasingly shaping the trajectory 

of genomic research around private commercial ends. This degree of control over the 

sector is an important issue, with serious implications in terms of who stands to benefit, 

and who stands to lose, from genomics-inspired drug development. Despite the loss in 

public sector genomics research viability, pharmaceutical firms still retain notions of 

wider public good outcomes, through the provision of more and better drug treatments. 

Yet, at the market level, this is overshadowed where pharmaceutical firms are guided by 

the need for an adequate return on capital invested (Yoxen, 1984, p.116). Because of 

the commercial imperative, multinational pharmaceutical firms will likely focus 

resources on areas of potential commercial value and ignore others completely (Nature 

Biotechnology, 1996a, p.1199). 

The situation in which firms scan for the potentially most profitable biotechnological 

products is nothing new. From the early 1980s, Yoxen (1984) has detailed how the 

pharmaceutical industry has used biotechnology to develop novel, and exceedingly 

profitable, products that fit in with its commercial and continuing biomedical plan for 

health. This plan is based on individualistic and curative medicine, and specifically on 

the provision of technical medical fixes for diseases such as diabetes and various forms 

of cancer. Left on the sidelines are the social, economic and environmental factors 

associated with illness (Yoxen, 1984, pp.87-90). Yoxen thus argued that only a 

minority of people, those already well supplied with medical goods and services, would 

readily benefit from the emerging bio-revolution in health. “Too much money”, he 

speculated, “is made from putting molecules into people at a profit for very much to 

change without major convulsions” (1984, p. 116). 

A growing body of evidence shows that the bias towards technical fixes of high 

profitability is also emerging as a goal of genomic research. The core research areas of 

the key genomics firms highlight a burgeoning, although not necessarily exclusive, 

interest in so-called “diseases of affluence” associated with the major causes of 

mortality in developed countries. These include asthma, diabetes, breast cancer, 

cardiovascular disease and obesity (Cohen, 1997, pp.774-775). By late 2000, a global 

US$12 billion biopharmaceutical market had emerged which boasted some 84 products 

in general medical use (Walsh, 2000, p.831). 
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Research conducted by the genomics firms on behalf of the large pharmaceutical 

corporations helps to entrench the expanding concept of genetic disease. Firms are 

commercially, and therefore, inherently paradigmatically committed to increasing the 

body of knowledge regarding the genetic link to disease. In this process, however, a 

substantial drift has also occurred from a consideration of disease-states that are clearly 

pathological to include those not clearly pathological. The latter group of disease-states 

includes those of multifactorial origin. They include conditions associated with 

affluence, such as many cancers, heart disease, stroke, and diabetes, and also a range of 

other conditions, such as a number of psychiatric disorders, which may involve the 

interaction of several genes, and in combination with many different environmental 

factors (European Federation of Biotechnology, 1997, p.29). 

Enthusiastic corporate endorsement of bioscientific research directions has thus created 

a situation where an extended biomedical model of “genetic disease” refers to an 

extremely broad and increasingly unproven category of conditions. Indeed, critics point 

out that it now includes “not only genetic disorders that are thought of as diseases but 

also genetic abnormalities associated with no known disorder as well as disorders that 

may be neither genetic nor diseases” (Fox Keller, 1992, p.292). 

Such commercial imperatives to expand markets provide considerable scope for people 

to be over-sold on the “genetic nature” of a whole range of conditions and traits. For 

example, beyond size, researchers have been exploring possibilities for the genetic 

enhancement of behavioural and personality traits such as intelligence, memory, sleep 

dependence, kindness, shyness, anxiety, optimism, aging, aggression, addiction and 

thrill-seeking (Walters and Palmer, 1997, pp.100-101; Colt and Hollister 1998). This 

genetics interest in such research exists in spite of evidence suggesting that many of 

these traits are exceedingly difficult to define or measure, and that all of them are 

apparently multifactorial (Walters and Palmer, 1997, p.101). Even so, a very specific 

and narrow perception of the human condition is being shaped by the new genetics. 

Humans are being conditioned to believe, and to appreciate, that they are, to an 

overwhelming degree, biologically, and in particular, molecularly determined at the 

genetic level (Willis, 1995, p.106). The impact on governments of these “messages” is 

that, despite the ongoing problems with the technical and allocative efficiency of 
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existing health care expenditures (as highlighted in chapter three), they are being 

strongly encouraged to extend their biomedical investment through this genetic model. 

Conclusion 

This chapter has extended the topic in chapter five by exploring and reflecting upon the 

association of the Human Genome Project with dominant political and economic 

interests. The HGP can thus be understood as the basis of a globalised and 

contemporary solution to health premised on the logical extension of the biomedical 

model. In this context, it will form the platform for a more powerful and better-

marketed version of the brand of health care that the western world, in particular, has 

developed for about a century. We see this lineage in the origins and development of 

the HGP. Although genetic disorders and congenital malformations have always 

affected elements of the human population, the prospect of biotechnology-based 

therapeutics only emerged as a serious commercial proposition with the enthusiastic but 

questionable expansion of concepts of genetic risk and disease from the mid-1980s. 

This broadened concept formed the basis for the major public sector genome project that 

originated in the United States in 1990. 

Although the initiative quickly spread to several countries, observers and analysts also 

sought to highlight concerns about the research and its long-term implications. These 

concerns focused on the clear political choices implicit in a focus on molecular 

determinism, which, as borne out through its historical (and at times controversial) 

evolution, seeks to devise “trouble-free” technical solutions to problems that often have 

a very strong social, economic and environmental basis. 

Although public in origin, private sector interest in the HGP soon emerged with the 

realisation that it offered significant commercial opportunities. At the centre of this 

change were the global pharmaceutical corporations which, endowed with extensive 

capital resources, were able to underwrite the development of specialist genomics firms 

and secure access to “commercially attractive” genetic information. Through this 

process, pharmaceutical interests have gained the controlling stake in the fast emerging 

genomic map and have much to gain, politically and economically, by explicitly 

reshaping the health context around molecular “models”. 
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Given that the HGP is now emerging to entrench the dominant political economy in 

health, how does this broad global context affect the local or national level? To explore 

this, we now turn to our case study of Australia: a middle-sized economy, and its efforts 

to become integrated with the momentum defined by the Human Genome Project. 
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Chapter Seven


The rise of Australian genomics


Australia needs to be a participant in this technology. If we are not, then we will be left 
behind in international trade and we will miss the opportunity to participate directly in 
providing better health care and a sustainable environment for our country. We need to 
act now so that we are able to capture these benefits ourselves rather than buy them from 
overseas (Office of the Chief Scientist, 1993, p.3). 

Introduction 

Moving from the global to the local, this chapter examines the origins and development 

of genomic research in Australia. The purposes are first, to contextualise that 

development as part of the social history of health care in Australia, and second, to 

explore how it relates to the broader ideological and industrial frameworks of 

globalisation. Beyond providing additional insights into the appropriateness of the 

biomedical model for future health care, this exploration will enable us to assess the role 

of globalisation in the shaping of health policy and practice, and the manner in which 

this has affected a small or semi-peripheral nation such as Australia.1 

We begin by considering the social history of health care in Australia, before examining 

the role played by human genetic research in this ongoing political and economic 

struggle between different models of health. An early focus in our inquiry is to look at 

the way in which the Australian economy was restructured from the late 1970s to 

conform to the techno-economic and neo-liberal agendas forced by the global move 

from a Fordist to post-Fordist production paradigm (as discussed in chapter four). This 

provides a relevant contextualisation for the emergence of local biotechnology— 

including medical biotechnology—industries, and the various efforts Australian 

researchers have made since then to become integrated with the emerging agenda for 

human genome research. This then leads into an account of the pre-history of genome 

research, notably the establishment of the successful proposal for a national facility 

under the Major National Research Facilities (MNRF) Program in the mid-1990s, and a 

Semi-peripheral nations are those that combine the features of the economically powerful “centre” 
nations, in terms of living standards, level of technological advancement and social and corporate 
infrastructures as well as features of the “periphery”, which generally exhibit a reliance on extractive 
industries for foreign capital, balance of payments problems, limited corporate research and 
development and economic dependency (Lawrence, 1987, p.49). 
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spate of concurrent policy commitments in the late-1990s to health and medical research 

and to the biotechnology industry. These circumstances highlight both the importance 

of the globalisation macro environment in creating a qualified policy support for 

genomic research, and an increasing level of policy support for genomics over time. In 

effect, this dynamic has markedly strengthened the political and economic power of 

local medical elites relative to other health providers. 

The social history of health care in Australia 

The social history of health care in Australia parallels the broader history highlighted in 

chapter two. As extensively detailed by sociologists such as Willis (1983), the 

biomedical model only became dominant early in the twentieth century. Its social 

authority and cultural prestige was based on both adherence to mechanistic and 

reductionistic principles and political manoeuvring to destabilise, reduce and eliminate 

support for alternative health care traditions. For the purposes of this discussion, that 

social history can be presented in two periods. First, the period up to the 1960s, which 

highlighted the origins and development of biomedical practice in Australia, and which 

culminated in the political and economic dominance achieved during the 1930s. 

Second, and in keeping with the rise of alternative or “other” medicines generally, the 

period from the 1960s onwards when the change from Fordist to post-Fordist society 

saw governments and consumers alike begin to reduce the autonomy, authority and 

sovereignty that characterised medical dominance (Willis, 1988, p.174). 

The road to dominance: from colonial times to the 1960s 

From the beginning of European settlement, Australia’s health care services were 

provided by both public, or state funded, and private providers (Crichton, 1990, p.1). 

The system was based on the transplantation in the nineteenth century of the English 

tripartite medical system, constituted by apothecaries, surgeons and physicians (Willis, 

1988, p.172). Yet, reminiscent of the highly competitive market place for health care 

that existed the world over at that time, Australian physicians (except for the elite) did 

not have a privileged position in comparison to other traditions. While medical 

practitioners consolidated into a recognisable profession in the state of Victoria in 1862 

with the passing of a registration act, other health practitioners remained free to practise 

alternate approaches (Willis, 1983, p.69). Combined with the lack of clear evidence as 
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to the effectiveness of medical treatment, Australia’s early doctors had difficulty 

distinguishing themselves from their main competitors, who were homeopaths (Willis, 

1988, p.172).2 The average medical practitioner had a low income and poor social 

status. This was compounded by a lack of cohesion within the profession generally 

(Willis, 1983, p.39). 

An increasing understanding of the causes and treatment of disease, particularly germ 

theory, by scientists such as Pasteur from the 1870s, enhanced perceptions of medical 

practitioners across the Australian community (Pensabene, 1980, p.33). This coincided 

at the turn of the century with ongoing political efforts in Victoria to professionalise 

medicine through the cultivation of a strong relationship with the state. Medical elites 

used this favourable environment to help advocate legislation that would regulate their 

practice and also eliminate competition in the heath care market. Although the subject 

of intense debates over several years, legislation ensuring the medical profession of 

market dominance was passed in 1908. It marked a significant political achievement. 

As noted by Willis (1983, p.74), despite “the absence of clear evidence” as to the 

“practical success” of scientific medicine in reducing mortality or morbidity, the 1908 

Act regulated the supply of doctors by increasing the minimum length of study prior to 

registration to five years. This effectively ended the registration of foreign doctors, who 

had a substantial presence in the Australian market, and brought homeopathy and other 

modes of health practice under medical control. Indeed, this was “the beginning of the 

end of homeopathy”, which was virtually eradicated by the 1920s (Willis, 1983, p.74; 

Social Development Committee, 1986, p.13). 

Medical dominance was consolidated by additional Victorian legislation in 1933 that 

gave the profession full autonomy for internal self-regulation. This was the end point of 

a broader struggle about control over terms and conditions of practice that had 

simmered for decades. One of the most significant junctures in this process was the 

conflict that emerged at the beginning of the twentieth century between the “friendly 

societies”, which employed doctors on a salaried basis (thereby limiting their 

autonomy), and those medical associations supporting a more autonomous mode of 

work based on fee-for-service (Willis, 1983, pp.75-76; Willis, 1988, p.173). 

Willis has suggested that the differences between the two approaches were largely marketing based 
(1983, p.60). 
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The friendly societies, which were the main source of medical services for the working 

class at the end of the nineteenth century, had initially been popular with medical 

practitioners since they provided a source of income generally unattainable from private 

practice. Over time, however, the majority of medical practitioners became unsatisfied 

with the system, especially the need to tender for contracts and patients, low 

remuneration, and the large numbers of people joining the societies which eroded the 

private fee-for-service market (Pensabene, 1980, pp.147-158). Until the 1910s, the 

medical profession lacked the political organisation to challenge the friendly societies. 

This was subsequently strengthened by the amalgamation of associations and a reduced 

supply of foreign doctors particularly from the UK. Industrial action was then initiated 

in 1913. A Royal Commission in 1918 endorsed the doctors’ claims. With fee-for-

service thereby established as the financial basis of medical treatment, a unified medical 

profession had gained control over the medical market (Willis, 1983, pp.77-78). 

This control was furthered by constitutional changes in 1946. With World War II, the 

Commonwealth government became more involved in planning and financing new 

social services, including unemployment, sickness and pharmaceutical benefits, which 

were legislated for in 1945. In terms of pharmaceutical benefits, the government was to 

reimburse chemists for products they would provide free to consumers on the 

production of a doctor’s prescription (Rydon and Mackay, 1995, p.219). Doctors 

refused to cooperate, arguing that the legislation exceeded Commonwealth powers. In 

1946, the Chifley Labor Government sought to amend the constitution to fortify the 

Commonwealth’s power over social services. For the referendum to be successful, the 

government needed the support of the opposition parties. The government sought 

changes that gave the Commonwealth powers, amongst other things, to provide 

“pharmaceutical, sickness and hospital benefits, medical and dental services.” 

However, Opposition support was only forthcoming under the condition that these 

powers specifically excluded “any form of civil conscription”.3 This removed any 

possibility of bringing medical or dental services under state control (Rydon and 

Mackay, 1995, pp.219-220). 

The changes to the Constitution (section 51 xxiii A) gave the Commonwealth powers to provide, 
amongst other things, “pharmaceutical, sickness and hospital benefits, medical and dental services (but 
not so as to authorize any form of civil conscription)”. 
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The 1960s onwards 

Willis (1988, p.173) argues that the dominance of the medical profession—defined in 

terms of autonomy, authority and sovereignty—reached its height during the 1950-60s, 

under a long period of conservative government and a system of health care organised 

around private health insurance. While the medical profession achieved dominance in 

other countries, “it was never stronger than in Australia” (Crichton, 1990, p.205). The 

profession was able to completely avoid accountability for its spending of public monies 

until the late 1960s, by which time emerging epidemiological evidence (as highlighted 

in chapter three) suggested limitations of biomedical care (Crichton, 1990, p.205). 

From the late 1960s onwards, a complex range of social, economic, and technological 

factors combined to redefine the influence of the medical profession on health and 

health care policy and, by implication, over their own destinies (Smith, 1996, p.126). As 

noted in chapter three, the need for government to manage expanding health care costs 

was a key driver in this changing policy framework. From the 1960s, health expenditure 

across OECD nations had tended to grow at a faster rate than GDP. In Australia’s case, 

health expenditure from 1960 to the late-1990s grew by a factor of almost 60, while 

GDP only grew by little more than a factor of 30 (Ross, et al. 1999, p.5). Another 

influential driver was the increasing interest of consumers to go beyond the 

conventional biomedical conceptualisation to customised approaches (Social 

Development Committee 1986; Easthope 1993; Siahpush 1999). This interest became 

officially recognised in the 1970s when the Australian Government Committee of 

Inquiry into Chiropractic, Osteopathy, Homeopathy and Naturopathy (the Webb Report) 

pointed out that 250,000 Australians utilised alternative therapies each year (Webb 

1977). 

As was the case overseas, alternative practitioners were also a long-time feature of the 

Australian health landscape. The first osteopaths arrived in 1909, and the first 

chiropractor arrived shortly after World War I (O’Neill, 1995, pp.439-440). Alternative 

health practitioner associations, however, only became politically active in the 1960s, 

when they began the process of lobbying to join the “medical mainstream”. This was by 

way of occupational recognition through registration, patient reimbursement through the 

public and private health insurance schemes, and through access to the hospital system 

(O’Neill, 1995, p.438). Yet, this has proven a protracted political struggle, involving a 
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series of official reports and inquiries,4 with stiff opposition from Australia’s medical 

establishment represented at the national level by the Australian Medical Association 

(AMA). 

The AMA has employed a range of tactics to challenge alternative practitioners, whom 

they portray as “unscientific”, in an attempt to marginalise them and put them beyond 

mainstream medicine (O’Neill, 1995, p.430). These tactics include exclusion, 

reformulation and incorporation (Easthope 1993, pp.290-295). Exclusion is a strategy 

of occupational closure that seeks to keep alternative practitioners out of the health care 

market by defining them as “menacing and dishonest”. Reformulation is an attempt to 

broaden medicine to account for social and environmental factors while still seeking to 

achieve occupational enclosure through “sound science”. Incorporation, in turn, 

involves embracing the practice of some alternative therapies by conventional medical 

practitioners. The way these tactics are expressed on the ground, however, is not always 

clear-cut. In the early 1990s, for instance, Easthope (1993, p.295) noted that orthodox 

doctors were “seeking to maintain occupational closure by excluding alternative 

practitioners while reformulating medical theory and incorporating alternative 

practices”. 

Chiropractic though, as an area of complementary healthcare with significant public 

following, stands out in the local political struggle over health care (see O’Neill 1995). 

Historically, the relationship between medicine and chiropractic has been likened to “a 

holy war between the forces of good and evil” (Scotton, cited in Willis, 1983, p.163). 

This was perhaps most evident during the intense period of state and federal inquiries 

between 1961 and 1985 that prompted the development of comprehensive regulatory 

legislation for chiropractory in all Australian states and territories (Sweaney, 1988, p.49, 

Bolton, 1988, p.5). The medical profession continues in its attempts to destabilise 

support for chiropractory (see AMA 1992), having never accepted the legitimacy of 

chiropractory (Willis, 1983, p.178). 

Key reports include: Guthrie, H., Report of the Honorary Royal Commission appointed to inquire into 
the provisions of the Natural Therapists Bill 1961; Webb, E., Report of the Committee of Inquiry into 
Chiropractic, Osteopathy, Homeopathy and Naturopathy 1977; and Social Development Committee, 
Parliament of Victoria, Report on inquiry into Alternative Medicine and the Health Food Industry, 
1986. 
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However, with the 1977 Webb Report acknowledging the growing significance of 

complementary therapies, the inquiry by the Victorian Parliament’s Social Development 

Committee in the mid-1980s facilitated a watershed in official attitudes. Aided by what 

was considered one of the most thorough investigations of alternative medicine and the 

health food industry, the Commonwealth government finally initiated formal relations 

with the complementary healthcare industry leading to representation on committees run 

by the Therapeutic Goods Administration (Jacka, 1998, p.6). 

Such support facilitated the widespread interest in alternative medicines, which, by the 

early 1990s was a lucrative local market. By 1993, for example, Australians spent $621 

million on complementary medicines and $321 million on consultations with alternative 

practitioners (Pillay, 1999, p.214). In a given year, this correlated with approximately 

50 per cent of Australians using a complementary healthcare product and around 20 per 

cent visiting a complementary health practitioner (Cumming, 2000, p.57). 

While this expenditure was modest compared with the total Australian market for 

established medical care ($35 billion in 1992-1993), growing consumer support for 

alternative health care led the AMA to lobby for its exclusion from government support 

(Easthope, 1993, p.289; AIHW 2001). A key focus was to exclude alternative health 

practitioners from access to Commonwealth funding through the universal Medicare 

system,5 which accounts for approximately 70 per cent of Australia’s health care 

expenditure (AIHW 1999). This contrasted with the historical interest in acupuncture 

by sections of the medical profession, which led to its inclusion in the Medicare system 

in the 1980s (Medical Journal of Australia 2000).6 

In these surrounds, the 1990s saw the Commonwealth attempt to manage the growing 

and changing health expenditure profile by giving increasing, although indirect, support 

to alternative health models and practices. While the Commonwealth had become 

5 Medicare is a national insurance system providing affordable and accessible health care to all 
Australians, which is often provided free at the point of care. It is financed mainly from general 
taxation revenue, including a Medicare levy based on an individual’s taxable income. Commonwealth 
funding for Medicare is mainly provided as: subsidies for prescribed medicines and free or subsidised 
treatment by doctors, participating optometrists or dentists (for some services); large grants to State 
and Territory governments to contribute to the costs of providing free access to public hospital 
services; and specific purpose grants to State and Territory governments and other bodies (Department 
of Health and Aged Care, 2000, p.5). 

6 Significantly, doctors claiming the acupuncture rebate do not need to have equivalent qualifications to 
dedicated acupuncturists, who cannot claim the rebate for similar services. 
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broadly interested in preventive health in the 1980s, in the 1990s it began to financially 

reward those medical practitioners that promoted healthy lifestyles and a collaborative 

and long-term approach to treatment as distinct from the short-term interventionist focus 

(Crichton, 1990, p.206; Easthope, 1993, p.297). The enhanced primary care Medicare 

items that came into effect in November 1999 epitomise this approach. They provide 

rebates for GPs undertaking preventive health care and working collaboratively with 

other health providers to improve the quality of care for older and Indigenous 

Australians and those with chronic or complex health needs. 

By 1999, such redirection saw some of Australia’s alternative health practitioners secure 

part-government funding for their services. The circumstances about which this came 

about again relate to governmental cost containment strategies, which particularly 

addressed the balance between the public and private health care sectors. From the 

introduction of Medicare in 1984 to December 1998, the viability of Australia’s private 

health care system—measured in terms of private health insurance membership— 

declined significantly. From a peak of 50.2 per cent in 1984, the proportion of the 

population covered by private health insurance fell to 30.1 per cent by December 1998 

(Senate Community Affairs References Committee, 2000, p.60). The Commonwealth 

enacted various incentive schemes to address this fall in membership. One of the most 

recent of these was introduced from 1 January 1999 as part of the 1998 tax reform 

package, and involved a non-income tested 30 per cent rebate on the cost of private 

health insurance, which extended to hospital cover and a range of additional and 

alternative health services provided under ancillary cover. The value of the 30 per cent 

rebate expended on ancillary health services—including alternative health services such 

as aromatherapy, homeopathy, naturopathy and remedial massage—in 1999-2000 was 

$78.6 million (AIHW, 2001, p.24). 

Beyond the narrow dictates of funding, 1999 also saw the Commonwealth institute a 

comprehensive reform package to regulate and manage the growing complementary 

medicine field. Key changes included: amendments to the Therapeutic Goods Act; the 

establishment of the Office of Complementary Medicine, which operates within the 

Therapeutic Goods Administration, to regulate the industry; and the formation of the 

Complementary Healthcare Consultative Forum, which, like the earlier established 
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Complementary Medicines Evaluation Committee, is chaired by the Parliamentary 

Secretary to the Minister for Health and Aged Care (Tambling 2000). 

With such partnerships being formed between government and the complementary 

healthcare sector, complementary medicine has established a small but significant niche 

in Australia’s health policy landscape. Although the medical profession has 

subsequently suffered some decline in its domination (Willis, 1988, pp.176-177), 

biomedical interests still very much occupy the centre of Australian health policy and 

health care delivery. This situation reflects Willis’ (1988, p.179) argument that what 

has really changed is the form of medical dominance, whereby it has become “more 

subtle and indirect” over time. 

We now turn from discussing how Australia’s medical elites have endured some 

reduction in their influence due to the rise of bureaucratic controls on health expenditure 

and the perseverance of alternative health practitioners, to explore how Australian 

human genomic research is situated with regard to with this broader social history. 

Within that history, an account of the Australian economy and how it was restructured 

from the end of the 1970s to conform to the techno-economic and neo-liberal agendas 

fostered by globalisation, provides a useful vantage point from which to review and 

critically explore the development of genomics research. 

The Australian economy: confronting the crisis of the development model 

Like other developed nations that adopted Keynesian and Fordist principles, Australia 

experienced the 30-year post-war boom from the mid-1940s to the mid-1970s, which 

produced an unrivalled level of prosperity. Despite its small population, Australia’s 

prosperity reflected its status as a large and wealthy economy (Walmsley and Sorensen, 

1993, p.64). Developing from colonial origins, Australia’s wealth was built on primary 

or raw materials commodities, and close economic ties to larger economies, such as 

Britain, the United States and Japan. Initially, Australia’s economic success was tied to 

agriculture and gold, and from the nineteenth century until the mid-1960s, on wool, 

wheat and beef. Since then, the economy became heavily reliant on extensive mineral 

resource deposits, including coal, petroleum and other minerals. For many years, the 

wealth created by primary commodities provided Australians with a very high standard 
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of living, comparable to the United States, Canada and the wealthy nations of Europe 

(Ronayne and Boag, 1989, p.5). 

A federal government presiding over a mixed economy combining government 

intervention and market freedoms facilitated this advantageous position (Bell and Head, 

1994, p.10). The government played a key role in the provision of large-scale 

infrastructure and public utilities, such as roads and railways, and health, education and 

scientific research. In other respects, following its ideological preference towards free 

market policies, government was reluctant to intervene in the detailed workings of the 

economy, especially at the level of firms and industries (Ronayne and Boag, 1989, p.5; 

Bell and Head, 1994, p.10). 

While these dual roles of the state incorporated both macro-structuring and micro-

freedoms (Bell, 1997, p.68), for some the Australian state was firmly equated with the 

role of an economic “prime mover”. As Pusey argued: 

Australia was ‘born modern’ . . . Through its controls over tariffs and industrial 
relations, and a direct control over wages and thus over the distribution of national 
income, the state held and used its power both to resist private capital interests 
and, within that large measure of ‘relative autonomy’, to form or at least protect 
the social structure. Consequently, it was a state that . . . looks rather like a very 
‘strong’ state or even a ‘dominant’ state (1991, p.213). 

Yet, as indicated in chapter four, the legitimacy of the processes of nation-building 

associated with Fordist political economy was under threat by the late 1970s due to the 

evolution of the global economic infrastructure and post-Fordist production principles. 

In Australia’s case, the conditions that had sustained the nation’s economic prosperity 

had fundamentally shifted by this time (Bell, 1997, p.80). Perhaps the most significant 

change was the fact that the trade in manufactured goods, in which Australia had 

overwhelmingly been a net importer, became far more important than the trade in 

commodities (as noted later). This trend was exacerbated by the OPEC oil crises that 

gave impetus to the substitution of minerals with synthetic materials, and also by the 

increased dumping of subsidised agricultural exports from other developed countries 

(Ravenhill, 1994, pp.75-76). These elements drastically worsened Australia’s terms of 

trade, which meant that the nation had to sell a lot more exports to pay for a given 

volume of manufactured imports (Ravenhill, 1994, p.76). 
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Australia’s terms of trade progressively deteriorated through the 1970s and 1980s and 

led to continuing deficits on the balance of payments and to a subsequent huge rise in 

the level of foreign debt (Ronayne and Boag, 1989, p.5). This marked a turning point 

for Australia. While the economy was in a problematic state, this situation coincided 

with the broader global debt crisis that emerged in the 1980s, which, as also pointed out 

in chapter four, recast the concept of debt from being a tool of development to a 

liability. Within this context, the ability of the Australian government, like others 

throughout the developed and developing world, to respond to the economic situation in 

a manner reminiscent of the Keynesian and Fordist paradigms, was virtually eliminated. 

Instead, the growth of transnational capital (both within and outside Australia) indicated 

that the nation could either embark on a path of structural adjustment consistent with 

that undertaken by other peripheral economies, or be in acute danger of being confined 

to the economic margins. The former Treasurer (and later Prime Minister), Paul 

Keating, perhaps best expressed this sentiment in 1986 when he remarked that: 

We must let Australians know truthfully, honestly, earnestly, just what sort of an 
international hole Australia is in. It’s the price of our commodities — they are as 
bad in real terms as since the depression. That’s a fact of life now — it’s got 
nothing to do with the government. It’s the price of our commodities on world 
markets, but it means an internal economic adjustment . . . If this government 
cannot get the adjustment, get manufacturing going again . . . then Australia is 
basically done for. We will just end up being a third-rate economy . . . a banana 
republic (cited in Bell and Head, 1994, p.13). 

The discussion now turns to Australia’s response to this dire economic situation and the 

effect this had on the local ideological and industrial environment, including the health 

area. 

Responding to economic globalisation 

Neo-liberalism 

Following on from the examples provided by Prime Minister Thatcher and President 

Reagan in the core economies of Britain and the United States, in which neo-liberalism 

proved to be as much a political as an economic project, Australia embraced the neo

liberal ideal. As pointed out by Bell (1997, p.248), the aim of the combined project 

was: 
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[T]o restructure the economy, to boost business profits and to enlarge the scope of 
market freedom, but also (and more fundamentally) to alter the structure of 
political power in favour of ascendant business interests, particularly mobile 
transnational corporate sectors led by the financial sector. 

Australia’s experience with neo-liberalism has been consistent with that of other 

nations. It too was characterised by a strong philosophical and policy commitment to 

the market economy, the removal of industry protection, a diminished role for the state 

combined with individual self-reliance and responsibility, and a rejection of collectivist, 

communal or societal ideas (Argy, 1998, p.54). 

Much has been written about the Hawke-Labor Government’s prescription-based 

approach to public policy in its efforts to repair Australian capitalism (see Pusey 1991; 

Kelly 1992). The most significant elements in this restructuring process included the 

deregulation of financial institutions, the partial privatisation of public enterprises, cuts 

in tariffs, the relaxation of controls on capital movements and the push to “free up” the 

labour market (Stilwell, 1996, p.16). In keeping with the economic rationalist agenda 

(elsewhere known as neo-liberalism), the government also kept the general level of 

taxation down, restrained overall government expenditure, and reduced the budget 

deficit (Stilwell, 1996, p.16). The subsequent Keating Labor Government (1991-1996) 

supported “downsizing”, as has the Howard Coalition Government (1996-). 

Corporate interests, who contended that such restructuring was unavoidable, necessary 

and desirable, enthusiastically embraced such initiatives (Catley, 1996, p.222). The 

perceived scale of public sector spending was a key factor in support for structural 

adjustment. Some analysts thought that it was too high, although by OECD standards it 

was relatively low. As Castles (1992, p.37) notes: 

Australia spends conspicuously less than most other comparable nations on both 
social security and total outlays and only approaches the OECD average in respect 
of consumption expenditure. . . . In respect of social security . . . Australia comes 
second bottom, after Iceland, in the OECD distribution; in respect of total outlays, 
only Japan and Turkey spend less. In comparative terms, then, the absolute size of 
the Australian public sector is not large, but rather amongst the smallest in the 
OECD. 

Notwithstanding the comparatively modest scale of public expenditure, the neo-liberal 

experience also involved the shifting of state resources away from areas of social 
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welfare or reform, to those of the broader or international economy (Jamrozik, 1991, 

p.133; Teeple 1995). Consequently, poverty and inequality increased across Australian 

society. With reference to income-based poverty, the Australian government’s 

inaugural inquiry in 1975 headed by Ronald Henderson found that 20.6 per cent of 

families and single people were living in or near poverty (Commission of Inquiry into 

Poverty 1975). Applying the same standard in the late 1990s, Henderson’s former 

associates concluded that the growth in unemployment had seen this figure rise to 30.4 

per cent (Fincher and Nieuwenhuysen 1998). Related to the growth in poverty has been 

increasing inequality. From 1976 to 1996, inequality amongst all Australian wage 

earners (as measured by the Gini coefficient) increased by over 25 per cent from 0.248 

to 0.318 (Raskall, 1996, p.16). In this combined sense, the economic rationalist 

experience has significantly sharpened social and economic divisions within Australian 

society. 

The techno-economic context 

The enthusiasm shown for the emerging post-Fordist techno-economic paradigm, 

however, did not match that shown for neo-liberal ideology. Even so, there was a high-

level awareness of the role of science and technology in the changing economic 

circumstances. Barry Jones, the Minister for Science between 1983-1990, noted that 

this situation did not manifest itself overnight. At around the same time as the then 

Treasurer, Paul Keating, made his dire predictions about Australia becoming a banana 

republic, Jones (1985, p.2) pointed out that: 

Since about 1955, there has been a striking change in the per capita order of the 
Gross National Product (GNP) in the technologically advanced world. The 
resource-rich nations such as the United States, Canada, Australia and the United 
Kingdom fell in ranking while resource-poor nations such as Switzerland, 
Sweden, Denmark, the Netherlands, Japan and Singapore rose very rapidly. The 
major factor in the rise of resource-poor nations has been the proportion of export 
earnings directly attributable to intellectual input; invention, research and 
development, product innovation, design, patents, royalties and copyright. 

This changing structure led Jones to argue that a paradigm shift involving 

communication technologies, computing, microelectronics, robotics and biotechnology 

was underway, and that knowledge and skills had replaced raw materials and muscle-

power or the willingness to work harder as the basis of economic advantage (Jones, 

1985, pp.3-5). 
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The growing significance of the “knowledge economy” contrasted sharply with 

Australia’s lack of experience in producing high value-added goods.7 This related to the 

fact that while Australian science had been developing since colonial times (see 

MacLeod 1988), the Australian science and technology “policy” apparatus had only 

begun to evolve in the early 1970s following its emergence internationally in the 1960s 

(Ronayne and Boag, 1989, p.7; Gresford, 1976, p.2). Up until then a very fragmented 

approach to the management of science was in place in Australia (Ronayne and Boag, 

1989, p.7). There was no national scientific advisory body, no science budget, and no 

ministry responsible for science and technology policy (Ronayne, 1984, p.146). 

However, the publication of several important reports at the end of the 1970s began to 

change the political status of science and technology issues. These included the 

Crawford Study Group on Structural Adjustment (1979) and the Myers Report on 

Technological Change (1980). These reports discussed the need for a national approach 

to issues associated with technological research and development, and led to the 

identification of biotechnology as a generic technology of potential importance to 

Australia. However, the process of enhancing Australia’s economic growth through 

science and technology loomed as a somewhat difficult process given the disadvantages 

typically associated with small economies. These disadvantages included: the greater 

risks and uncertainties of innovation when attempting to compete in the international 

marketplace; the reduced influence over international markets; increased distance 

between the innovator and the user, making it less likely the innovation will meet the 

user’s needs; the likelihood that radical innovations would require education and 

training of users, as well as technical back-up which is difficult to supply at a distance; 

and the fact that relatively small economies have limited resources available for R&D, 

and so have great difficulty being competitive (Lowe, 1992, p.77). Furthermore, 

Australia’s economy was typically dominated by multinational corporations, which had 

their headquarters and main R&D activities overseas. 

Despite these constraints, diminishing economic fortunes associated with the global 

shift to post-Fordist industries led to a significant policy change. Subsequent Hawke 

and Keating Labor Governments abandoned the laissez faire attitude towards industry 

In spite of world trends, by 1981 less than four per cent of Australian exports were highly R&D

intensive (Dwyer, 1993, p.123).
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and science policy and accepted a key role for the state in realigning the competitive 

basis of Australia’s economy (Dwyer, 1993, p.125). This policy issue, particularly as it 

related to the support of high technology (or “sunrise”) industries like biotechnology, 

first gained political prominence in 1983 when the Labor Opposition raised high 

technology to the point of a federal election issue (Hindmarsh, 1994, p.226). Although 

concerns about the political ramifications of job losses to the union movement led Labor 

to leave high technology issues out of subsequent election campaigns (Hindmarsh, 1994, 

p.227), the science and technology priorities that did emerge focused on improving 

innovative activity in the business sector, and encouraging the commercialisation of 

basic research performed primarily by the publicly-funded university sector and 

Australia’s Commonwealth Scientific Industrial Research Organisation (CSIRO)8 

(Sheehan, et al. 1995). These priorities related to the need to raise the historically low 

level of private sector R&D expenditure (see Table 12) and to ensure that publicly 

funded R&D was transformed into commercially relevant innovations (EPAC, 1986, 

p.1). The intention was to improve the rate at which the innovations produced by 

Australian scientists were taken up by local industry and translated into marketable 

goods and services, something long considered as the nation’s most serious science and 

technology-related problem (Lowe, 1992, pp.82-83). In this manner, the Australian 

Government began to perceive the need to act in a manner consistent with the promotion 

of national technological advantage (referred to in chapter four as “techno

nationalism”). 

The CSIRO is an independent statutory authority that has existed in several forms and names since 
1916. As one of the world’s largest and most diverse scientific institutions, the organisation’s primary 
role is to bring together teams from different scientific fields to find solutions to major problems 
(CSIRO 2001). 
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Table 12: Gross expenditure on research and development (GERD) (selected countries) 

GERD 
(est 1992 $AUDm) 

GERD/GDP 
(%) 

United States (1994) 254868 2.54 
Japan (1994) 15456 2.69 
Germany (1994) 57247 2.33 
France (1994) 40664 2.38 
United Kingdom (1994) 31521 2.19 
Italy (1994) 16072 1.19 
Canada (1994) 13860 1.57 
South Korea (1993) 14882 2.41 
Netherlands (1993) 8932 1.87 
Sweden (1993) 6440 3.29 
Denmark (1993) 2601 1.80 
New Zealand (1993) 646 1.03 
Australia (1992) 6470 1.60 
OECD average 1.94 
Source: DISR 1996 

The Hawke and Keating Governments espoused four core elements of a science, 

technology and innovation policy framework (Sheehan, et al. 1995, p.169). The first 

and arguably most successful was a series of incentives for private business to undertake 

R&D through a 150 per cent R&D tax allowance and syndicated R&D program. The 

tax allowance, introduced in July 1985, provided for tax incentives for companies, while 

the syndication scheme, established in November 1987, encouraged collaboration 

between companies without sufficient resources to undertake research independently 

(Sheehan, et al, 1995, p.170). The second strategy involved continuing budgetary 

support from the Commonwealth Government in spite of the growth of private sector 

R&D investments. 

The third strategy involved specific industry policies encouraging R&D in strategic 

industries such as pharmaceuticals through the Factor (f) program (discussed below), 

and information technology and telecommunications through Partnerships and Fixed 

Term Arrangements Programs. The final strategy involved encouraging joint ventures 

and other collaborative research programs, and establishing targets for external research 

revenues. This comprehensive strategy, which stemmed from the neo-liberal view that 

governments should not be in the business of “picking winners” in industry terms, 

employed several methods aimed at creating linkages between private firms and public 

research institutions by shaping the culture of scientific research so as to identify more 

readily with commercial outcomes (Sheehan, et al. 1995, pp.169, 174). While the 

CSIRO has been required to source up to 30 per cent of its funds directly from industry 
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and other users since 1984-1985, the Cooperative Research Centres (CRCs) Program, 

established in May 1990, was perhaps the most prominent example of this strategy to 

link the public and private research sectors through a process of cultural change. It was 

specifically introduced to: 

contribute to national objectives, including economic and social development, and 
the establishment of internationally competitive industry sectors through 
supporting long-term, high quality scientific and technological research; stimulate 
a broader education and training experience, particularly in graduate programs, 
through initiatives such as the active involvement of researchers from outside the 
higher education system, and to enhance the employment prospects of students 
through initiatives such as involvement in major cooperative, user oriented 
research programs; capture the benefits of research, and to strengthen the links 
between research and its commercial and other applications, by the active 
involvement of the users of research in the work and management of the Centres; 
and promote cooperation in research, and through it a more efficient use of 
resources in the national research effort by building centres of research 
concentration and strengthening research networks (DIST, 1996, p.vi). 

The program, which brings together industry, universities, and often the CSIRO, focuses 

on the short-term and specific application of scientific and technological research to 

generate new proprietary products and processes. This strategy had important 

implications those university participants that more commonly undertook long run and 

basic research programs. As discussed earlier in the thesis, such processes represent the 

commercialisation of public sector science, which among other potential implications, 

can compromise the conduct and quality of scientific research and the scope for future 

innovations. 

These considerations aside, the cumulative impacts of these programs are widely 

acknowledged to have been significant. While a range of internal and external factors 

assist and constrain R&D within companies, such as the long lead times involved 

(Dwyer, 1993, p.133), analysts note that either directly or indirectly, each of the four 

strategies had a positive effect on business sector R&D. By 1995, business sector R&D, 

including multinational corporate activity, was approximately twice the level in GDP 

terms or approximately $A1500 million per annum higher than it had been in the mid

1980s (Sheehan, et al. 1995, p.179). The significance of such figures cannot be 

underestimated. For example, when the business R&D statistics were tallied for the 

period between 1981-82 and 1989-90, Dwyer noted that it was the first time in which 
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Australian business enterprises were not disadvantaged relative to other OECD 

countries in terms of government support to industrial research and development (1993, 

p.133). 

Through such mechanisms, Australia had, by the late 1980s, only just begun to adopt the 

techno-economic framework promoted for globalisation, which contrasts with the 

explicit political enthusiasm for neo-liberalism. Nonetheless, Australia had begun to 

support the policy processes related to the shaping of health around biotechnology and 

genomics. Signifying the shift in the policy balance from an interventionistic public 

sector to the operation of the “free market”, social expenditure was constrained to allow 

funds to be redirected to economic areas. Evidenced by the notable growth of poverty 

and inequality between social groups, this process inadvertently gave added emphasis to 

individualistic or biomedical conceptions of health over models that also stressed 

interrelated social and environmental factors. Buoyed by real increases in health care 

spending over the period, the local health policy terrain thereby began to be subtly 

shaped so that it could be understood, and thereby justified politically, more in terms of 

expenditure on health care than on health care expenditure combined with strong social 

expenditure. Additionally, the notion of the “knowledge economy”, complete with its 

emphasis on high technology, including biotechnology, and associated industry and 

science policy settings complemented this emerging health context. 

In moving beyond this macro context, how did these particular policy responses find 

expression in the emergence of Australia’s biotechnology and genomic research 

interests? 

The origins and growth of Australian biotechnology 

The establishment of a biotechnology capability in Australia began with the public 

sector in the 1970s. In large part, this was consistent with the existence of an 

internationally recognised scientific research base, mainly funded by the 

Commonwealth government and performed in state research facilities, especially the 

CSIRO, focusing on diverse areas such as agriculture, mining and metallurgy, medicine 

and astronomy. To a considerable extent, this expertise was determined by the nation’s 

peculiar circumstances. These included the problems of climate, soil and water; the 
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richness and remoteness of the country’s mineral domains; the “tyranny of distance” 

which forced Australia to develop an indigenous capacity for medical diagnosis and 

treatment at standards comparable to Britain, Europe and North America; and an 

unequalled vantage point opposite the celestial axis which enabled observation of 

important phenomena not seen in the northern hemisphere (Jones, 1993, p.45). 

The leading role that was assumed by the public sector was also a consequence of the 

lack of interest initially shown in biotechnology by the private sector. Several reasons 

exist as to why Australian investors, unlike their overseas counterparts, were hesitant to 

become involved in biotechnology. These included the fact that most of Australia’s 

chemical and pharmaceutical interests were local subsidiaries of foreign multinational 

firms, which undertook most of their R&D in their “home” base in the US, or Europe, or 

elsewhere. Where local firms were engaged in biotechnological research, this accounted 

for a relatively small proportion of business enterprise R&D spending (Hindmarsh 1994, 

p.216). More broadly, though, this lack of enthusiasm was indicative of an economy 

oriented around agriculture, minerals and commerce and the absence of a specific 

science policy framework (Hindmarsh, 1994, p.220). 

Australia’s biotechnology community emerged in the early 1970s when groups of 

research scientists from the CSIRO and the university sector brought back new 

techniques from Europe and the United States (Thorburn, 1998, p.281). The CSIRO 

was the most significant actor in this establishment phase. Under the guidance of 

molecular biologist Jim Peacock, who has led CSIRO’s Division of Plant Industry since 

1979, biotechnological techniques have become a common feature in the division’s 

research profile (Hindmarsh, 1994, p.218). In 1979, biotechnology was also declared a 

priority research area for the organisation. Key biotechnological research initiatives 

undertaken by universities during the 1970s include those by the Research School of 

Biological Sciences at the Australian National University in Canberra, the Department 

of Biochemistry at the University of Adelaide, and the Walter and Eliza Hall Institute 

(WEHI) for Medical Research in Melbourne (Hindmarsh, 1994, pp.218, 220). 
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The emergence of an Australian medical biotechnology industry 

The participation of WEHI research scientists in the beginnings of a local biotechnology 

community reflected Australia’s competitive position with regard to the core elements 

in developing medical biotechnology. The most important element was research 

performance. Australia has long held a pre-eminent reputation in health and medical 

research. The nation has produced four Nobel Laureates in medicine or physiology and 

its scientists are regularly awarded the world’s most prestigious research awards (Birrell, 

1998, p.81). However, the scale of the wider achievements in health and medical 

research also merits recognition. For example, with only 0.3 per cent of the world’s 

population, Australia produces approximately 2.5 per cent of the world’s research 

output (Health and Medical Research Strategic Review, 1999, p.1). In addition, this is 

achieved in a funding environment where Australia’s support of health and medical 

research is acknowledged as low by OECD standards, with the associated GDP-

weighted average indicating that many other developed nations spend approximately 50 

per cent more (Health and Medical Research Strategic Review, 1999, p.23). 

The strength of this tradition and the complementarity between biotechnology and 

Australia’s research profile meant it was not long before molecular genetics became a 

key research strength. Other strengths include areas of clinical medicine such as 

haematology, immunology, virology, parasitology, reproductive physiology, while 

microbiology and public health research are acknowledged to have made significant 

gains in recent years (Office of the Chief Scientist, 1993, p.30 & 1994, p.24). 

Australia’s competitive position in developing medical biotechnology was also 

predicated on an organised system of publicly funded research embedded within the 

health and education systems. Research is carried out in the universities, teaching 

hospitals, and dedicated research institutes, which tend to be closely linked to the 

universities or hospitals and other health centres, and a range of federal and state 

departments and agencies (Office of the Chief Scientist, 1994, p.15). Of the more than 

30 medical research institutes throughout Australia, the leading ones include the Walter 

and Eliza Hall Institute, the Howard Florey Institute, the Garvan Institute, the Baker 

Institute, and the Murdoch Institute (Commonwealth of Australia, 1999, p.56). The 
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significance of the National Health and Medical Research Council (NH&MRC),9 the 

key source of public funds for biomedical research in Australia also merits recognition 

(AIHW, 1998, p.161). Analysts have acknowledged that, 

It is unique to this country that one organisation can have a remit that extends over 
the full field of health, and which includes responsibility for supporting and 
developing health research. This organisation can harvest the knowledge and 
goodwill of Australia’s foremost experts at minimum cost, to provide 
governments and the community with comprehensive and authoritative advice on 
a host of complex issues which affect the nation’s health (Bienenstock, cited in 
Birrell, 1998, p.8). 

Although the perception of entrenched medical research interests in the NH&MRC has 

raised questions about the objectivity of some policy advice (see Tonti-Filippini 1998), 

this organised system has provided Australia with a highly skilled internationalised and 

peer reviewed medical research community that performs R&D at a significantly 

cheaper rate than many competitors. For example, the labour costs of R&D performed 

in Australia are estimated to be half that incurred in Japan or in the US (Nicola 1999). 

These were important factors in catalysing the development of medical biotechnology in 

Australia. 

Additional development factors were the strong and stable political and economic 

environments of Australia and the policy initiatives designed to transform the nation’s 

competitive base (Nicola 1999). The 150 per cent tax concession on research and 

development; the Factor (f) pricing guideline; the CRC scheme; the Grants for Industrial 

Research and Development scheme; and the establishment of an Australian 

pharmaceutical company, AMRAD, through a consortium of most of the nation’s 

publicly funded medical research institutes, all combined to promote the nation’s 

capacity to research, develop and commercialise a range of new bio-pharmaceutical 

products (Office of the Chief Scientist, 1993, p.25). 

By 1996, there were eight (of a total of 62) CRCs working to secure the benefits of the 

nation’s biomedical expertise. The interest in promoting Australia’s medical 

biotechnology capacities led to five designated facilities in the area, in which the public 

The NH&MRC was established in 1936 and became a separate statutory authority in 1993. It is an 
independent advisory body on public and individual health, and is principally concerned with medical 
research, professional ethics of health care, public health research and development and health ethics. 
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sector was more often than not represented by the CSIRO’s Division of Biomolecular 

Engineering. These CRCs included: the CRC for Biopharmaceutical Research 

(Sydney); the CRC for Cellular Growth Factors (Melbourne); the CRC for Tissue 

Growth and Repair (Adelaide); the CRC for Vaccine Technology (Brisbane); and the 

CRC for Cardiac Technology (Sydney) (DIST, 1996, pp.56-63). 

Indicating the success of this framework was the Factor F scheme, introduced in 1988 to 

ensure that Australia remained an attractive investment location for mainly overseas-

based pharmaceutical interests. It allowed companies to gain increased prices for some 

of their products sold in Australia in return for significant commitments to 

pharmaceutical research, product development, local manufacturing, and exports 

(Slatyer, 1991, p.36). By 1993, export activity had increased by almost $500 million, 

which boosted Australia’s capacity to shift away from the traditional trade deficit in 

medicinal and pharmaceutical products (Health and Medical Research Strategic Review, 

1999, p.127). However, while improvements were being made, industry funding of 

health and medical research in Australia still remained comparatively low by OECD 

standards (Health and Medical Research Strategic Review, 1999, p.24). 

Aided by these initiatives and public investment in R&D, a small and effective medical 

biotechnology industry had emerged in Australia by the late 1990s (Commonwealth of 

Australia, 1999, p.9). Some of the early successes and key areas of ongoing R&D are 

highlighted in Table 10. By mid-1999, the Health Care and Biotechnology sector of the 

Australian Stock Exchange listed 41 firms (Australian Financial Review, 1999, p.45). 

However, while most firms were small (Birrell 1998), many had developed an early 

strength in rapid diagnostic technologies, which by the late-1990s had emerged as a 

lucrative global market worth approximately US$2-3 billion per year (AMRAD 1998). 

In addition, several firms were acknowledged to be conducting research and product 

development at the forefront of medical biotechnology (Birrell 1998). Key innovations 

included: the bionic ear; colony stimulating factors (CSFs); Relenza (an influenza 

therapy); Helicobacter pylori (which led to a paradigm shift in the management of peptic 

ulcer disease); Relaxin (to treat connective tissue disease); and ongoing work with 

biosensors (to improve safety and monitoring in food and chemical industries and the 

environment) (Nicola 1999). 
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Yet, while showing great scope for commercial promise, Australia’s medical 

biotechnology industry also faced unique challenges that reflected the nation’s status as 

a semi-peripheral economy. Given the small size of the Australian biotechnology 

industry and the enormous capital requirements and commercial risks associated with 

product development, it was generally not possible for local medical biotechnology 

firms to carry products very far down the development path (Australasian 

Biotechnology, 1996a, p.137; Commonwealth of Australia, 1999, p.45). Consequently, 

Australian biotechnology companies turned to overseas-based development “partners” 

in order to commercialise their innovations and gain access to international markets (see 

Table 13). None have possessed the resources to “go it alone”. 
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Table 13: Multinational involvement in Australian medical biotechnology companies, 1990s 

Discovery / Research & Application Australian Research Organisation(s) Commercialisation / Partner 
Granulocyte-colony stimulating factor (G-CSF): Stimulation of white Walter and Eliza Hall Institute of Medical Research Chugai Pharmaceuticals (Japan); AMGEN (USA) 
blood cell production in cancer patients after chemotherapy or bone 
marrow transplantation10 

Granulocyte-macrophage colony stimulating factor (GM-CSF): Similar Walter and Eliza Hall Institute of Medical Research Sandoz Pharma (Switzerland); Schering-Plough (USA); 
to G-CSF, but broader spectrum of action11 and Ludwig Institute for Cancer Research Immunex (USA) 
Leukaemia inhibitory factor (LIF): Stimulation of platelet production in Walter and Eliza Hall Institute of Medical Research AMRAD (Australia) in conjunction with Sandoz Pharma 
cancer patients after chemotherapy or bone marrow transplantation (Switzerland) and Chugai Pharmaceuticals (Japan) 
Relaxin: Cervical ripening during induced labour Howard Florey Institute of Experimental Physiology Genentech (USA) 

and Medicine 
Inhibin: Potential male contraceptive Prince Henry’s Institute of Medical Research and Biotech Australia; Genentech (USA) 

Monash University 
PAI-2: Potential treatment of inflammatory disease and cancer 
metastases 

John Curtin School of Medical Research Biotech Australia in conjunction with Behringwerke 
(Germany) 

Ribozymes (“Gene-shears”): A generic technology that enables specific CSIRO; University of Adelaide Gene Shears (jointly owned by CSIRO, Groupe 
undesired genetic message to be suppressed. Has a wide range of Limagrain (France) and Johnson & Johnson (USA) 
potential pharmaceutical applications 
AB FLU OIA: Influenza diagnostic Biota Holdings Limited Development agreement with Biostar (USA) for clinical 

trials 
Relenza: Influenza therapeutic Biota Holdings Limited Development agreement with Glaxo Wellcome (UK) 
Diabetes: Diabetes diagnostic Montech (Monash University’s commercialisation 

company) 
Development agreement with Boehringer Mannheim 
(USA) 

Hepatitis C: New treatment compounds AMRAD Collaborating with Chiron (USA) 
Asthma: Natural products screening AMRAD Major collaboration with Rhône Poulenc Rorer (USA) 
VEGF-B: Vascular endothelial growth factor B protein patents and 
technology 

AMRAD and the Ludwig Institute for Cancer 
Research 

Major licensing agreement with Baxter Healthcare 
Corporation (USA) for collaborative development 

Source: Office of the Chief Scientist, 1993, p.29, and Australasian Biotechnology, various (1996b, 1998a, 1998b, 1998c, 1999). 

10 Worldwide sales in 1998 totalled around US$1.35 billion (Fayle et al. 2000, p.33). 
11 Worldwide sales in 1998 totalled around US$80 million (Fayle et al. 2000, p.33). 
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With Australia’s biotechnology firms up to 10 times smaller than those in the US and 

Europe, and also yielding lower rates of R&D investment (Thorburn, 1998, p.286), they 

contracted with larger organisations to secure access to long-term capital. This process 

has been more prominent in the local biotechnology industry than other Australian 

industries. Collaborative R&D, contract R&D, and in-licensing are common forms of 

agreement (Thorburn, 1998, pp.285-286). With the average biotechnology investment 

requiring up to five years initially and approximately US$20-25 million (Hillyard, 1999, 

p.204), limited access to capital has been the most pressing issue confronting the 

commercial future of Australia’s biotechnology industries.12 Industry research 

highlighted by Table 14 points to the capital gains tax system being the next most 

significant barrier. 

Table 14: Top five issues for the Australian biotechnology industry in 1999 

Top five issues (by order of importance) 
Access to capital 
Capital gains tax 
Access to smart capital (money plus management expertise) 
Domestic market size 
Time required to gain regulatory approval 
Source: Commonwealth of Australia, 1999, p.45. 

Although the local biotechnology industry displayed much enthusiasm and research 

expertise, throughout the 1980s and into the 1990s it was hamstrung by a policy balance 

weighted in favour of market-based solutions that kept it highly dependent on foreign 

capital. Over the course of the 1990s though, the level of backing provided for the local 

medical biotechnology industry by Commonwealth and State governments increased 

considerably, from a situation of very limited support to one involving quite significant 

policy support. In large part, the escalating level of support related to the establishment 

and subsequent development of human genomic research capacity. 

The pre-history of formal genome research in Australia 

During the late 1980s and early 1990s, several unsuccessful attempts were made by a 

number of Australian scientists to launch a local genome project (Balmer, 1993; Balmer, 

Beyond issues of capital resources, the Australian biotechnology industry also faced management and 
market problems. These included the lack of understanding of the commercial biotechnology sector 
by the Australian investment community, poor management of intellectual property in some publicly 
funded institutions, a critical shortage of experienced biotechnology managers, a small domestic 
market for new products, and an internationally non-competitive capital gains tax environment 
(French, 1999, pp.7-8). 
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1994). These attempts, however, coincided with the period in which Australian 

governments, traditionally not prone to “picking winners” in industry terms, made 

somewhat limited efforts to reorient the nation’s industrial base to conform to the 

emerging post-Fordist regime. This was reflected in what Balmer (1994, p.16) 

distinguished as “implicit theories” or ways of thinking about genomic research and 

broader policies of “benign neglect” that together worked to the detriment of genome 

mapping proposals. 

The attempts to gain support for organised gene mapping were made through three 

separate funding bodies, namely the NH&MRC, the former Department of Industry, 

Technology and Commerce (DITAC), and the CRC scheme. Each proposal failed for 

different reasons. 

Balmer indicated two key reasons why the NH&MRC did not sponsor formal genome 

mapping. The first related to the position of the Murdoch Institute for research into 

birth defects, which was, and still is, the NH&MRC’s principal centre for genetics 

research. The institute had a conscious policy of not undertaking any genome mapping 

as it was perceived as “boring”, “routine”, and as an inappropriate way of generating 

knowledge since it did not involve testing a clearly articulated hypothesis. This 

perspective, emanating from the leadership of the institute, gained a wide audience 

(Balmer, 1993, pp.149-150). 

The second reason related to the Genome Working Party established in 1991 in response 

to the growing number of international genome programs. At the time of Balmer’s 

research, the working party had only met once to discuss matters related to genomic 

research. However, interviewees indicated that the NH&MRC was customarily “loath 

to set up special structures to deal with particular areas”, and it was suggested that 

“genome research would have had to plead a highly persuasive case to be made a 

priority” (Balmer, 1993, pp.150-151). In this combined sense, the normal NH&MRC 

peer-review mechanisms ran against genome mapping, which fell short of the 

NH&MRC’s preference for hypothesis-driven research (Balmer, 1993, pp.151, 156). 

Beyond Balmer’s research, senior officials involved with the NH&MRC recall this 

viewpoint (NH&MRC 2002a; NH&MRC 2002b). Indeed, medical researchers seeking 
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funding for sequencing activities had to go outside the NH&MRC, which only gave 

some limited (non-grant) funding to one prominent researcher (Grant Sutherland), who 

was a key participant in the Human Genome Organisation (NH&MRC 2002b). As 

discussed later, this view of genomic research had changed markedly by the late-1990s. 

By that time, the NH&MRC had received demonstrable proof—evident in the number 

of grant applications incorporating genomics—of the significance of the field, and of the 

local intellectual capacity and critical mass in the field (NH&MRC 2002b). A key 

aspect in this evolution was the emergence of high profile, hypothesis-driven research, 

such as work by Nicholas Martin of the Queensland Institute of Medical Research on 

traits in twins, which had a significant impact in the international scientific literature. 

Balmer also pointed out that the Department of Industry, Technology and Commerce 

(DITAC)13 looked upon genomic research more favourably than did the NH&MRC. He 

ascertained though that institutional “good manners” meant that there was little chance 

of DITAC playing a large role in funding research that was ultimately seen as within the 

remit of another agency (for example, the NH&MRC). 

With a primary interest in industrial economics and the international arena, DITAC first 

became involved in genomic research in 1989 through the provision of small travel 

bursaries after requests for travel assistance to participate in genomic projects with 

overseas scientists. By March 1992, eleven projects in various areas of gene mapping 

had received support through this arrangement (Balmer, 1993, p.159). But beyond this, 

DITAC was unsure of what was going to happen regarding a full-scale national human 

genome effort, which it saw as a long-term and very expensive basic research activity 

that was not perceived to be consistent with the agency’s short-term and commercial 

focus.14 Within that context, DITAC took some steps to invest in genomic 

infrastructure, including supporting a survey of genome research in Australia and the 

establishment of database facilities, which resulted in the formation of the Australian 

National Genomic Information Service (ANGIS) in April 1991. However, a key 

decision was made to provide resources for the sequencing of the genome of the thale 

cress, arabidopsis, which as a model plant organism presented prospects for short-term 

13 Currently, the Department of Industry, Tourism and Resources (DITR). 
14 The NH&MRC had a similar view. Specifically, it was unclear what Australia might reasonably 

contribute to the effort to generate “a single answer” on the make-up of the human genetic sequence 
(NH&MRC 2002c). 
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application through the transfer of results to genomes of economically important plants 

(Balmer, 1993, pp.159-162). 

Following on from Balmer (1993), other reasons existed as to why DITAC found it 

difficult to support genome-mapping proposals during the 1980s and early 1990s. 

Consistent with the NH&MRC’s lack of enthusiasm for research that was not 

considered excellent science, DITAC officials believed there was inadequate interest 

and expertise within the research community to justify supporting genome-mapping 

proposals (DITAC/DIST 2002a). Budgetary considerations also influenced DITAC’s 

view. With the substantial tightening of the Commonwealth’s fiscal position from the 

mid-1980s, a very strong case was needed to secure increasingly scarce funding 

(DITAC/DIST 2002a). 

Conversely, other departmental officers involved in biotechnology policy have pointed 

out that since genomics was a new field of scientific activity, policy advisers found it 

difficult to “get their heads around it” and especially to make the connection between 

the science and its concrete applications (DITAC/DIST 2002b). While this situation 

was consistent with Australia’s limited historical record in science and technology 

policy, it was also indicative of the fact that no one involved with the Human Genome 

Project (HGP) anticipated the speed with which the research would proceed. As shown 

in chapter six, advances in bioinformatics will enable the entire “high quality” human 

genetic sequence to be mapped in 13 instead of the 15 years originally postulated. 

Finally, a long-standing policy debate existed about how Australia’s scientists conduct 

research involving large-scale facilities. At the core of the debate were the high fixed 

capital costs associated with establishing national research facilities (as discussed later), 

and whether it was better and ultimately cheaper to coordinate such research on a 

collaborative basis that utilised and leveraged off overseas facilities (DITAC/DIST 

2002b). The use of small travel bursaries indicates that even when genomic research 

was considered worthy of some funding support, the policy balance during this period 

was weighted against the establishment of a dedicated genomic facility. 

The third attempt to secure funding was a plan in 1991 to establish a CRC on 

Mammalian Genome Research. The plan was to bring together research groups in 
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Adelaide, Rockhampton and Brisbane working on humans, livestock and mice, 

primarily as a means to enhance genome mapping (Balmer, 1993, p.164). In keeping 

with the structure of CRCs, the proposal had to proceed through an initial screening by 

the administrators of the applying universities, followed by peer review, and then by the 

interview process. However, the proposal did not proceed past the peer review stage, 

where it was deemed to be insufficiently collaborative (Balmer, 1993, pp.164-166). 

While DITAC officials in the mid-1990s did not deem a more substantive response 

either appropriate or necessary at the time, the industry portfolio sensed that this 

position was increasingly untenable with regard to the emerging global dynamics of 

human genomic sequencing efforts. Although Australia already strongly endorsed the 

neo-liberal ideals promoted by globalisation, Commonwealth officials became 

interested in more purposeful support for the techno-economic bases as well. How then 

did this shift emerge? 

An Australian genome project emerges 

In December 1995, the Australian government made the decision to fund a national 

genome facility that would enable Australian scientists to formally participate in the 

wider Human Genome initiative. As indicated by Balmer’s (1993) research, the quest to 

secure a facility had been a very long and frustrating process for Australia’s research 

scientists, and as such, the decision to establish it marked a significant achievement for 

those involved. In order to assess how this situation eventuated, it is important to 

understand the role of the Major National Research Facilities. 

The Major National Research Facilities 

The genome initiative that was ultimately successful in securing funding was a product 

of the Major National Research Facilities (MNRFs) program of the Department of 

Industry, Science and Technology (DIST). For several decades, Australia has invested 

in major national research facilities.15 This, in part, reflected a commitment to the 

advancement of science and technology, but more generally, it was consistent with the 

fact that as the relevant equipment and facilities have become more complex, they have 

222 



The Australian context 

also become increasingly expensive. As pointed out by the Australian Science and 

Technology Council (ASTEC)—which was until mid-1998 the Commonwealth 

Government’s principal source of advice on matters relating to science and industry),16 

—“[t]he cost of establishing and running a research facility rises beyond the reach of 

individual institutions and requires the regional, national or international pooling of 

funding and other resources” (ASTEC, 1992, p.1). 

In March 1991, the Hawke Labor Government commissioned ASTEC to conduct a 

phased study of major national research facilities costing over $5 million which were 

likely to require funding within the next decade. ASTEC sought expressions of interest 

for the establishment or upgrading of existing facilities, and these became the basis of 

the subsequent paper entitled Major National Research Facilities: Expressions of 

Interest, which was brought out later the same year. 

Some 96 formal proposals were received, many in excess of $5 million. The Council 

took this to be “a clear indication of the urgent need for additional research 

infrastructure funding, particularly for a specific allocation for major national research 

facilities” (ASTEC, 1992, p.27). Combined with the realisation of the need to 

successfully manage the concept of national facilities, through the upgrading, 

replacement, and the establishment and closing of some facilities, ASTEC advocated 

that the future development of MNRFs be recognised as a national program. In 

considering the program’s optimal size and scope, ASTEC recommended that 

Commonwealth government allocate $40 million per annum for 10 years ($400 million) 

to establish and fund the operation of approximately seven national facilities (ASTEC, 

1992, p.28). 

Acting on ASTEC’s advice, in May 1994 the Keating Labor Government decided to 

fund a MNRF program. This decision was made as part of the Working Nation White 

Paper, which formed the basis of the government’s commitment to increasing living 

standards through capitalising on the talents and energies of the Australian people 

(Commonwealth of Australia, 1994a, p.1). Initial estimates indicated that over the 

15 As of early 1992, Australia had six MNRFs funded largely by the Commonwealth government, which 
contributed significantly to research programs in the areas of astronomy, oceanography, advanced 
materials, nuclear physics, medical and communications research. 
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prescribed four-year period, Commonwealth outlays on Working Nation would be $6.5 

billion more than previous budget projections. Within the 1995-1996 financial year, 

$160 million of this funding would comprise industry, science and trade initiatives 

(Commonwealth of Australia, 1994a, p.6). 

As part of Working Nation, $60 million was to be provided over eight years to fund a 

MNRF program (Commonwealth of Australia, 1994b, p.67). The figure of $60 million 

prescribed for the MNRF program was significantly less than the $400 million 

recommended by ASTEC. It is not clear why the government settled on this figure, 

although such a reduction is telling and consistent with the ideological climate of fiscal 

rectitude dominating Australian policy-making since the early 1980s. Additionally, it 

paralleled the view within the scientific community that “politicians do not understand 

science” and instead treat it as an esoteric hobby (Mattick 1997). The funding 

arrangements for the MNRF scheme reflected these considerations. The funding did not 

represent a fresh injection of funds, but instead was drawn from existing budgets. Of 

the final figure of $62.4 million (in 1995 dollars) that was procured for the scheme, $34 

million came from DIST, $14 million came from the Department of Employment, 

Education and Training through the Australian Research Council, $10 million came 

from the Department of Human Services and Health through the NH&MRC, and $2 

million came from the Department of Environment, Sport, and Territories (Nolch, 1996, 

p.13). This funding process would prove critical in shifting the policy criteria to support 

a genomic research proposal. 

Following the launch of Working Nation, a call went out for bids for the new national 

facilities. As foreshadowed in the ASTEC study, much interest existed for the program. 

In all, there were 61 initial applications worth $563 million covering the entire spectrum 

of scientific research (Scitech, 1995, p.9). Among these, there were seven applications 

in the area of medicine and biology worth a total of $69.4 million, including one for a 

national genome facility. 

16 ASTEC was officially wound up by an Act of Parliament. Its functions were taken over by the Prime 
Minister’s Science, Engineering and Innovation Council. 
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The evolution of an Australian genome facility 

Ensuring a fair return on the money invested: the NH&MRC 

As indicated earlier, the MNRF Program was to be funded with money that had been 

taken out of existing budgets, including $10 million from the NH&MRC. Because the 

agency faced having such a significant allocation effectively removed from its budget, it 

was in its institutional interests to secure the funds by ensuring that the money went to 

biomedical research instead of to other or “competing” areas of research that were the 

responsibility of other government departments. This strategic context led the agency to 

lobby a range of high profile biomedical scientists in the hope of generating strong 

proposals which would leverage against the chance that the funds would be “lost”.17 

One such call was made to John Mattick, Director of the Centre for Molecular and 

Cellular Biology (CMCB) at the University of Queensland. Under Mattick’s direction, 

the CMCB had been established as a successful DNA sequencing and analysis facility 

that serviced over 300 different accounts from universities and research agencies 

throughout the country (Mattick 1996a). The call by the NH&MRC prompted Mattick 

to investigate the terms of reference for the MNRF Program, whereby he was struck by 

the potential complementarity between genome research and the intellectual and 

practical goals of the program (Mattick 1997). He saw the strategic opportunity to 

bridge the genomic research gap that had been left by the country’s granting agencies, 

and he thus became the prime mover in the drive to establish an Australian genome 

facility. 

The proposal 

In turn, Mattick’s drafting of a proposal for an Australian genome facility was 

influenced by two key elements. The first was his DNA sequencing and analysis 

facility, the largest DNA sequencing facility in the country. While Australia did not 

have a formal genome program, inquiries by Mattick suggested significant excess 

demand for high-throughput DNA analysis from both public and private organisations in 

Australia and beyond (Mattick, 1996b, p.2). This situation created concern as to 

There was, for example, a strong perception within the local scientific community that a $28 million 
proposal on behalf of Australia’s world-class astronomical community would ultimately be successful. 
The proposal was to allow for Australian membership in the European Southern Observatory (ESO) 

225 

17 



The Australian context 

whether Australian scientists would be able to establish large coordinated genome 

projects with the available facilities and also created the perception that an increased 

infrastructure should provide an incentive for such projects to be established (Mattick 

1997). 

Mattick looked to several of the key facilities overseas in large-scale molecular genetic 

analysis as important sources of advice for the Australian proposal. These well-

established institutions included the Genome Sequencing Centre at Washington 

University, the Centre for Genome Research at the Whitehead Institute (US), and 

Hinxton Hall at Cambridge (UK). Each of these very large genomic research 

institutions focused on the mapping and sequencing of the human genome and the 

genomes of other organisms of interest, such as the mouse and zebrafish. 

Of particular note is the Sanger Institute, one of the three different institutes situated on 

the Wellcome Trust Genome Campus at Hinxton Hall. Founded in 1993 as the focus 

for the UK sequencing effort on the human genome, the Sanger Institute is a custom-

built facility established jointly by the Wellcome Trust and the British Medical Research 

Council and is responsible for completing approximately one-third of the human genetic 

sequence (The Sanger Institute 2001). 

Although the experiences of and measures taken by smaller countries may differ, the 

second significant influence for Mattick was the Canadian genome model. The 

Canadian Genome Analysis and Technology Program (CGAT) was inaugurated in June 

1992 and funded by the Canadian federal government through a number of statutory 

bodies. These included Industry Canada—through the Natural Sciences and 

Engineering Research Council of Canada and the Social Sciences and Humanities 

Research Council of Canada—and the Medical Research Council of Canada with the 

National Cancer Institute of Canada. The initial grant allowed the partners to invest $22 

million in the program over a five-year period (CGAT 1992). 

The Canadian genome project was initiated to counter the fear that failure to participate 

in the program could marginalise Canadian scientists and physicians from the 

consortium in the world’s premier astronomy project⎯the Very Large Telescope (VLT) (Mattick 
1997; Swinbanks, 1995, p.653). 
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knowledge generated by the wider global HGP. More broadly, it was feared that this 

situation would make it difficult for Canada to access the range of genome-inspired 

medical, agricultural and industrial technologies (CGAT 1997). 

There were two discernible features of the Canadian genome project. The first was its 

orientation around Canada’s native biological base. This related to Canada’s native 

diversity in agriculture, forestry, fisheries and aquaculture, which were identified as 

important sectors for genomic application and portrayed as unique opportunities for 

Canadian industry. Second, the Canadian project, in reaction to public debate, specified 

that a minimum of 7.5 per cent of funds provided was to be spent on ethical, legal and 

social issues to best ensure that informed decisions about the new information and 

technologies could be made (Morris, 1993, p.3). 

The Canadian project design allowed individuals and groups from academic and 

industrial institutions to apply for funding to undertake biological, technological and 

ethical, legal and social research consistent with the overall goals of the program. 

Collaborative and multidisciplinary proposals were particularly encouraged. 

Researchers could apply for funding under three different program components, 

including research grants, career development grants, and interactions—to facilitate 

conferences, workshops and so on within Canada, and travel funds to attend meetings 

related to the human genome (CGAT 1992). Applications for research and career 

development grants were evaluated through peer-review processes. 

Aided by the various insights these influences provided, Mattick then coordinated a 

unique proposal for an Australian genome facility in conjunction with Simon Foote of 

the Walter and Eliza Hall Institute (WEHI), and Dick Cotton of the Mutation Research 

Centre (both in Melbourne). The rationale for the proposal was simple. They 

highlighted the significant shift in international biological research towards genomics, 

and the strategic context it reflected. The broad sentiment was that without proper core 

facilities and equipment Australia would be “at serious risk of being left out of the most 

significant phase of molecular genetic and biotechnological research and development” 

(MNRF, 1994, p.2). 
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In addition to the sense of urgency needed for Australia to reap the benefits of the 

biotechnological/genomic revolution, the application also emphasised the strategic 

advantages available to Australian industry. Drawing on the Canadian example, it 

highlighted Australia’s extraordinary genetic resources. For example, Australia has very 

good pedigrees and breeding stocks in both animal and plant species of commercial 

importance. With specific regard to medicine, the application stressed that: 

Australia has excellent clinical resources and a population structure ideally suited 
to genetic analysis and the identification of key genes affecting human health. 
These include the Australian Twin Registry, the Australian Cancer Registry, a 
number of regional projects in genetic epidemiology which have high participation 
and compliance rates, and the State of Tasmania, which has superb genealogies 
and disease registers. There are also a number of clinical geneticists around the 
country who have collected exceptional, and in some cases unique, archives of 
patient material relevant to such diseases as asthma, epilepsy, schizophrenia, 
Alzheimer’s disease and Crohn’s disease, among others. Australia’s idiosyncratic 
migration history, the existence of relatively large non-migratory rural populations 
and a well-developed healthcare system, all combine to provide outstanding 
resources to identify important human genes or loci involved in human genetic 
variation (Mattick, 1996b, p.3). 

Additionally, the application noted that such genetic resources could not be exploited at 

the time due to constraints in sequencing capacity and the limited success in securing 

research funding, and that accordingly, the resources, and the associated intellectual 

property, were at risk of being exploited by overseas genomic firms (MNRF 1994). 

This situation (discussed in more detail below) became heightened with the rapid 

growth of US private genomic investment from the mid-1990s. It suggested a “sad” 

continuation of Australia’s “deplorably bad” record of capturing the value of its 

intellectual property (Health and Medical Research Strategic Review, 1999, p.124). 

To address this technical and strategic gap in Australia, Mattick proposed that a large 

genome facility be established which would be the first of its kind outside North 

America, Europe and Japan. In keeping with other facilities, it would provide excellent 

facilities for the collection and analysis of molecular genetic data. This would include 

the genetic and physical mapping of chromosomes, the large-scale sequencing of genes 

and genomes, mutation detection and genotyping and related bioinformatics (MNRF 

1996). Additionally, the facility was to function as a distributed network. It would have 

two primary nodes and be supported by the database and software services of the 
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Australian National Genomic Information Service (ANGIS) and secondary nodes with 

specialised facilities. The primary nodes would be the Centre for Molecular and 

Cellular Biology facility at the University of Queensland and in Melbourne at the Walter 

and Eliza Hall Institute. The respective primary centres would focus on DNA 

sequencing and genotyping (MNRF 1994). 

However, from the beginning it was planned that the Australian facility would also be 

different in character from the other large genome facilities overseas. Clear limitations 

in the funding for the MNRF Program and the costs associated with the purchase of 

genomic equipment made it clear no funds were available to support the projects run by 

the facility. This situation made it necessary to conceive of a different funding base. 

Simultaneously, though, opportunities were offered as it was difficult to perform 

genomic research outside of existing research consortia or genomics companies. These 

factors paved the way for the concept of the world’s first generic genome facility that 

would function as a service facility for public and private organisations for DNA 

sequencing and genotyping (of any organism) in accordance with client needs. 

Although some importance was to be given to those organisations willing to underwrite 

the facility through longer-term subscriptions and/or those interested in conducting large 

projects, preference was to be given to Australian research organisations. The hope was 

that any excess capacity could be made available to international users, and in particular, 

organisations in the Asia-Pacific region (Mattick 1996b, p.2). 

Winning support for the genome proposal 

Beyond initiating and coordinating the proposal, Mattick believed it was also necessary 

to gain popular endorsement of it, in order to send a clear message to government of the 

urgency to support it (Mattick 1997). To this end, a one-day symposium was organised 

among interested parties from the biological and medical research community on 

November 25, 1994. The meeting, held at the Australian Academy of Science in 

Canberra, was attended by a number of the key figures from medical research, CSIRO, 

and the universities. Ultimately, the proposal did not gain the unanimous support that 

Mattick hoped for,18 but by that stage, the proposal had gained considerable momentum 

It was felt that the biochemists “kind of messed up” the symposium. Drawing from insights into the 
internal politics of science, Mattick believed that the biochemists, who have traditionally had “a slow 
seething reaction against molecular biology”, were not really supportive because they are “waiting for 
the sunny day when proteins reassert their superiority over DNA”. 
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through the support of key figures from within the Department of Industry, Science and 

Technology (DIST, formerly DITAC). 

The role of the Department of Industry, Science and Technology 

As mentioned earlier, DIST maintained a core interest in industrial economics and had 

supported some genomic research through the arabidopsis project. However, by late 

1994, a number of factors combined to convince senior officials within DIST of the 

strategic and urgent need for Australia to engage in formal genomic research. Broadly 

speaking, these factors were consistent with the momentum of economic globalisation, 

and with it, the accelerating development of biotechnological, and in particular, genomic 

research as technologies of globalisation. 

The first and most notable of these influences related to a visit to Australia in 1994 of 

Leslie Platt and James McGarrah, senior figures from the US Institute for Genomic 

Research (TIGR), a dominant genomic firm. They held a seminar on genomic literacy 

at the Department of Human Services and Health (HS&H) in Canberra on October 17. 

The seminar was to focus on ethical and legal implications of DNA sequencing and it 

was intended to improve genomic literacy amongst policy-makers and thereby enable 

them to anticipate developments in the science and its implications (Department of 

Human Services and Health 1994). 

The seminar, widely publicised amongst Commonwealth departments, was attended by 

figures from HS&H, DIST, the Department of Employment, Education and Training 

(DEET) and members of the research community. While it was not the explicit purpose 

of the seminar, it soon became clear to those attending that the US firm “obviously 

wanted to sign up researchers who would hand over their results” (DIST 1997a). 

This implicit purpose worried officials from DIST,19 HS&H and DEET and caused huge 

disquiet in the broader research community (DIST 1997a; DIST 2002b). In the first 

instance, it signalled a massive cultural shift in scientific practice, where—as was 

happening internationally—research was becoming valued in terms of its potential 

While DIST officials were worried about MNCs buying up research results, the department’s role in 
promoting local MNC investment gave rise to a “schizophrenic” policy environment that made it a 
very difficult issue to deal with (DIST 2002a). Beyond the inherent difficulty of dealing with the 
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contribution to proprietary as opposed to public knowledge. In the longer term, it 

signalled the continuation of the trend whereby the benefits of the nation’s research and 

development accrued to more vigilant and well-funded overseas interests (DIST 1997a; 

DIST 2002a). These concerns were, in part, fuelled by knowledge that TIGR officials 

had met with several of Australia’s premier molecular biology research groups during 

their stay (DIST 1997a; DIST 2002a).20 Beyond the initial concern amongst public 

servants and research scientists, this situation evolved into an ongoing policy discussion 

about how to best manage intellectual property resources, and particularly those 

associated with academic institutions (DIST 2002b). More will be discussed about this 

later. 

A second factor was the growing realisation that, if “robbed” of its genetic resources by 

overseas interests, Australia was in further danger of falling behind the rest of the world 

in genomic research and being situated at the margins in the associated strategic 

industries of the future. Influencing this perception were the experiences of senior 

figures within DIST, who had travelled to the UK in 1994 and visited the Sanger Centre 

while it was still under construction. While there, the Australians visited the existing 

laboratory, and spoke to researchers about their work in the expanding research field. 

They quickly gained an understanding that the new facility would have a substantial 

capacity and this made them even more worried about Australia’s lack of formal 

genomic capacity (DIST 1997a). 

Armed with growing concern over the interest of foreign firms to sign up Australian 

researchers, Australia’s lack of formal genomic capacity, and the perceived need to take 

some decisive action to redress this given the evolution in intellectual property regimes 

to include genomic materials, senior figures within DIST became aware of Mattick’s 

research (DIST 1997a). They met Mattick in Brisbane in late October 1994 and 

discussed with him the possibility of establishing a genomic national facility through the 

MNRF Program. 

industry implications of biotechnological advances, officials from the time note that the department’s 
senior management accorded them limited importance in line with the government’s priorities. 

20 Including researchers from the John Curtin School of Medical Research and the Research School of 
Biological Sciences (both at the Australian National University) and CSIRO’s Plant Industry Division. 
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The Department of Industry, Science and Technology subsequently became strongly 

supportive of a genomic facility. To make the proposal viable, however, it was crucial 

to gain the support of bodies such as the Medical Research Council (MRC) (part of 

NH&MRC), and the Australian Research Council (ARC). This was important for two 

reasons. First, as the administrator of the MNRF Program, DIST acknowledged that: 

It was always obvious that we were going to get proposals [for the MNRF 
Program] that fell outside the field of interests of this portfolio, and fell primarily 
in other department’s areas of interest. We accepted that, because some of these 
other departments made a financial contribution to make this program happen. 
That was a fair deal—the question was whether the other departments would 
accept that they had got up, as a result, something in their area of interest (DIST 
1997a). 

Beyond the perception that the NH&MRC had got a fair return on their $10 million 

investment, support from the MRC and the ARC was also important in order to permit 

the costs associated with using the genome facility to be considered as a legitimate 

budgetary item in grant proposals. This concession was granted. Lobbying by DIST 

was fundamental in achieving this position (DIST 1997a; NH&MRC 2000a). Genome 

research, although not traditionally held in high esteem by Australia’s biomedical 

research elite, was thus deemed worthy of funding support. 

The selection process 

The selection process for the MNRFs took place between May 1994 and December 

1995. In December 1994, it was noted that four expressions of interest covered the 

general area of genome research. They included: the Australian Genome Research 

Facility (Prof. John Mattick, University of Queensland); the Mutation Research Centre 

(Dr Richard Cotton, Murdoch Institute); the National Protein Genome (Proteome) 

Facility (Prof. Keith Williams, Macquarie University); and the Genetic Resource 

Indexing Technologies Centre (Dr Kate Wilson, CAMBIA). At the time, it was felt that 

two or three of these proposals would likely be coordinated into a single proposal. 

These included those for the Genome Research Facility and the Mutation Research 

Centre (DIST 1994b). 
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The proposals were assessed and prioritised by three panels covering the life sciences, 

physical sciences, and engineering and geosciences, which then reported to the Major 

National Research Facilities Committee. This committee was chaired by the Chief 

Scientist, Michael Pitman, and comprised representatives from the four sponsoring 

federal departments together with the chairpersons of related research funding bodies. 

These included the ARC, the Cooperative Research Centres Committee, the Industry 

Research and Development Board, and the MRC and NH&MRC (DIST 1994a). The 

MNRF committee then reported to the inter-departmental Coordinating Committee on 

Science and Technology, which was also chaired by the Chief Scientist, who then 

reported to the Minister, Senator Peter Cook. It was up to the Minister to finally say 

which facilities would be funded (DIST 1997b). By early 1995, it was expected that 

five or six facilities would be successful (Scitech, 1995, p.9). 

The Innovation Statement 

In December 1995, the federal government launched its Innovation Statement, which 

included the long-awaited announcement of the successful bids under the new MNRF 

Program. The key decisions regarding the new facilities had been made several months 

before. However the announcement had been delayed to add weight to the Innovation 

Statement and to give maximum benefit to the Labor government in the upcoming 

federal election scheduled for early 1996 (Nolch, 1996, p.13; Swinbanks, 1995, p.653). 

In his speech at the launch, Minister Cook highlighted that the selected facilities would 

“help to continue Australia’s reputation for excellence in science at the frontiers, as well 

as providing solid scientific input for industry users”. In addition, he noted that the 

facilities would “provide a basis for collaboration with APEC countries, enabling us, in 

turn, to access some of their world-class facilities in other research areas” (Cook, 1995, 

p.4). 

Seven facilities were selected to share the $62.4 million of MNRF funding. The 

winning bids covered airborne research, astronomy, seismic imaging, proteome analysis, 

synchotron research, plasma fusion research, and genome mapping (Nolch, 1996, p.13). 

An ironic and contentious exception was the much-publicised proposal for membership 

into the world’s largest astronomy project (the Very Large Telescope), which was 

instrumental in shifting the criteria that had previously maintained the marginality of 

genomic research (Swinbanks, 1995, p.653). While Australian astronomers had 
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received funding through the MNRF Program for an $11 million upgrade of the 

Australia Telescope, the prospect of funding such a large project was deemed to be 

unattractive, at least through this particular mechanism. 

The announcement of the successful bid for the AGRF was well received by the 

Australian biological community. The $10 million funding initiative over seven years 

aimed to facilitate “state-of-the-art gene sequencing and genotyping technologies that, in 

conjunction with robotics and information technology, would process more than 

600,000 DNA samples per day” (Nolch, 1996, p.14). The then Minister for Health and 

Aged Care, Dr Michael Wooldridge, officially opened Australia’s “innovative” genome 

facility in March 1999. Yet, with the grant only covering core equipment, and not 

facilities nor their running costs nor research projects, Australian genome research 

remained significantly underfunded (Kahn, 1997, pp.25-26). 

A number of policy decisions were subsequently made soon after the announcement of 

the Innovation Statement to begin to bridge that gap in genomic capacity. These 

decisions conformed to the logic that the existence of a national genomic facility should 

encourage large Australian genome projects to be established. One of the first decisions 

related to a $12 million funding commitment by the Queensland state government, 

which matched the grant from the University of Queensland for a new building at the 

university to house part of the AGRF (Kahn, 1997, p.25). Beyond establishing the 

requisite space for DNA sequencing, the work would contribute to the growing 

biosciences effort in south-east Queensland. It would be conducted alongside basic and 

applied research in genomics, structural biology, and drug design (Kahn, 1997, p.25). 

Another important early decision was that taken by the Federal Government to 

contribute to the development of a genomic CRC. 

The CRC for Discovery of Genes for Common Human Diseases was one of five centres 

announced in December 1996 and was an outgrowth of the original CRC research 

program launched in 1990. It received funding for seven years commencing in July 

1997, and policy-advisors expected it to be a major user of the AGRF and to lead efforts 

to establish large coordinated Australian genome projects (DIST 1997b). 
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As an industry-led facility with CRC funding till 2004, the core participants include 

AMRAD Operations, the Centre for Molecular and Cellular Biology, the Murdoch 

Institute for Research into Birth Defects, the Queensland Institute of Medical Research, 

and the Walter and Eliza Hall Institute for Medical Research. These organisations, 

which constitute much of Australia’s genomic research expertise, bring together 

Australia’s rich clinical resource-base to identify disease susceptibility genes relating to 

cancer, metabolic disorders, autoimmune disorders, women’s health, and public health 

(CRC 1997). 

AMRAD and its partners will contribute a total of approximately $24 million over the 

seven-year period, with the government contributing approximately $13 million. The 

genetic sequence(s) implicated in the manifestation of common diseases in the areas of 

interest—including osteoporosis, osteoarthritis, eczema and endometriosis—are a key 

focus (AMRAD 1999). Emphasising the proprietary focus of the research, AMRAD has 

the first right of refusal to develop and/or commercialise the centre’s technology, yet the 

CRC states that both commercial prospects and public benefit considerations are taken 

into account in the research priorities for the five inter-connected programs (CRC for 

Discovery of Genes for Common Human Diseases 1997). 

The securing of dedicated funds for genomic facilities and research illustrates how, by 

the mid-1990s, Australian governments had begun to support the industrial bases of 

genetic medicine. Globalisation played a key role in shifting the criteria that had 

previously maintained the marginality of genomic research. By 1994, senior DIST 

administrators had become acutely aware of the increasing commitment to genomic 

research abroad and the curiosity and capacity of overseas-based, private firms to 

capitalise on Australian research, and its rich genetic resources, in the absence of local 

interest. The policy advisers faced the prospect whereby Australia could be effectively 

marginalised from this central technology of globalisation. This situation led DIST to 

support the proposal for a unique genome facility and to convince the NH&MRC that it 

was in its institutional interests to do the same. 

Although growing international activity in genomics had led to a shift in the national 

research culture, by the late-1990s it became evident in policy circles that a much more 

substantive policy response was required. This led to a considerable increase in the 
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funding available for health and medical research and the support of local biotechnology 

industries. We will now examine how this further shifting of the criteria evolved to give 

increased support to the biomedical model. One of the most significant triggers in this 

transformation was the Wills Review. 

The Strategic Review of Health and Medical Research 

By 1998, Australia’s biomedical research community was confronted with a poor 

government funding outlook (NH&MRC 2000a). Forward budget estimates indicated 

that, following on from marginal increases in public research funding in the mid-1990s, 

government funding would drop significantly in 1998-1999 and again in 1999-2000. 

Budget papers indicated that funding was projected to fall from $174.1 million in 1997

98 to $149.2 million in 1998-99 (-14.3%) and to $128.2 million in 1999-2000 (-14.1%) 

(Commonwealth of Australia 1997, pp.4-48). These reductions were viewed with alarm 

throughout Australia’s biomedical community. Concerns focused on the capacity to 

erode Australia’s “excellent” research base, and to signal a return to the days when 

Australia, and the NH&MRC in particular, was only a minor player in the global 

funding of biomedical research (Olgilvie, cited in Radio National 1998a; NH&MRC 

2000a). 

Concern about this situation though extended beyond the research community. It struck 

a chord with the incumbent Minister for Health and Aged Care, Dr Michael 

Wooldridge, who had a “personal commitment” to continuing Australia’s tradition in 

biomedical research (NH&MRC 2000a). While the Minister was receptive to the 

concerns of medical practitioners in general, as a result of his medical training, his 

interest in the issue was also influenced by the prominence of several of Australia’s 

leading genomic researchers within the NH&MRC. Their calls for additional funding to 

help ensure that the nation secured the most from the “biotechnological revolution” 

merged into this broader funding context. It led to Minister Wooldridge commissioning 

a major review of health and medical research in March 1998. 

For the review, the Minister and DHAC officials were keen to select a Chair who would 

focus attention on the need to increase the level of investment in health and medical 

research (NH&MRC 2000a). Peter Wills was selected for this role. He was 
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Chairperson of the Garvan Institute of Medical Research in Sydney and also had strong 

links to the governing Liberal Party. This set the stage for exploring health and medical 

research in investment terms whereby, in contrast to the argument presented in chapter 

three of a biomedical crisis of diminishing returns, health and medical research could be 

perceived as helping to defray rising health care costs (Radio National 1998). The 

Minister and Health officials hoped to facilitate a new era in Australian health and 

medical research and the development of a “vibrant” local medical biotechnology 

industry (Health and Medical Research Strategic Review 1999). 

Peter Wills was seen as a “consummate marketer” of the investment potential of health 

and medical research and he established a strong base of support across industry and 

both Commonwealth and State levels of government. Additionally, he made a 

commitment to keep the period of review short and to produce a report by the end of 

1998. This decision was seen as important in maintaining the level of interest in, and 

the momentum of, the review (NH&MRC 2000b). 

A discussion draft report was accordingly released in December 1998. It recommended: 

reinforcing a “virtuous cycle” of interactions between the spheres of government, 

industry and research; focusing on increased funding and investment for research; 

establishing larger and longer term research grants; establishing multi-disciplinary 

centres in research; and allocating research funds according to research priorities 

(Health and Medical Research Strategic Review Summary 1998). The call to 

government was clear. It was urged to double the funding for basic research over a five-

year period to approximately $300 million per annum; to address the tax barriers to 

investment; to fund priority driven research; and to restructure the NH&MRC to 

enhance its organisation and management (NH&MRC 2000a). The alternative was also 

spelt out by biotechnology proponents, such as John Mattick (cited in Health and 

Medical Research Strategic Review, 1999, pp.132-133): 

Unfortunately Australia is presently failing, badly, to participate in, and thereby 
to gain the benefits of, this revolution in medical science and technology. The 
situation is reminiscent of Australia’s failure to play a lead role, despite a pre
eminent early position, in the development of computers and information 
technology in the second half of the 20th century, a mistake which one hopes is 
not repeated in the next. While it is getting late in the day, it is not too late, but a 
real investment in this area will have to be made very quickly if we are not to rue 
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another key lost opportunity for this nation. This is perhaps our best and last 
chance for the foreseeable future to create a world-class technologically-based 
industry, and to put some substance behind the rhetoric of the clever country. 

While a final report was produced in April 1999 (just prior to the May federal budget), 

the decision to double the funding was made around the time of the discussion draft. 

The Minister for Health and Aged Care was acknowledged to have played a central role 

in securing support for the proposal. Dr Wooldridge “sold” the proposal to the Prime 

Minister, John Howard, as an investment in the future that would also allow for the 

establishment of agencies to support and regulate the technologies. Wills, who also had 

very close links to the Prime Minister, was also seen to have played an important role 

(NH&MRC 2000a; NH&MRC 2000b). Together, these influences and the timing of the 

reports, so that they would not neatly coincide with the standard budget processes of 

government (November-May), point to the funding decision being made as part of a 

“special” process external to the scrutiny of the Expenditure Review Committee or 

Cabinet. 

The new commitments to health and medical research then became the centrepiece of 

the 1999-2000 federal budget. Some $614 million in additional funding was allocated 

from the budget surplus to the NH&MRC over a six-year period, allowing funding to 

increase from $165 million in 1998-1999 to more than $350 million in 2004-2005 

(Department of Health and Aged Care 1999a; NH&MRC 2000a). Approximately $8 

million was allocated to a grant program for medical genomics, which awarded four 

grants to large-scale research initiatives in May 2001 (NH&MRC 2001). Additionally, 

the government allocated $20 million to consolidate Australia’s medical research 

community into “centres of excellence” and $20 million was provided over two years 

for independent health and medical research institutes for capital works to establish or 

augment physical facilities (Prime Minister’s Science, Engineering and Innovation 

Council 1999). No previous Australian Government has made medical research such a 

high priority (Department of Health and Aged Care, 1999b, p.6), and consequently, 

these initiatives were well received by key biomedical research institutions and industry. 

Industry stakeholders noted that the Government had recognised the long-term 

importance of biotechnology and that the additional funding would “drive a new era in 

the field” in the coming years (Biotechnology Australia 1999a). 
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The 1999-2000 federal budget also provided $17.5 million for the establishment of 

Biotechnology Australia (BA), the Office of the Gene Technology Regulator (OGTR) 

and related measures to support the newfound vision while minimising associated costs 

and risks (Biotechnology Australia 1999b). 

Biotechnology Australia, which operates out of the Department of Industry, Tourism 

and Resources (formerly DIST), now acts as the lead agency in promoting the nation’s 

biotechnological capacities. At the broad level, it serves as a “one-stop shop” to 

advance developments and harness biotechnological discoveries. To develop a national 

strategy for biotechnology, launched in July 2000, it worked closely with various 

Departments and key stakeholders, including consumer groups. The agency also seeks 

to develop a “public awareness” program to provide information about biotechnology 

and gene technology; to support training for developers and managers of intellectual 

property; and to secure better access to genetic resources and gene collections 

(Biotechnology Australia 1999b). These activities, though, have been viewed by 

industry critics as “soft sell propaganda” with the intent to create public acceptance of, 

or passivity to, the imperatives of gene technology and industry (Hindmarsh, 2001, p.49; 

Phelps, 2001, p.190). 

The Office of the Gene Technology Regulator (OGTR), which is within the portfolio of 

the Department of Health and Ageing, functions as a statutory authority regulating 

research in and applications of gene technologies not covered by existing regulators. Its 

main task is “inform and advise” on gene technologies for Australia whilst promoting 

“harmonised risk assessment” of genetically modified organisms (GMOs) and 

genetically modified (GM) products (OGTR 2002). The Gene Technology Act 2000 

provides the legislative framework for the Office’s activities. Critics argue though that 

the Act represents the confluence of the government’s “globalisation, trade, and science 

agendas” in not providing adequate safeguards for Australian consumers or the 

environment (Phelps, 2001, p.195). All proposals to release GMOs are not, without 

exception, notified, assessed, licensed, monitored and insured. Broad exemptions to a 

range of uses of GMOs, including human genetic engineering, have been made (Phelps, 

2001, p.194). 
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While the increased funding and establishment of support agencies inspired confidence 

in the local biotechnology industry, for some departmental observers there was still a 

sense of lost opportunity. Officials noted that although Wills attained the outcome of 

uniting the fractured health and medical research community so that it spoke with one 

voice, (which facilitated strategic discussions about building research capacity, and in 

turn, boosted employment security for the local scientific community), once the funding 

was secured, nevertheless, the functional coalition broke down. Different medical 

research groups reverted to fighting about relative funding shares (NH&MRC 2002c). 

These concerns aside, there were also high hopes within the biomedical research 

community that the Howard Government would similarly act to boost the environment 

for biotechnological investment through changes to the business tax regime. 

The Review of Business Taxation 

According to some analysts, the business tax environment remained a significant barrier 

to the commercialisation of local biotechnological innovations. Nicholas Birrell, head 

of County Investment Management, noted some of the perceived problems inherent 

within the regime, for example: 

[T]he Australian tax laws have become so discouraging, so complicated and 
seemingly so unreasonable, that the easiest way to . . . [structure financing for an 
innovative biotechnological product] would be to ship the biotechnology 
researchers to the United States and raise the funds there (cited on Radio 
National 1998b). 

One opportunity to reform the system lay in venture capital. Analysts had noted that the 

level of venture capital had grown considerably in Australia, and was estimated in late 

1999 to be worth approximately $1.7 billion. That figure could easily double if the 

capital gains tax were reformed (The Australian Venture Capital Association, cited on 

Radio National 1999). Given that Australia’s biotechnology companies raised 

approximately $172 million in 1998-1999 (Commonwealth of Australia, 1999, p.24), 

changed tax arrangements stood to make a significant difference. 

While capital gains tax arrangements were a popular platform for change, the Howard 

Government commissioned the Ralph Review as part of a broader commitment to tax 

reform. The review’s recommendations, which formed the basis of the Federal 
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Government’s New Business Tax System, were jointly unveiled in September 1999. 

Amongst other changes, the government committed itself to the introduction of an 

internationally competitive capital gains tax regime. One of the most significant 

reforms involved improved incentives for overseas-based superannuation funds to invest 

locally through a reduction in the concessional tax rate from 36 per cent to 10 per cent 

(Treasurer 1999). 

The revised capital gains tax arrangements led to a substantial increase in venture 

capital for research and innovation and are perceived to have significantly improved the 

commercial outlook for the local medical biotechnology industry (FASTS 2000; DHAC 

official). The Commonwealth of Australia, Ernst & Young and Freehills (2001, p.7) 

reported that the local industry had raised some $900 million since 1999, representing a 

five-fold increase over estimates in 1998-1999. This growth facilitated a 75 per cent 

increase in the number of core biotechnology companies listed on the Australian Stock 

Exchange, bringing the total to 35, and has made health and bioscience the third largest 

venture capital investment sector in Australia (The Commonwealth of Australia, Ernst 

& Young and Freehills, 2001, p.5). 

Other momentum 

The changes to research funding and capital gains tax arrangements marked a dramatic 

shifting in the criteria to explicitly support genomic and broader biotechnological 

interests. They were initiated rapidly and, in contrast to Australia’s traditional 

dichotomy between industry and science policy settings, with clarity of purpose. 

However, the manner in which the policies were established and implemented was 

indicative of broader issues. Australian biotechnology, including medical biotechnology 

has, from the mid-late 1990s and from 1999 in particular, entered a phase of strong 

growth, which has set a platform for the industry’s continued development and 

expansion (Hillyard, 1999, p. 203; Fayle et al. 2000, p.33). Although Australian 

biotechnology firms still lag behind comparable nations, including Canada and 

Denmark, in industry and company growth and the extent of business expenditure on 

R&D, analysts argue that the industry as a whole “is starting to deliver on the high 

expectations of the 1980s” (Fayle et al. 2000, pp.34, 43). 
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The genetic model has thus become part of dominant health policy thinking. This 

situation has evolved to the point where some departmental observers believe that key 

changes, such as the increased research funding introduced through the 1999-2000 

federal budget, would probably have happened even without the impetus of the Wills 

Review. Although it may have taken a longer period of time to achieve comparable 

increases in funding, Australia’s historical interest in remaining “culturally compatible” 

with OECD nations is considered likely to have generated sufficient momentum for 

change (NH&MRC 2000b). In recent years, leading industrial economies, including the 

United States, Britain and Japan have significantly increased funding for both basic and 

medical research (Australian Academy of Science 1999). Given these funding 

decisions, the impetus for Australian policy makers to follow this global pattern of 

public investment in biomedical research would have been considerable. 

Even so, the policy impetus for biotechnological development, especially in the medical 

area, extends beyond the Commonwealth Government (Prime Minister’s Science, 

Engineering and Innovation Council 1999). While States such as Victoria and 

Queensland were becoming known for their local biotechnological bases by the mid

1990s (DIST 1997a), other States began to provide more substantial support to 

Australia’s emerging bioindustries in the late-1990s (Prime Minister’s Science, 

Engineering and Innovation Council, 1999, p.3; Thorburn, 1999, p.151; the 

Commonwealth of Australia, Ernst & Young and Freehills 2001). Despite the 

opportunity costs associated with expensive bio-industry support, States have followed 

the Commonwealth’s lead and accepted the need to align with the global techno-

economic framework. 

Queensland and Victoria continue to lead other States in efforts to develop local 

biotechnology industries. The Queensland Government made a significant and very 

public commitment to the medical biotechnology industry when the Premier, Peter 

Beattie, travelled to the Biotechnology Industry Organisation International 

Biotechnology Meeting and Exhibition in Seattle in May 1999 to announce a range of 

new measures. Packaged as part of the 1999-2000 “Smart State” budget, the 

Queensland Government made numerous pledges totalling almost $200 million, 

including one to provide $77.5 million over ten years to establish the Institute for 

Molecular Bioscience at the University of Queensland, which, also funded by the federal 
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government and CSIRO, houses part of the AGRF (Thorburn 1999; Cole 1999). More 

recently, Victoria’s Bracks Government has also made a very large financial 

commitment to developing the local biotechnology industry, with at least $320 million 

in public funding allocated to implementing the State’s strategic plan on biotechnology, 

“Bio21”, over the four years to 2004-05. The Victorian government’s “vision” is that by 

2010 the State will be recognised as “one of the world’s top five biotechnology 

locations” (Government of Victoria 2001). This “vision” follows on from 

pronouncements made by private sector consultants, such as Boston Consulting Group, 

which in a study carried out for Melbourne’s municipal authorities concluded that 

biotechnology could become a $24 billion industry for the city within the space of a 

decade (Prime Minister’s Science, Engineering and Innovation Council, 1999, p.3). 

Such widespread government interest solidly promotes the Australian medical 

biotechnology industry, almost without question. From a position in the early 1990s, 

where genomic research was perceived as unworthy of research support, this momentum 

now sees the once-reticent NH&MRC joining the Department of Industry, Tourism and 

Resources in promoting local genomic development. Within a week of the announced 

completion of the draft genome sequence in June 2000 (which was discussed in detail in 

chapter six), the NH&MRC publicised the signing of an historic agreement with US 

genomics firm Celera Genomics on behalf of Australia’s genomic research community. 

The deal enables Australian researchers in publicly funded institutions to access the full 

genetic data on human beings, the mouse, and the Drosophila or fruit fly, under an 

annual license fee of approximately $6000 per institution, and where intellectual 

property issues are worked out between the registering institution and Celera 

(NH&MRC 2000c). 

To this end, Commonwealth departments (including the NH&MRC, Biotechnology 

Australia, and the Department of Education, Training and Youth Affairs) and several of 

the larger Australian universities have attempted to improve the management of 

biotechnological intellectual property in recent years. Various training courses and 

workshops for researchers have been held by both Biotechnology Australia and the 

NH&MRC, supported by broad intellectual property awareness programs conducted by 

Intellectual Property Australia (See Commonwealth of Australia 2001; NH&MRC 

2002b). Yet, departmental officials from the industry and health portfolios still attest to 
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this being an enduring challenge. For example, although there is a heightened interest 

by venture capitalists in Australian medical biotechnology firms, particularly due to an 

ongoing weak Australian dollar, there are also widely diverging views within the 

academic and commercial communities as to how to manage the associated intellectual 

property (DIST 2002b; NH&MRC 2002b). Some argue that Australia should protect its 

intellectual property rights through securing patents, while others argue that this 

approach is not suitable and that new business models, that leverage our research 

strengths, are needed (DIST 2002b). 

In the meantime, the Commonwealth continues to increase its funding of the 

biotechnology industry. As part of the Innovation Statement, Backing Australia’s 

Ability launched in January 2001, the government pledged a $46.5 million 

Biotechnology Centre of Excellence and a $40 million Biotechnology Innovation Fund 

to help bridge the “proof-of-concept gap”, which will help develop ideas to the point 

where private sector funding can take over (DISR 2001). 

More recently, the government has directed the Australian Research Council to allocate 

a third of funds under the National Competitive Grants Program in 2003 to only four 

priority areas. These include complex/intelligent systems; photon science and 

technology; nano-materials and bio-materials; and genome/phenome research. The 

latter relates to the complex relationship between an organism’s genes (or genome) and 

its physical appearance and behaviour (its phenotype). The ARC estimates that the four 

areas will share in funding between $150-170 million over a five year period (ARC 

2002; Hansard 2002). This priority setting attracted significant criticism. At one level, 

there were concerns about how other “first order priorities” from the social sciences, 

including cultural transformations, and productions in society and human development 

and wellbeing, rated secondary in comparison to physical sciences (Hansard 2002). 

Additionally, there were concerns about the “extremely limited” face-to-face 

deliberations by the working group of the Prime Minister’s Science, Engineering and 

Innovation Council that was tasked to address the issue of priority setting, and how the 

working group’s advice was not put before the Council (Hansard 2002). This suggests a 

pronounced lapse of due process and illustrates the Australian Government’s strong 

endorsement of the global techno-economic paradigm, with local biotechnology and 

244 



The Australian context 

genomic interests increasingly emerging as “winners” relative to other industrial 

possibilities. 

Conclusion 

From a position in the early 1990s, in which Australia’s medical biotechnology and 

genomic interests struggled to gain a foothold, they now enjoy considerable political and 

economic patronage. A policy transformation occurred, evidenced by significantly 

increased investment in dedicated facilities and in research funding, and the creation of 

supporting agencies and more-conducive tax settings. Indeed, with the GM model of 

health in its ascendancy, proponents hope that Australia can position itself as a regional 

centre for medical biotechnology. 

For some, the evolution in industry and science policy frameworks was indicative of the 

time it took for medical politicians to understand the implications of the HGP for global 

trends in biomedical progress (Brook 2000). And to some extent this is probably true. 

However, science and technology exists within a distinct political economy, and over 

the course of the last 20 years, this context has become increasingly visible. 

With the crisis in the development paradigm in the 1970s, Australia (like other 

developed nations) restructured its economy to reflect the new techno-economic and 

neo-liberal agendas according to the globalisation paradigm. Unlike many other 

developed nations though (especially in Europe), Australia’s techno-economic and neo

liberal policy balance was weighted significantly in favour of neo-liberalism. By the 

end of the 1980s, Australia had only just begun to support the strategic post-Fordist 

industries promoted globalisation. This imbalance would be the catalyst in the ensuing 

industry and science policy transformation that promoted biotechnology and genomics. 

Policy makers argued that Australia was faced with the threat of being marginalised 

from the economic opportunities presented by the biotechnological revolution, and other 

high technologies, and thus, perhaps worse, declining in economic and scientific status. 

Several defining moments were presented in the transformation of industry and science 

policy. The first was the decision taken by DIST in 1994 to support the small genomic 

research community in its efforts to secure funding for a national genome facility. This 
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was significant in that the prevailing local medical science culture had up until that time, 

been unconvinced and perhaps prejudiced against genomic research. Without DIST’s 

support through the MNRF program, Australia’s scientists may have had to wait much 

longer for a dedicated facility. 

Given that the MNRF program only covered capital costs, another important occurrence 

was the decision by the then-Minister for Health and Aged Care, Dr Michael 

Wooldridge, to seek a substantial increase in the funding base for medical research. 

This decision led to the Wills Review, and in turn key supportive initiatives ensued 

including an effective doubling of funding for basic medical research by 2004-2005, the 

removal of tax barriers to investment in local biotechnological firms, and the 

establishment of the enabling government agencies Biotechnology Australia and the 

Office of the Gene Technology Regulator to support and regulate the developing 

industry. 

In turn, these funding decisions strengthened a distinctive, globalisation-based, health 

policy context. Against a backdrop in which Australian governments had, from the 

mid-1980s, limited the growth in social expenditures in a bid to improve the 

international competitiveness of the local economy, health became shaped more around 

health care. In fiscal terms, what mattered was not so much a broad view of health 

combined with strong social expenditures protecting living standards, but an 

increasingly narrow focus on expenditure on health care in the wake of neo-liberal 

policies. This process strengthened the biomedical model of health over other 

approaches. 

As this chapter has shown, a network of medical interests played key roles in advancing 

this policy change, particularly since the commissioning of the Wills Review in 1998. 

However, the extent to which the Keating and Howard governments were influenced by 

external factors in their efforts to provide funding support for medical biotechnology 

and genomics suggests that the policy process was motivated more by global than local 

political concerns. Nonetheless, the effect has been the same. 

The industry and science policy transformation has also further increased the power of 

medical elites in their ongoing historical struggle against health care alternatives. Prior 
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to the changes, the medical profession exercised considerable, although not absolute, 

authority over Australian health policy and health care delivery. However, with the rise 

and greater political recognition of consumer sovereignty, especially during the 1990s, 

medical interests have been forced to tolerate some policy space being granted to 

Australia’s small but growing complementary health care industry, particularly by the 

Commonwealth. Key decisions include the 30 per cent rebate on the cost of private 

health insurance, which extends to complementary health services and the 

comprehensive reform package instituted in 1999 to help manage the industry. 

Against this recent history, the industry and science policy changes concerning 

biotechnology, especially through genomics, have allowed medical interests to reassert 

their dominance. With comprehensive policy settings aligned to promote the 

innovation, commercialisation, promotion, and uptake of the products of medical 

biotechnology and genomics, advocates of a broader model of health care are forced to 

compete on the political and economic stage with yet another powerful new area of 

biomedicine. The implications of this are explored in the following and final chapter. 
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Chapter Eight 

Conclusion 

The risk as I [see] it, is that there may be a simplistic view of ways that we can reduce health 
costs through the pursuit of magic bullets, commercially developed, commercially driven, 
which substitute for tackling the really solid questions about permanent changes to the 
environment, so that we decrease the risks that people face in their day-to-day living, 
whether it is through work or lack of work, transport, air quality, water quality, food quality, 
things of that sort. If we’ re looking for pills to be a substitute for those desirable changes in 
society, then I think we are going down the wrong track (Leeder, cited on Radio National 
1998a). 

Introduction 

Stephen Leeder’s reflections, which were made in the context of discussing medical 

research and biotechnology in Australia, go to the very core of the issues highlighted 

throughout this thesis. In summary, we are confronted with two choices in attempting to 

boost health outcomes. We can continue to conceptualise health in the narrow mechanistic 

and reductionist way that the dominant biomedical model does, which, beyond its 

promotion by multinational pharmaceutical firms appears to be increasingly unsustainable, 

or we can attempt to more substantially address the social, economic and environmental 

factors often associated with other models of health. 

This thesis was borne out of concern that powerful historical, political and economic 

factors, most notably tied to globalisation, would diminish society’s capacity to, or interest 

in, looking beyond that first option. Tracing the global evolution of human genomics as a 

field of scientific and economic activity, and how it has manifest itself in the local 

Australian context, has provided a much clearer perspective of how that choice has been 

played out in policy. Grounded in the basic science of the Human Genome Project (HGP), 

human genomics constitutes an extension of the prevailing political and economic order 

manifest in the biomedical model of health. It is also ideologically and industrially tied to 

globalisation. These linkages raise questions about the capacity of human genomics to 

represent the best or most considered option for the future of health. 
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Human genomics may give rise to many wondrous innovations in health care in the coming 

decades. However, it is clear that this may be at the expense of more appropriate and 

ultimately more cost-effective alternatives. The implications of that choice will be 

canvassed in this final chapter, following on from a consideration of the core research 

questions. 

How has the Human Genome Project shaped ways of thinking about health? 

The Human Genome Project (HGP)⎯the 13-year global mapping and sequencing project 

contributing to a greater understanding of the genetic processes underlying diseases in 

humans⎯shapes thinking about models of health in two distinct ways. First and foremost, 

it reinforces the dominant biomedical model of health explored at length in chapters two 

and three. That discussion emphasised that the biomedical model conceptualises health in 

narrow reductionist and mechanistic, scientific terms, whereby disease is seen to represent a 

deviation from normal biological functioning and to necessitate care that is individually and 

technologically focused, cure-oriented, hospital-centred and professionally dominated 

(Mishler 1981a; Moon 1995; Germov 1998). 

The HGP conceptualises health and ill-health in the same terms by narrowly focusing on 

the deviation from “normal” genetic functioning, which is associated with the new field of 

genomics. This research trajectory builds on innovations in other areas of scientific 

activity⎯most notably molecular biology and biotechnology. Molecular biology seeks to 

understand biological phenomena through molecular structures (Wheale and McNally, 

1988, p.3). In contrast, biotechnology, and particularly modern biotechnology, relates to 

the deciphering and application of biological knowledge through techniques such as genetic 

engineering, which focuses on isolating, modifying, multiplying and recombining genes 

(Ho, 1998, p.19). 

The biomedical model is only one of many ways of conceptualising and managing health. 

The diversity of health care options available throughout history elucidates this situation. 

Indeed, during the eighteenth century, consumers were far more likely to consult a 

mountebank or herbalist than a medical practitioner (Porter 1995). And even though by the 
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1930s and 1940s medical practitioners had achieved political and economic dominance, 

alternatives to biomedical care still existed. Indeed, “other” traditions have experienced 

increasing popularity over recent decades (Sharma 1995; Shenfield, et al. 1997). In nations 

such as Australia, significant numbers of consumers seek alternative health products and 

practitioners (Cumming, 2000, p.57). 

Although the biomedical model is but one approach, it has been a factor in gains in quality 

of life and in life expectancy, which in turn have enabled biomedicine to acquire 

considerable prestige and power. One of biomedicine’s most notable achievements was its 

contribution to the epidemiological transition in the twentieth century, where the 

development of vaccines for common diseases, such as measles and paralytic poliomyelitis, 

helped to shift the burden of death and disability from infectious to non-communicable 

diseases (WHO, 1999, p.13). More generally, continuous technological change has enabled 

biomedicine to provide consumers with an ever-increasing array of devices and procedures 

that are capable of alleviating, if not curing, an expanding list of health ailments. For 

example, an implantable cardioverter-defibrillator, in survivors of cardiac arrest with 

recurrent ventricular arrythmias not responding to conventional therapy, can be expected to 

increase life expectancy by 36-46 months (Fett, 2000, p.12). 

There will always be scope for better and more advanced health care. However, the 

wholesale reinforcement of the biomedical tradition is only desirable and justifiable if, in 

its current form, it represents the most technically and allocatively efficient utilisation of 

resources and, as such, is capable of generating the best health outcomes relative to all 

other approaches or combinations of approaches. This is an important condition, which 

popular culture is extolled to believe is being met. However, despite biomedicine’s 

technical prowess and its substantive legacy, evidence strongly suggests that the biomedical 

model fails this threshold test (Navarro 1986; Doyal 1994; Evans and Stoddart 1994; 

Moynihan 1998). 

There are various reasons why, in its present form, the biomedical model is incapable of 

generating optimal health outcomes. A primary reason is that biomedicine does not, and 

never has, adequately accounted for the complex social, economic and environmental 

influences, which, in combination with biological factors, affect health status and well
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being (Curtis and Taket, 1996, p.28). Its bias is most stark in the competition for health-

related resources. While there is evidence showing that improving social and 

environmental circumstances, especially for the poor, can have a very positive effect on 

health outcomes (Syme 1996; Bosma et al. 1997), the biomedical industrial complex’s 

interests are exclusively tied to increasing investment in health care, regardless of the 

opportunity costs. The structural critiques of the biomedical model highlight this bias, 

which beyond being consistent with the political and economic imperatives of the capitalist 

system, also perpetuates the social order where those at the bottom disproportionately share 

the burden of disease (Doyal 1994; Jones 1994). 

The origins and development of biomedicine further illuminate the bias for specialist 

scientific knowledge and technology over all other prospective options. There was nothing 

inevitable about the dominance of the biomedical model. It only became dominant after 

biomedicine became linked with the capitalist infrastructure early in the twentieth century. 

This was achieved after very calculated reforms to medical education and research that 

promoted investment from conservative industrialists, such as Rockefeller. Following on 

from the Flexner Report in 1910, which put forward a vision dominated by the commercial 

opportunities offered by scientific medicine and also by old-fashioned, prejudiced notions 

of social control, large-scale investment enabled the biomedical model to establish a virtual 

monopoly in developed nations within a few decades. 

It must be recognised though that biomedicine only achieved this position after centuries of 

“struggling” for market share with other health care traditions. We saw that “struggle” very 

clearly in the market for birthing services. Following on from the initial efforts during the 

Enlightenment where, despite poorer outcomes from primitive and unsterilized forceps, 

some “specialist” male physicians gained territorial rights over birthing from midwives. By 

the early twentieth century, birthing in developed nations was largely defined in medical 

terms. That transformation was tied to the rise of obstetrics, and particularly the need for 

greater teaching and research and to justify costs and prestige (Katz Rothman 1991). 

Women were officially “educated” to see pregnancy and childbirth as “abnormal” and 

“dangerous” procedures that necessitated care by doctors and placing trust in medical 

therapeutics and technological monitoring (Barker 1998). Once fortified by the power of 

the State and private support, the medical profession systematically defended its “hard 
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won” interests through processes of subordination, incorporation, limitation and exclusion 

(Willis 1983). With restrictions placed on midwives’ sphere of activity, midwifery then 

became virtually non-existent in the US, for example, by the 1960s (Brack 1976). 

Beyond the biomedical model’s implicit and explicit biases, it is also increasingly 

bedevilled by problems associated with rapidly escalating health expenditures and the 

diminishing effectiveness of more and more health care that threaten its sustainability. The 

limitations of the model are becoming increasingly evident. 

Many drivers of health expenditure exist, which collectively have a self-reinforcing as 

opposed to self-limiting nature. Over time, this context has created significant pressure on 

the policy process, where governments in developed nations have been forced to institute 

reforms aimed at managing or at least containing the growth in health expenditures (OECD 

1992, 1994a). Rationing in its various guises has become an economic necessity. 

Although the decision about the “appropriate” level of health expenditure is ultimately a 

matter for the political process, without some management, health care expenditure can 

grow to the point where it erodes the capacity to expend resources in other areas that also 

positively influence health outcomes. In such circumstances, expanding health care can 

have a negative effect on health (Evans and Stoddart, 1994, p.55). 

Related to strong growth in health care expenditures in developed nations is evidence 

pointing to the diminishing returns associated with that increasing investment. While there 

is not a clear relationship between increased health expenditure and improved health 

outcomes (Ross et al. 1999), modern medicine is proving ineffective against a growing 

number of cancers, viral illnesses and chronic conditions (Saltman, 1998, p.222). 

Antibiotic resistance, created by the evolution of dangerous new microorganisms, 

exemplifies this situation and is decreasing the efficacy of health care. Consequently, many 

“old” infectious diseases, such as tuberculosis and cholera are experiencing a resurgence 

(Ho, 1998, p.12), which is aided by a pharmaceutical research and development 

environment where increasing costs have led to fewer new drugs. With between US$300-

500 million and ten years required to successfully research, develop and test a single new 

biotechnology drug (US Senate, 1994, p.29), relying almost exclusively on medical care is 

highly likely to be allocatively inefficient. 
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Diminishing returns from the biomedical model points to a need to broaden the model’s 

base to more meaningfully incorporate elements from other or alternate traditions that 

reflect the multidimensional nature of health. While often stereotyped or stigmatised as a 

fringe movement, the popularity of other traditions has grown to the point where the term 

“alternative” no longer realistically applies (Moynihan, 1998, p.249). Such traditions reject 

the simplistic reductionism inherent within the biomedical model, and instead endorse a 

holistic approach that incorporates environmental, economic and social factors related to 

improved living standards and, by association, better health outcomes. 

In addition to reinforcing the dominant but highly problematic biomedical model, the HGP 

also regenerates it. Concepts of health and illness are re-cast on a new and increasingly 

reductionistic level in a way that emphasises the role of genes in an extremely broad 

category of conditions. This focus has given rise to notions of a genetic model of 

normality, whereby processes of diagnosis, treatment and prevention can offer people an 

individual and natural right to “normal” health (Fox Keller, 1992, pp.294-295). 

Personalised gene therapy—portrayed as the biomedical model’s inevitable outcome— 

epitomises this approach (Summers and Cooney, 1994, p.42). It involves supplanting 

“defective” genes with “normal” counterparts to cure hereditary diseases such as cystic 

fibrosis (Gorman, 1995, p.96). 

Although, as mentioned earlier, the HGP may bring significant innovations, such as for 

diseases related to the action of a single gene, the manner in which the project shapes 

broader definitions and measures of health brings with it significant perils and opportunity 

costs. 

The dangers inherent in such a trajectory of research and development have been played out 

in the dark history of eugenics, where genetic knowledge became a means of rationalising 

discriminatory ideas associated with social control. These ideas evolved in the 1920s into 

an interest, first espoused by the Rockefeller Foundation, in approaching social problems 

through scientific means consistent with the political and economic interests of elites. 

These same dangers exist today. While more subtle, there is considerable interest in using 

genetic insights to help understand and intervene in the realm of social behaviour and to 

withdraw state-sanctioned social supports in the name of what some are want to call 
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“biological realism” (Rose, 1998, p.20). The former Bush Administration’s “Violence 

Initiative”, which sought to identify low serotonin levels as the source of inner-city social 

problems, was one of the more recent initiatives in this area. The dangers precipitated by 

the wholesale tendency towards genetic diagnoses are also evident at the individual level. 

The burgeoning interest in genetic enhancement, evident in the mass marketing and take-up 

of human growth hormone for children who are not clinically growth hormone deficient, 

and who are thereby exposed to the risk of contracting leukaemia, highlights the 

momentous social force of the emerging genetic model of health. 

This shaping of health at both the individual and population levels is a serious public policy 

issue. Despite the evidence about the growing unsustainability of the biomedical model in 

its present form, this trajectory of research and development and its broad-ranging appeal 

invariably improves the capacity to allocate more and more resources into the service of the 

global health care industry. This potential is clearly illustrated by the situation where 

“genetic disease” applies to “not only genetic disorders that are thought of as diseases but 

also genetic abnormalities associated with no known disorder as well as disorders that may 

be neither genetic nor diseases” (Fox Keller, 1992, p.292). The pressure on governments to 

fund genetic solutions to health problems, real or commercially-inspired, will be immense. 

Accordingly, it will be much more difficult politically to shift any resources, in the interests 

of allocative efficiency, away from health care to the range of social, economic and 

environmental factors that are in accordance with moving towards an integrated model of 

health. 

What role has globalisation played in this process? 

Globalisation, which is a complex concept, has played a leading role in reinforcing and 

renewing the dominance of the biomedical model of health through advancing human 

genomics. The political economy approach adopted here has explored globalisation as an 

historical process constituted by distinct institutional and ideological relations (McMichael, 

1996a, p.26). This approach has illuminated the structural linkages between globalisation 

and the HGP and makes it clear that without the impetus of economic globalisation, 

genomic research would not enjoy the high level of popular endorsement that it receives 

today. Indeed, the political economy approach employed has provided a strong theoretical 
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base from which to “map” the rise and continued rise of human genomics. Nonetheless, 

there are limitations in relying on such a macro approach. Key among these is the inability 

to track for other specific factors in the rise of human genomics, and as such, the capacity 

to “gloss over” some elements that might be more significant than what they appear and 

that might have led to different conclusions. 

Economic globalisation evolved out of the period of large-scale restructuring after World 

War II known as the development project. This period, which lasted from the late 1940s to 

the late 1970s, reflected widespread interest in understanding processes of economic 

transformation and in improving national welfare (Jenkins, 1992, p.131). This sentiment 

found expression in Fordist political economy, which had two defining features. The first 

was that governments were consigned the key role in economic management and in 

overcoming structural impediments to growth. Buoyed by the spirit of values such as 

equality, collective welfare and material security, which were popularised by Keynesian 

economics, the state intervened in the national economy to ensure that the dynamics of 

production and consumption were somewhat stable (Hirsch, 1991, p.31). That philosophy 

laid the basis of the modern welfare state. However, the reliance on demand management 

or consumerism was also possible due to compromises between the working and capitalist 

classes which, following on from the increases in productivity through Henry Ford’s mass 

production system, allowed for high wages (Teeple, 1995, p.62). 

The second element was a stable international monetary system, which was perceived as 

necessary in preventing economic and political disorder (George and Sabelli, 1994, p.25). 

This led to the institution of the famous Bretton Woods institutions in 1944, including the 

IMF, the World Bank and GATT, which were generally intended to maintain currency 

exchange, stabilise exchange rates, make loans to encourage development and reduce 

barriers to trade. 

These elements spawned a period of accelerated economic development and stability 

known as “the long boom”, which lasted from the post World War II period till the late 

1970s. Although there were some problems associated with a growing wealth gap between 

First and Third World economies and uneven development within the Third World 

(McMichael, 1996b, p.80), the functionality of this state-sanctioned and “rigid” framework 
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did not endure (Harvey, 1992, p.142). That situation was indicative of the rise of new 

economic dynamics from within the old development paradigm. 

Those new dynamics related to the steady emergence of the transnational elements of the 

global economy, which began with the institution and spread of global production systems 

from the 1950s (McMichael, 1996b, pp.87-92; Lipsey, 2001, p.25). Such processes 

allowed for the rapid expansion of foreign direct investment and the transnationalisation of 

capital circuits to the extent that capital, which was unconnected to and independent of the 

trade in goods and services, became an organising principle by the late 1970s. For 

example, by the 1980s, the scale of annual trade of world financial markets was at least 25 

times more than that of the trade in goods and services (Review of the Month, 1992b, p.6). 

Through this process, capital effectively outgrew the political framework or sovereignty of 

the nation-state and was redefined in terms of the growing numbers of MNCs and 

associated transnational practices at the supranational level (Teeple, 1995, pp.68-69). The 

legitimacy of nation building under Fordist political economy was thus severely eroded. 

Perhaps more significantly though, the changes signified the demise of the nationally 

defined capitalist class, which was replaced by the rise of an international capitalist class 

that broadly perceived their national interests to be served by identifying with the well

being of the global economy rather than with the nation state per se (Sklair, 1995, p.44). 

This evolution in the base of economic power contrasted radically the globalisation project 

from its antecedent, the development project. Through the fundamental recasting of debt as 

a liability during the early 1980s, developed nations thereby began instituting global 

economic management (with varying degrees of enthusiasm) to help engender renewed 

capitalist accumulation and thereby avoid economic marginalisation (McMichael, 1996a, 

p.34). The distinguishing features of this form of management are an adherence to neo

liberalism and the pursuit of a new or post-Fordist techno-economic paradigm. 

Neo-liberalism (or economic rationalism as it is known in Australia) is associated with the 

belief that the Keynesian state undermines the stability and wealth generating capacities of 

the capitalist system. The core concern is that an interventionist state promotes a pattern of 

government spending that is allocatively inefficient, and which entrenches organised 

interests and overrides individual freedoms (Self, 1996, pp.224-225). For adherents, the 
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alternative is simple. Let the free market decide. This notion has led many governments 

throughout the developed world to vigorously support the wholesale privatisation of public 

enterprises and the reduction of welfare and related social expenditures in a bid to improve 

economic competitiveness. Although this process has aggravated and exacerbated 

inequalities within many developed nations (Bradshaw and Chen 1996, p.16; Henry, 2002, 

p.6), neo-liberal thinking has also extended to much of the Third World, which has been 

forced to adopt it by richer nations under the guise of structural adjustment. 

The great hope is that the neo-liberal agenda will help regenerate cycles of economic 

growth. Considerable emphasis, especially within developed economies, is placed on 

promoting processes of “flexible accumulation” that rely on new productive sectors and 

new markets that rely on a much greater use of innovation (Harvey, 1992, p.147). At the 

centre of this vision are techniques of “flexible specialisation”, such as information, 

communication and molecular-based technologies, which are known as post-Fordist. These 

techniques contrast against the reliance on economies of scale facilitated by the Fordist 

system by offering economies of scope since the same techniques are capable of producing 

a virtually unlimited variety of products (Bonefeld, 1991, p.54). 

The commercial scope of post-Fordist techniques led governments throughout the 

industrialised world to identify such industries as technologies of globalisation (Hindmarsh 

1998b) and to enact policies to attract and support related local development. Despite the 

difficulties in “picking winners”, since the 1980s this industry and science policy context 

has given considerable emphasis to research that is of a short term and specific nature and 

which conforms to a competitive model of technological development. In the process 

though, this emphasis has radically transformed the nature of academic research. Academic 

scientists have been increasingly forced to abandon the basic or curiosity-driven research 

that creates the rich knowledge basis that sustains technological change, and to instead 

pursue applied projects in the hope of developing new proprietary knowledge (Salomon, 

1985, pp.79-80; Dickson, 1988, p.60; Ziman, 1994, p.40). While this model of research 

may bring results in the short-term since it is grounded in a history of basic research, 

without renewed support for basic research the prospects for the future are not good, with 

society drawing its technological knowledge from a diminishing base. 
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The ideological and industrial priorities tied to economic globalisation thus tangibly shape 

ways of defining and managing health. In short, these priorities give emphasis to health 

care models that involve the continued investment in individualistic and interventionist 

modes of care through molecular biology. Furthermore, this entrenching of the dominant 

political economy in health care further marginalises alternate or community-based 

approaches that highlight the need for greater attention to the social, environmental and 

economic domains. 

We see the links between economic globalisation, molecular biology and the HGP very 

clearly in the manner in which the science was enthusiastically supported by prominent 

elites and indeed in the way it evolved in tandem with (and helped give shape to) the 

emerging global economy. This situation draws on the social dimensions of science, and 

particularly the notion that science is ultimately a social enterprise embodying a range of 

possibilities that are seized upon by particular people, for particular purposes, according to 

particular notions of social destiny (Noble, 1977, p.xxii). 

Historically, the most significant interests to embrace the potential of genetic 

conceptualisations of health were the Rockefeller Foundation and the pharmaceutical 

industry. The Rockefeller Foundation was central to the development of molecular 

biology, providing generous patronage to the science from early in the twentieth century. 

This followed on from the extensive patronage given to medical science, education and 

research, which was crucial in establishing the dominance of the biomedical model. As 

was the case with medical education and research, the policy that supported the origins of 

molecular biology was instilled through technocratic management. Under the guidance of 

Warren Weaver, the Rockefeller Institute of Medical Research spent approximately US$90 

million on experimental and molecular biology from the early-1930s to the late-1950s 

(Abir-Am, 1982, p.345). The sheer scale of this funding guaranteed the spread of such 

research, which reflected Weaver’s preoccupation with understanding the physical, 

chemical and mathematical techniques of life. This was part of a vision whereby molecular 

biology would facilitate the development of deterministic models and thereby establish a 

scientific basis for social reform⎯consistent with the Foundation’s broader “Science of 

Man” agenda (Fuerst, 1982, p.254; Abir-Am, 1982, p.342). However, the capacity of the 

Rockefeller Foundation to support this vision extended far beyond the walls of the 

258 



Conclusion 

Rockefeller Institute, with Foundation funding proving an important factor in the discovery 

of the double helical structure of DNA by Watson and Crick in 1953. 

The pharmaceutical industry, dominated by large multinational corporations, became a key 

force in the establishment and development of molecular industry from the early-1980s 

when a series of legal precedents controversially conferred proprietary rights of ownership 

to new life forms created through genetic engineering techniques. These precedents served 

as a powerful triggering mechanism in the evolution of modern biotechnology and also 

enabled the modern pharmaceutical industry to exert a strong influence on the emerging 

globalisation context. 

Biotechnology then became an important feature in the long-term research and 

development strategy of pharmaceutical firms after the economic downturn of the late

1970s, by which time the pharmaceutical industry was displaying characteristics indicative 

of an increasingly saturated market. After a long period of market expansion, reduced 

numbers of new drug applications and new chemical entities and slower growth in sales 

confronted the industry (von Grebmer, 1985, pp.220, 241). Without significant innovation, 

fewer new drugs and minimal advancements in health care would follow. Pharmaceutical 

firms thereby implemented comprehensive biotechnology strategies starting in the 1980s, 

involving in-house R&D programs and a series of strategic alliances and mergers and 

acquisitions to help position themselves at the frontline in the emerging genetic revolution. 

However, for all its promise, the relatively small incidence of genetic disease, especially in 

adult populations, seemed to diminish the commercial prospects for a market-wide genetic 

revolution in health care. Additionally, the process of developing products proved very 

slow and extremely costly. To help counter these problems, the pharmaceutical industry, 

especially that based in the United States, controversially cultivated a much larger market 

through extending the concept of genetic diseases to include those not conforming to a 

particular genetic “norm”. The industry also lobbied the US Congress for a public-funded, 

“big science” project to map the complement of human genes and thereby expedite the 

R&D process. Through these processes, the pharmaceutical industry provided the political 

and economic impetus for the massive public investment in genomic research, first in the 

United States, then, in other parts of the globe. 
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What has this meant for smaller nations such as Australia? 

In responding to globalisation and the impetus of human genomic research, Australia 

essentially had three choices: to support or underwrite the development of human genomics 

in keeping with larger industrialised nations; to ignore human genomics; or to adopt some 

judicious mix between the two. Driven by fear of economic marginalisation and cultural 

irrelevance, Australia has fallen in step behind other OECD nations and elected to 

underwrite genomic research and development. 

This choice most notably involved a transformation in industry and science policy 

frameworks giving increased funding and other institutional support to biotechnology and 

genomics since the mid-1990s. However, as noted earlier, the study has not systematically 

explored this transformation from all perspectives. Most notably, the links to the local 

agro-biotechnological base have not been comprehensively explored here and further 

research could expand on the synergies between these areas. Similarly, further research 

could examine the role played by multinational corporations in this process, and Australia’s 

response to human genomics could be more extensively compared with that of other like 

nations, such as Canada. Indeed, the experiences of and measures taken by smaller 

countries may differ significantly. Such insights would contribute to a more holistic 

perspective on the efforts to support medical biotechnology and human genomics and the 

various opportunity costs along the way. However, in keeping with related assessments 

concerning the local agro-biotechnological base (Hindmarsh 1998b), Australia’s response 

has involved both convergences and variations from the experiences of more powerful 

industrial nations. 

Australia’s adoption of neo-liberalism under the guise of economic rationalism⎯a key 

plank in the reductionist GM health model⎯followed the lead of other English-speaking 

industrial economies. A considerable impetus to class inequality has been a common 

although undesirable outcome. Between the mid-1970s and mid-1990s, inequality in 

Australian society increased significantly. In terms of income-based poverty, in the mid

1970s, some 20.6 per cent of Australian families and single people were living below or 

near the poverty line (Commission of Inquiry into Poverty 1975). By the late 1990s, this 

figure had grown to 30.4 per cent (Fincher and Nieuwenhuysen 1998). This, in turn, has 
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provoked significant disenfranchisement since the mid-1990s and a social backlash, which 

has seen Australia’s political leaders turn their attention to the conservative ground 

(Shanahan 2000). For all Australia’s historical, economic and social advantages, the neo

liberal experience has led the nation’s political debate to be slowly infected by 

dispassionate and harsh attitudes. Increasingly, those at the very bottom of the social and 

health status order, such as the unemployed and immigrants, are blamed for the misery of 

their own circumstances. 

The key divergence from international experience with economic globalisation was that 

associated with the industry and science policy environments that foster techno-economic 

change. That divergence was a largely a product of Australia’s historical and social 

circumstances, whereby the extent of the nation’s wealth generated through rural and 

mineral industries had not prior to the 1980s necessitated sophisticated nor interventionist 

industry and science policy frameworks (Bell and Head 1994). 

The surge of economic globalisation changed this context, albeit rather slowly. While 

Australia’s politicians were somewhat reticent to take on the role of promoting 

technological advantage by “picking winners”, the degree of inconsistency between 

Australia’s industry and science policy settings and those of compatible nations was seen to 

expose the country to significant economic risks. As politicians and policy-makers alike 

became aware throughout the 1990s of the escalating pace of technological change, new 

notions of competitiveness and the scope for marginalisation, they sought to reorient and 

shift policy criteria to support new strategic industries. This process led Australia to 

gradually endorse industrial policy processes that were more in keeping with the experience 

of larger economies and that would give the GM model of health priority over other 

alternatives at the local level. From a position where genomic development was hamstrung 

by what Balmer (1994, p.16) identified as “implicit theories” and broader policies of 

“benign neglect”, this industrial impetus enabled Australia’s genomic interests to win tacit 

support for a dedicated facility in the mid-1990s and then more substantial backing in terms 

of research funding, facilities and enabling agencies from the late 1990s. 

Other advanced nations have provided more consistent and generous support to human 

genomics and the evolving global techno-economic paradigm. Nonetheless, Australia’s 
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recent and largest policy efforts to underwrite the new field, such as the decisions coming 

out of the Wills Review and the inclusion of biotechnology and genomics as priority areas 

by the Australian Research Council, have illuminated how far the Australian Government 

has progressed in its support. To secure these respective policies, key decisions were made 

by way of “special” or unquestioning processes not open to the usual scrutiny. The 

Government was not interested in taking advice that might diminish its capacity to be seen 

to be unambiguously endorsing GM health and everything it stands for. 

Responding to the ideological and industrial dictates of globalisation in this manner has 

enabled Australia’s biomedical interests to reinforce their dominance, which has been 

challenged by the increasing popularity of complementary health care with consumers, 

especially from the 1990s, and also by the broader technocratic need for control over health 

expenditures. This relates to the fact that the health care market the world over is still a 

contested domain. Medical interests played a key role in advancing the change in industry 

and science policy frameworks to support biotechnology and genomics from the 

commissioning of the Wills Review in 1998. In the process, medical interests have ensured 

that advocates of a broader model of health (including other health care practitioners) will 

in future years have to contend with another and an increasingly powerful area of 

biomedicine. 

Implications and reflections 

The local and global ascendancy of the GM model of health, replete with its underlying 

scientific and social biases and thinly veiled commercial core, diminishes the likelihood of 

the biomedical model being seriously challenged in the foreseeable future. Aided by the 

prospect of an almost infinite range of powerful new diagnostics and therapies, notions of 

health will thereby continue to be overwhelmingly defined in terms of access to 

technologically-sophisticated, professionally-dominated, and individually-focused forms of 

care. This prevailing conceptualisation will mean that health inequalities, both within and 

between societies, will in all likelihood continue to grow. 

The genomic revolution in health will exacerbate the problems of escalating costs and 

diminishing returns that characterise health care systems in industrialised countries. The 
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expense of genomic innovations, combined with a general public highly receptive to 

genetic solutions to either real or commercially-inspired health problems, will lead to very 

difficult policy choices with far-reaching repercussions. Among the most apparent is 

whether societies, such as Australia’s, are willing or able to provide equal access to those 

new medical biotechnologies that are proven safe, efficacious and cost-effective and, in 

light of social and economic pressures associated with an ageing population, to whom and 

in what circumstances. As long as governments want health expenditures to be predictable, 

restricted publicly-subsidised access is highly probable. Conversely, with governments 

also increasingly looking to private health insurance arrangements to provide access to 

“supplemental” and “discretionary” forms of care, which might include many of the future 

products of biotechnology and genomics, the average consumer may have quite limited 

access to GM health options. Tracking these policy processes, and the appropriateness of 

evaluation frameworks, will be important sources of future research. 

To the extent that governments and private insurers provide access to such products and 

support the development of the associated industries, the biomedical model will become 

increasingly unsustainable economically. However, without some broadening in the basis 

of biomedicine, consumers will continue to seek other forms of health care. And as 

dissatisfaction with biomedicine increases, so too should political and economic support for 

alternative models. In this sense, a broader conceptualisation of health, involving 

biomedicine, is inevitable. In the meantime though, the challenge will be to ensure that 

competition for health care resources does not erode societies’ investments in the social, 

cultural, environmental and economic factors that protect living standards and, by 

association, health status. 
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