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Abstract

It is a common organisational practice nowadays to store and maintain large digital databases in an effort to move towards a paperless office. Large quantities of administrative documents are often scanned and archived as images (e.g. the ‘Tobacco’ dataset [1]) without adequate indexing information. Consequently, such practices have created a tremendous demand for robust ways to access and manipulate the information that such images contain. Manual processing (i.e. indexing, sorting or retrieval) of documents from these huge collections need substantial human effort and time. So, automatic processing of documents is required for office automation.

In this context, Document Image Analysis (DIA) has enjoyed many decades of popularity as a research area to address these issues because of its huge application potential in many fields such as academics, banking and in industry. A document repository available for analysis in such a domain contains a large collection of heterogeneous documents. Automatic analysis of such large document database has been an interesting and challenging research field for many years, specifically due to the diverse layouts and contents. One way to efficiently search and retrieve documents from a large repository is to fully convert the documents to an editable representation (i.e. through Optical Character Recognition) and index them based on their content. There are many factors (e.g. high cost, low document quality, non-text components, etc.) which prohibit complete conversion of a document to an editable form. Hence, other components of a document, namely signatures, dates, logos, stamps/seals, etc. are worthy consideration for indexing, without the requirement for complete OCR.

Handwritten signatures are pure behavioural biometrics, which have been accepted as an official means to verify personal identity for legal purposes on documents such as cheques, credit cards, wills, for example. Dates (i.e. timestamps) usually coexist with signatures and are needed to properly validate each signature. In addition, dates themselves are a useful piece of information for date-based document searching and retrieval. Furthermore, combined information of signatures and dates could be useful to narrow down the search results. Obtaining relevant documents from large repositories using signatures and dates as a query is the main objective of the proposed content-based document retrieval approach. This research study mostly deals with handwritten signatures and date information which are two different entities with different properties.
and are unconstrained in nature. Hence, two different independent multi-stage systems are proposed to address the signatures and dates separately.

Automatic detection, segmentation, and matching of signatures are the three major steps in a signature-based document image retrieval system. First, a component-level feature extraction and Support Vector Machine (SVM)-based classification technique detected the potential signature components from a document. Second, a density-based spatial clustering approach was used to segment these identified components as signature candidate. Finally, the segmented signature shape was characterised using a Bag-of-Visual-Words-based approach for matching with a query signature.

Similarly, two multi-stage approaches are proposed for date field extraction. The datasets considered for experiments are multi-script in nature. Hence, identification of scripts was performed in order to develop a robust system for multi-script documents. In the first stage, the document script was identified using a feature extraction and classification-based approach. A water reservoir-based technique was used to extract the foreground and background information from a handwritten line for feature extraction at the script identification stage.

First, a segmentation-based approach, where individual date components such as month-word (a month in word form i.e. January, Jan, etc.), numerals, punctuation and contraction categories were segmented and labelled from a text line. Profile-based features with a Dynamic Time Warping (DTW)-based similarity measure technique were applied to identify month-words. A recognition approach based on gradient-based features and an SVM classifier were applied to recognise other elements (i.e. numerals and punctuation) of the date. The second approach is a segmentation free-based method. Sliding window-wise Local Gradient Histogram (LGH)-based features and a character-level Hidden Markov Model (HMM)-based technique were applied for segmentation and recognition of date components. Next, Histogram of Gradient (HoG) features and SVM-based classifiers were used to improve the results obtained from the HMM-based recognition system. Subsequently, both numeric and semi-numeric (containing month fields as text strings) regular expressions of date patterns were searched for extraction in labelled components.
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CHAPTER 1
INTRODUCTION

Document Image Analysis (DIA) is an area of research interest with a large variety of challenging problems. DIA has enjoyed many decades of popularity as a research area because of its huge application potential in the academic field and in industry. Researchers have been working for the last few decades on this topic as witnessed by the scientific literature. DIA is a subfield of image analysis and it inherits the more general techniques of image analysis. Furthermore, DIA has also acquired its own techniques, specially designed for their applications. Optical Character Recognition (OCR) is one of the first problems in the DIA domain, and has been widely explored. The objective of OCR is to produce a compatible electronic text format of a document, which makes a document easier and quicker to access. Commercial OCRs for multiple languages are also available with various applications and high user acceptance.

In Document Image Analysis, paper documents are initially scanned and stored in a document repository. The major tasks in DIA are interpretation, retrieval, indexing, and managing. The main objective of DIA is to convert a document from pixel information into a format that can be semantically read by a computer. In order to achieve this goal, a set of simple techniques and procedures are applied on document images. The idea of using computers to retrieve information relevant to a query became a very popular practice many decades ago. Obtaining such information resources relevant to the query is the main activity of Information Retrieval (IR). Many universities and public libraries use IR systems to provide access to books, journals and other documents. Web search engines are the best examples of real-time IR application and most of the developments have been done for editable electronic documents, and therefore it is not applicable on documents which are in image format.

Document Image Retrieval (DIR) is a technique used to retrieve relevant documents from a document image repository. Researchers have been working on this field for the last few decades and many techniques have been developed to retrieve document
images. A document may contain different types of components such as signature, logo, seal, stamp, etc. Images of word, signature, logo, stamp, seal, etc. are often used as a query for document image retrieval. Fig. 1.1 shows sample images of logo, stamp and signatures from the repository of “Tobacco” [1] administrative documents and some seals from the historical archive of border records from the Civil Government of Girona [9].

The remainder of this chapter is organized into different sections as follows: Firstly, a brief overview is presented in Section 1.1. Section 1.2 provides a concept of a DIR system. Then, the significance of signature and date-based DIR is described in Section 1.3. The motivation in this research is presented in Section 1.4 and in Section 1.5 objectives and research questions are described. The detailed discussion of the scope of the research is presented in 1.6. Section 1.7 presents the research contributions made in this thesis. Finally, the organization of the thesis is presented in Section 1.8.

1.1 Overview

In an attempt to move toward a paperless office, large quantities of printed documents are often scanned and archived as images, without adequate index information. It is a common organisational practice nowadays to store and maintain large databases of document images because of the economic feasibility. As a consequence, such practice has created a tremendous demand for robust ways to access and manipulate the information that these images contain.

One way to provide traditional database indexing and retrieval capabilities is to fully convert the document to an electronic representation which can be indexed automatically. However, there are many factors which prohibit complete conversion including high cost, low document quality, and the fact that many non-text components cannot be adequately represented in a converted form. Some samples of non-text components are shown in Fig. 1.1. In such cases, it can be advantageous to maintain a scanned copy of the document and use it in image form.

The performances of traditional OCR-based document indexing techniques on complex document data (i.e. documents with graphics and images) are not satisfactory. Additionally, it is also observed that the retrieval of partially converted documents has some useful application areas. A significant number of methods [10–12] have been developed by researchers to access and manipulate document images without complete and accurate conversion. The techniques developed have mainly been for the direct characterization, manipulation and retrieval of images of documents containing text, graphics, and scene images.
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1.2 Concept of Document Image Retrieval

Document Image Retrieval (DIR) is a very attractive field of research with a continuous growth of interest and increasing security requirements for the development of a
modern society. Complex documents present a great challenge to the field of document recognition and retrieval with the combined presence of noise, handwriting, signature, logos, seal, and machine printed text with different fonts, and rule lines making it more challenging. Therefore, many algorithms that work relatively well on simple documents are not effective on such documents for the existing algorithmic constraints.

![Figure 1.2: A block diagram of document image retrieval system](image)

The primary task of processing these complex documents is to isolate different contents present in the documents. Once the contents are separated out, then they can be called indexed documents which are ready to be used for a content-based image retrieval system. A signature-based document image retrieval system is presented here as an example. A simple block diagram of document image retrieval system from indexed document database is presented in Fig. 1.2. However, before retrieval the repository needs to be indexed based on key information. A simple block diagram of indexing of documents based on signature information is shown in Fig. 1.3.

![Figure 1.3: Block diagram of signature-based document indexing](image)

The document image understanding, covering a variety of documents such as bank cheques [13], business letters [14, 15], forms, and technical articles, has been an interesting research area for a long time. In the context of document image retrieval, a signature provides an important form of indexing that enables effective explanation of data [11]. Given a large collection of documents, searching for a specific signature is a highly effective way of retrieving documents from the associated organization. Building an access to these document images requires designing a mechanism for search and retrieval of image data from the document image collection. In searching complex documents, such as a
repository of archival office documents [1], the task of relevance is relating the signature in a given document to the closest matches within a database of documents; this is known as the signature retrieval task. Given a database of signed documents, it would be of interest to relate a queried document to other documents in this database which have been signed by the same author.

1.3 Importance of Signature and Date-Based Document Image Retrieval

Biometrics is one of the most widely used approaches for personal identification and verification. Among all the biometric authentication systems, handwritten signature is a pure behavioural biometric which has been accepted as an official means to verify personal identity for legal purposes on documents [13] such as cheques, credit cards, wills, etc.

A signature provides useful information about a person as it consists of unique properties of human behaviour. It is therefore used for identification/verification purposes and thus signature verification and recognition can be widely used in many organizations such as banking, finance industry, etc. The signature in a document is examined by forensic document analysis experts for authenticating documents and to restrict fraudulent acts. Sample documents containing signature and date information are shown in Fig. 1.4.

Moreover, in the field of document image processing and retrieval, a signature can be used as key information for searching and retrieval of relevant documents (i.e. document contains the same signature) from large heterogeneous document image databases. The traditional OCR-based techniques used for indexing and searching from document image databases have some disadvantages because of their limitations in working on handwritten information, and also because the computational overhead is high due to the classification and conversion. Many documents may contain signatures which can provide rich and unique information about the document. Therefore, handwritten signatures will undoubtedly add advantage for document searching and retrieval.

Dates (i.e. timestamp) usually coincide with signatures and are needed to properly validate the signature. A signature is always associated with date information in administrative, financial, legal documents, etc. In such cases, the analysis of a timestamp (i.e. a timestamp is a sequence of characters or encoded information identifying when a certain event occurred) is also necessary to develop a more useful searching technique. Furthermore, the date itself is a useful piece of information, which could be used as a key in various applications, such as date-based document searching and retrieval.
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Figure 1.4: (a, b) Sample documents with signature and date information. Signature and date information is zoomed.

of document repositories (i.e. administrative documents, historical archives, and postal
mails). Therefore, signature and date both can be used individually or as compound key (combined) information to achieve the retrieval in the field of document image retrieval.

Dates can usually be found in all types of documents. Sometimes rubber date stamps are used in offices to stamp the current date on paper documents, to record when the document was received or processed. The date-field can also be found in document text portions. Four sample documents of different scripts with date information are shown in Fig. 1.5. As an example of the postal document, Fig. 1.6 shows an Indian handwritten Bangla postcard document containing an English date. English (Roman) script is widely used in India with popular handwritten Indic scripts like Bangla and Devnagari in a single document. Thus, an English date is very usual to be found in documents of Indic scripts.

1.4 Motivation

Nowadays, large institutions and corporations still receive a high volume of communication in paper form, for instance because of their legal significance, as a backlog of old documents to be archived, or as general-purpose correspondence. Google and Yahoo have recently announced their intention to make handwritten books accessible through their search engines [16]. In this context, field-based document image retrieval will be a valuable tool for users to browse the contents of these books. Moreover, recent surveys and interviews with the most active academic and industrial experts in the field indicate that over 55 billion cheques are processed annually in North America at a cost of 25 billion dollars [17].

The word image spotting technique is a classical and popular approach applied for document image retrieval because of the limitations and failures of available OCR engines [18] on handwritten documents. Such OCRs are mainly designed for the single script documents and mostly deal with Roman script. Significant work has been undertaken [19–21] in the area of word spotting to make the handwritten text available for searching and browsing. Likewise, signature and date information can also be used for searching and browsing of document images because of its huge application potentials.

Signatures have also been used for authentication purposes for centuries. Unlike other authentication protocols using passwords, access cards, or PIN codes, the ability of a human to sign is less likely to be lost, forgotten, or stolen. An individual should be able to produce their signature at anytime and anywhere upon request as a proof of identity. Signatures are unique amongst people and difficult to imitate. This confirms the convenience of signatures as a behavioural biometric. Moreover, an off-line signature does not require special sample capturing devices like in hand vein, fingerprint, or retina...
Figure 1.5: Example of handwritten and printed documents containing numeric and semi-numeric date-fields in Bangla (a) and English (b,c,d). Numeric and semi-numeric date-fields are marked with blue and red rectangle, respectively.

recogn.. Automatic processing of date also has many potential applications such as automatic bank cheque processing [22] and date-based document searching and retrieval.

Considerable research has previously been undertaken in the area of signature verification [23–26]. However, less attention has been given to the usefulness of signature and date information in document searching and retrieval. It is to be noted that proper
Figure 1.6: Indian postcard containing handwritten date-field is marked by red rectangle.

segmentation and recognition of signature is required before feeding those to a signature verification system. As not much research has been undertaken on signature and date-based document image retrieval, the research on this topic will be a challenging one.

1.5 Objectives

Development of a robust signature and date-based document image retrieval techniques are proposed in this thesis and the objectives of the system are:

(i) Identification and retrieval of multi-script document images.

(ii) Segmentation and recognition of signatures from scanned document images.

(iii) Automatic document image retrieval/indexing based on the signature information.

(iv) Extraction of numeric and semi-numeric date from multi-script document images.

(v) Automatic document image retrieval/indexing based on date information (i.e. timestamp).

(vi) Automatic document image retrieval (e.g. administrative documents, bank cheques, etc.) using combined information of signature and date.

Detection and recognition of signatures as well as different formats (numeric and semi-numeric) of date information for the document image retrieval/indexing are the main objective of the proposed research. Signature and date can both be very useful as a key in the field of document retrieval. Adequate research has not been undertaken to date on this topic. It would also be interesting to extend this proposed method to a
multi-script environment. Since no work has been undertaken on the classification of signature and other contents such as seal, logo, handwritten annotation, etc., research establishing whether it is possible to classify these components will also be challenging.

The above motivation and objectives have led to the following research questions:

(i) How is a signature differentiated from other graphics such as logo, seal, drop caps, etc.?

(ii) How is a signature differentiated from handwritten/printed text?

(iii) How does the system handle a signature touched/overlapped with printed text, graphics, etc.?

(iv) How can a date written in multiple scripts be extracted from a document?

(v) Can signature and date be used for content-based document retrieval? Can the approach be extended to multi-lingual documents?

1.6 Scope of Research

In this research, the primary focus will be on retrieval of documents based on the user provided query information (i.e. signature or date). Detection and extraction of signature and date information from a scanned document image are the pivotal tasks in this scenario. For example, in the case of a document image, document retrieval based on such information includes the following points:

- Identification of the scripts in a document.
- Determine the printed text and non-text regions (i.e. signatures).
- Classification of handwritten and printed text
- Detection/identification of signatures.
- Identification of date elements (i.e. numerals, alpha-numeric month and punctuation)
- Techniques for pattern matching.

To develop a robust content-based document image retrieval system a few shortcomings of the previously proposed approaches are identified. The following observations are made.

- The script identification problem needs to be addressed.
• Signature detection and segmentation from multi-lingual documents need to be addressed.

• Robust signature shape descriptors have to be developed which works for both English and non-English signatures.

• Development of a robust date pattern detection and searching algorithm for multi-script documents requires attention in every stage.

• Development of a robust system to avoid the problem of pre-segmentation of date-fields.

In multi-lingual and multi-script countries such as India, retrieval of multi-script documents can be very useful. A single document in multi-lingual countries may contain more than one script. For example, the West Bengal state of India uses three different scripts in official documents (i.e. English, Bangla, and Hindi). Therefore, three scripts namely, English, Hindi and Bangla for multi-lingual environments are considered for most of the experiments. The detection and extraction of this information from multi-script documents are the scope of the present study. However, some experiments are conducted on English scripts due to time constraints and lack of proper sets of data.

1.7 Contributions

The proposed techniques described and introduced in this thesis are based on a number of research areas within document image retrieval. The main research contributions made in this thesis are presented below.

• A novel approach for automatic detection and segmentation of signature from printed signed documents using contextual information is proposed.

• A novel approach for signature segmentation using Bag-of-Visual-Words (BoVW) features is proposed. The approach consists of densely sampled descriptors on a regular grid with Spatial Pyramid Matching (SPM) which presents a robust model for signature shape representation.

• An approach for date field extraction from multi-script documents. A novel idea of script identification is proposed based on combined information of foreground and background of a word. Next, a multi-step approach is proposed to identify all the components related to date and search for a valid pattern.

• A multi-stage approach for extraction of date field using two classifiers namely HMMs and SVMs in tandem. The proposed character level HMM-based system
avoids the problem of pre-segmentation of date fields. Next, an application of discriminative classifier trained with numerals to improve the accuracy is proposed.

1.8 Organization of the Thesis

Based on the proposed signature and date-based document image retrieval systems and the number of research areas involved in the different level, methodologies are divided across different chapters. Each section in a chapter presents different modules for solving a particular task for realizing the systems. The remainder of the chapters in this thesis is organized as follows.

- Chapter 2 presents a review of the recent development and approaches in the related area of automatic signature and date-based document image retrieval techniques.

- Chapter 3 contains the research methodology and the proposed approach for signature-based document retrieval. Different feature extraction procedures used in the proposed system are discussed.

- Chapter 4 describes the proposed approach of date-based document retrieval. Two different approaches for document retrieval based on date information are presented.

- Chapter 5 summarizes the research contributions and outlines the future research areas in content-based document retrieval.
CHAPTER 2

LITERATURE REVIEW

A brief review of the relevant research and state-of-the-art approaches related to the document image retrieval based on signature and date information are presented and discussed in this chapter. To identify the research scope the limitations of the approaches in extant literature are investigated. The proposed technique of signature-based document retrieval includes various stages of processing such as signature segmentation and signature recognition, whereas date-based technique includes script identification, month-word spotting, numerals, and punctuations extraction (e.g. slash '/', hyphen '-', and period '.'). Hence, the available techniques relevant to sub-modules of this study have also been reviewed to acquire concepts of the respective fields.

The review of related work presented in this chapter is organised into different sections in this chapter. As multi-script documents were considered for the experiment, published works on script identification are reviewed in Section 2.1. The signature detection and recognition techniques towards signature-based document retrieval are presented in Section 2.2 and 2.3. The date-based document retrieval system involves alpha-numeric month detection, numerals and punctuation recognitions. Section 2.4 and Section 2.5 present recently published works on word spotting and numeral extraction respectively. A few works on date extraction are presented in Section 2.6. Section 2.7 presents some popular datasets which have used for the experiments discussed here. Some evaluation methods are presented in Section 2.8 and finally a summary of the chapter is presented in Section 2.9.

2.1 Script Identification

There are many pieces of script identification research for printed and handwritten (offline/online) documents in the literature. The proposed script identification works could be categorized into three types: block/paragraph level, line level, and word level.
Script identification techniques were extensively studied and implemented [27, 28] and the literature in this area is very rich. A few recently developed techniques for off-line [29, 30] and online [31, 32] script identification are discussed here. Abirami and Manjula [28] reviewed recent works on script identification in their paper and Ghosh et al.’s [27] reviewed paper on script identification has covered methods for automatic script identification developed so far.

Spitz [2] described a two-stage approach for automatic identification of the script as well as language from printed document images. First, the script was classified into two initial classes (Han-based or Latin-based) using vertical position distribution of upward concavities information. Distribution of optical density information was used to determine the language of Han script class (Chinese, Japanese and Korean). Latin-based languages were determined using information based on character shape codes.

![Figure 2.1: Spitz's method [2] of script identification.](image1)

Connected component-based script and language identification method for handwritten documents was proposed by Hochberg et al. [33]. A set of heuristic features were extracted from each component and linear discriminant analysis was used for classification of each possible pair of scripts in the dataset (Arabic vs. Chinese, Arabic vs. Cyrillic, etc.). Roy and Majumdar [30] illustrated a method for script separation of postal documents using features based on geometric pattern, busy-zone, and topology. The Neural Network classifier was used in this work for classification. Three scripts (Bangla, Devanagari, and English) were considered in their work.

Namboodiri and Jain [31] have used the SVM classifier to classify words and lines in an online handwritten document of different scripts; classification was based on spatial and temporal features of strokes. The features were extracted either from the individual strokes or from a collection of strokes. The extracted features were namely, average stroke length, shirorekha strength, shirorekha confidence, stroke density, aspect ratio,

Pal and Chaudhuri proposed an automatic system for the identification of Latin, Chinese, Arabic, Devnagari, and Bangla textlines in printed documents [3]. The headline (shirorekha) information was used first to separate Devnagari and Bangla script lines from Latin, Chinese, and Arabic script lines as illustrated in Fig. 2.2. Next, Bangla script lines were distinguished from Devnagari by observing the presence of certain script specific principal strokes. Similarly, Chinese text lines were identified by checking the existence of characters with four or more vertical runs. Finally, Latin (English) text lines were separated from Arabic using statistical as well as water reservoir-based features. Statistical features include the distribution of lowermost points in the characters the lowermost points of characters in a printed English text line lie only along the baseline and the bottom line while those in Arabic are more randomly distributed. Water reservoir-based features give a measure of the cavity regions in a character.

In [34] Roy et al. proposed a technique towards the identification of handwritten Roman and Persian script. A set of 12 features based on fractal dimension, the position of a small component, topology etc. were used. Four classifiers (Support Vector Machine (SVM), K-Nearest Neighbor (KNN), Multi-Layer Perceptron (MLP) and Modified Quadratic Discriminant Function (MQDF)) were used for classification task and a comparison analysis was presented in the paper. In another work Roy et al. [35] described an algorithm for script identification at document level from Indian handwritten documents written in six popular scripts. Fractal-based features, component-based feature and topological features were used to extract a total set of 46 features used here. MLP and Neural Network were used for identification of handwritten Bangla, Devnagari, Malayalam, Urdu, Oriya and Roman scripts.
Zhou et al. [36] illustrated a method for identification of Bangla/English scripts. The method was based on connected component profile extracted from a block of handwritten addresses. Singhal et al. [37] proposed a technique for classification of four different scripts (viz. English, Devnagari, Bangla and Telugu). Rotation invariant textures feature using multi-channel Gabor filter was extracted and multi-prototype classifier was used for their classification task. Sarkar et al. [38] have illustrated a script separation technique for Bangla and Devnagari script mixed with Roman script. A set of holistic features was extracted at word level and MLP-based classifier was used in this work.

Rajput and Anitha [39] have described a novel method towards multi-script identification at a block level. The recognition was based on features extracted using Discrete Cosine Transforms (DCT) and wavelets of Daubechies (is a wavelet used to convolve image data) family (i.e., features were extracted by transforming the image in the time domain to the image in the frequency domain). KNN classifier was adopted for recognition purpose and the classifier computes the Euclidean distances between the test feature vectors with that of the stored features and identifies the k-nearest neighbor. Finally, the classifier assigns the test image to a class that has the minimum distance with the voting majority and the corresponding script was declared as recognized script.

2.2 Signature Detection and Segmentation

Overlapping and touching printed text separation from handwriting/signature is a challenging problem in document processing. Although, there are a few works on handwritten annotation separation from printed documents, not many studies are found for signature segmentation from such documents. Since signatures are also handwritten, research on handwriting text identification is also discussed here. An earlier work by Kuhnuke et al. [40] illustrated a method for machine written and handwritten character distinction and used straightness of vertical and horizontal lines and symmetry relative to the centre of gravity. A feed forward Neural Network was used as classifier in their work. Djeziri et al. [13] proposed an approach to extract signatures from check backgrounds. This approach was inspired by human visual perception and was based on filiformity criteria whose specialized task was to extract lines. Based on filiformity measure contour lines of objects were differentiated from handwritten lines. Pal and Chaudhuri [41] proposed an algorithm for a line-wise printed and handwritten text separation scheme for Bangla and Devnagari scripts. Script-based characteristics and regularities using structural and statistical feature set were used in their work. This method was script-dependent and thus may not work on handwritten annotation due to the line-based features used.
Guo and Ma [42] used Hidden Markov Models (HMM)-based classification for handwritten annotation separation from a printed document on word level. Vertical profile projection-based features were used for recognition and classification in this work. Zheng et al. [43] described an algorithm for segmentation and identification of handwriting in noisy document image using structural and texture features like Bi-level Co-occurrence, Bi-level 2x2-grams, Pseudo Run Lengths and Gabor Filters. Fisher classifier was used to classify handwritten and printed text. However, overlapping of handwritten text on printed words was not considered in this work. To segment signatures from bank cheques and other documents Madasu et al. [44] proposed an approach based on a sliding window approach to calculate the entropy and finally fit the window to signature block. A major deficiency of this technique, however, is that a priori information about the location of the signature was assumed. Jang et al. [45] proposed a method for separation of printed and handwritten addresses on Korean mail images using geometric features-based classification. A multi-layer perceptron network was used as a classifier in their work. 

Farooq et al. [46] proposed directional Gabor filters for word level feature extraction and an Expectation Maximization (EM)-based probabilistic Neural Network was used for Arabic script classification containing printed and handwritten text. The performance of the system was evaluated using Neural Network and SVM. Peng et al. [47] used a modified K-Means clustering algorithm at an initial stage for classification of handwritten and printed text and then Markov Random Field (MRF) was used for relabelling. Structural and statistical features based on background and foreground information, connected component-based features and Gabor features were used. In another work [48], overlapped texts were segmented by shape context-based aggregation and MRF. Zhu et al. [12] described a multi-scale structural saliency approach to capture the dynamic curvature using a signature production model for signature detection and segmentation. Authors claim the saliency measure based on a signature production model effectively quantifies the dynamic curvature of 2-D contour fragments. The Tobacco-800 database and the University of Maryland Arabic database were used in their experiment. However, this method was not focused towards segmenting characters which were overlapping/touching with the signature.

Srinivasan and Srihari [49] proposed a method for signature-based retrieval of scanned documents. A model based on Conditional Random Fields (CRF) was used to label extracted segments of scanned documents as machine-printed, signature and noise. Next, a technique based on Support Vector Machine (SVM) was used to remove noise and printed text overlapping the signature images. Finally, a global shape-based feature was computed for each signature image. In a recent work Peng et al. [50] illustrate a modified tree-structured multi-class classifier to identify annotation and overlapping
text from machine printed documents. To overcome the over-fitting problem of a tree-structured classifier, a boosting algorithm was introduced which was able to take the advantages of the classifier and can handle the overfitting problem. Mazzei et al. [51] proposed a method for classification of handwriting annotation using pixel clustering techniques. DBSCAN (Density-Based Spatial Clustering of Application with Noise) clustering algorithm and decision tree classifier were used for classification of annotation into categories like underlined elements, symbol or short notes in between lines or over the text and notes on the blank portions. To the best of the researcher’s knowledge, however, substantial work on signature segmentation has not been done yet to segment the signatures that were overlapped or touched with printed text, logo, seal, etc.

Kumar et al. [52] applied multiple instance learning-based method for retrieval and localization of signatures and retrieval of machine printed documents. The document images were segmented into different regions using a Voronoi-based segmentation. A descriptor for each zone was computed for statistics of the frequency of each Three-Adjacent-Segment (TAS) feature occurrence. Finally, a single feature vector was obtained for each zone. Ahmed et al. [14] proposed a Speeded Up Robust Features (SURF)-based approach for signature segmentation from document images. As SURF is a part-based approach that represents image as a set of key points; the proposed approach extracts key points from the images. Next, a 128 bit descriptor was extracted from each key point and used to find the similarity between different key points. All the points having Hessian threshold less than 400 were neglected to filter the unimportant features from the images. The Euclidean distance metric was used as a distance measure. Finally, a majority voting-based approach was applied for the classification of the connected component. The method was evaluated on the publicly available Tobbaco-800 [1] dataset.

The following section discusses studies with similar objectives to those of this study, but which have used other content such as logos, or text, for example, instead of signatures for retrieval of documents. A content-based retrieval algorithm based on an hierarchical matching tree was proposed by Dewan et al. [53]. Hough transform-based feature descriptors were extracted from paragraphs and line blocks and based on these descriptors, documents were indexed. The similarity of two images was defined by the Euclidean distance between document feature points in space. Wang [54] proposed an algorithm for logo detection and recognition using a Bayesian model. A multi-level step-by-step approach was used for recognition of logos and the logo matching process involved a logo database. Here, a region adjacency graph (RAG) was used for representing logos, which models the topological relations between the regions. Finally, Bayesian belief networks were employed as well in a logo detection and recognition framework. Recently, Alaei and Delalandre [55] proposed a system for detection and recognition
from document images. A Piece-wise Painting Algorithm (PPA) and some probability features along with a decision tree were used for logo detection and a template-based recognition approach was proposed to recognize the logo.

### 2.3 Signature Recognition

Ozgunduz et al. [56] described a technique for off-line signature verification and recognition using global, directional and grid features of signatures. Global features like signature area, signature height-to-width ratio, maximum horizontal histogram, maximum vertical histogram, local maxima numbers of signature, edge point numbers of signature etc. were used. 8 different $3 \times 3$ mask directional features were also used in their work. As the recognition of signature represents a multiclass problem SVM’s one-against-all method was used for signature recognition task. Artificial Neural Network’s (ANN) back propagation-based classification was also performed on the dataset for comparison purposes.

Chalechale and Martins [57] proposed a method for Persian signature recognition based on line segment distribution of sketches. Chain codes information was used from thinned images for line segment detection. The chain codes were then converted into several micro chains by employing the extreme points of the first derivative of shifted smoothed chain code function. Next, micro chains were approximated by straight line segments. Length and position distributions of line segments were combined to make a compact feature vector. The feature vector was used for retrieving Persian signatures in a hypothetical paperless office.

In paper [58] Roy et al. presented a signature-based document retrieval technique from documents with a cluttered background. Here, a signature object was characterized by spatial features computed from recognition result of background blobs. The background blobs were computed by analysing character holes and water reservoir zones in different directions. Zernike Moment features were extracted from each blob and a K-Mean clustering algorithm was used to create the codebook of blobs. During retrieval, Generalized Hough Transform (GHT) was used to detect the query signature and a voting was cast to find possible location of the query signature in a document. The spatial features computed from background blobs found in the target document were used for GHT. The peak of votes in GHT accumulator validates the hypothesis of the query signature. The proposed method was tested on a collection of mixed documents (handwritten/printed) of various scripts.
Oz [59] developed a method for signature verification and recognition based on moment invariant features and Artificial Neural Network (ANN). It uses a four-step process: separates the signature from its background, normalizes and digitizes the signature, applies moment invariant vectors and finally implements signature recognition and verification. Two sequential neural networks were designed: one for signature recognition and another for verification (i.e., for detecting fraud). Verification network parameters change depending on recognition process results. There was a selection mechanism which determines verification network parameters for recognized signatures.

In another paper, Odeh and Khalil [60] described a signature verification and recognition method based on Neural Network. Four main features were extracted for signature recognition and verification, which are eccentricity, skewness, kurtosis, and orientation. Multi-layer Perceptron Neural Network was used for a signature recognition task in this work. Chalechale et al. [61] presented a method for document image decomposition and retrieval based on connected component analysis and geometric properties of the labelled regions. Documents having Arabian/Persian signature were considered for the experiment. First, the signature regions were detected and features were extracted from the detected regions. A novel angular-radial partitioning (ARP) method was used for verification. The ARP method is based on accumulating of the signature pixels in the sectors defined adjacently in the signature region. The magnitude of the Fourier transform in order to achieve rotation invariance was used.

Kudlacik and Porwik [62] presented a fuzzy-based approach for off-line handwritten signature recognition. First, the center of gravity was extracted from the signature image. After finding signature’s center of gravity, a number of lines were drawn through it at different angles. Cross points of generated lines and the signature sample, which were further grouped and sorted, were treated as the set of features. On the basis of such structures, obtained from a chosen number of learning samples, a fuzzy model was created, called the fuzzy signature. During a verification phase, the level of conformity of an input sample and the fuzzy signature was calculated.

### 2.4 Word Spotting

Significant work has been undertaken [19–21] in the area of word spotting to make the handwritten text available for searching and browsing. Word spotting is becoming popular in such fields because of the low computational cost in comparison to transcription of the entire text. Rath and Manmatha [19] proposed a classical method for word spotting using profile-based features and Dynamic Time Warping (DTW). A Recurrent Neural Network-based approach was described in [21] to make handwritten documents available
for word-based searching and indexing. The Neural Networks and CTC Token Passing algorithms were used for this word spotting task.

Hidden Markov Model-based methods are extensively used for modelling handwritten text, word spotting etc. In [20], Fischer et al. proposed a learning-based word spotting system that uses HMM sub-word models to spot keywords. The proposed lexicon-free approach can spot arbitrary keywords from the handwritten text. In [63], an HMM-based method was applied for word spotting from handwritten documents. Local Gradient Histogram (LGH) features were used in this work. Tan et al. [64] discussed a method which uses 3 different codes to encode the extreme position of the vertical bar pattern of a word and depending on if they made a feature vector for matching purpose. Lu et al. [65] proposed a technique to retrieve document images by a word shape coding scheme based on topological shape features including character ascenders/descenders, character holes, character water reservoirs etc. Li et al. [66] described a method where used features were convex hull and centroid-based. Distance ratio was also computed between centroid position and intersection points.

A few other methods have recently been proposed towards word spotting in [67–69] using structural and statistical features. Lu and Tan [68] proposed a method for word spotting in Chinese documents using used stroke density of grid feature and matching algorithm based on Weighted Hausdorff Distance measure. In [70] a method towards word spotting using statistical features was proposed by Konidaris et al. Terasawa and Tanakav [69] used a modified HOG feature for a word spotting task. Slit style HOG feature was a gradient distribution-based feature with overlapping normalization and redundant expression. It was reported that the algorithm will work for all script regardless. The algorithm was tested on samples of Japanese documents. Tarafdar et al. [71] described a method for word spotting from printed documents used the position of extreme points, vertical bar position, crossing count, and loop and background information of words as features. Longest Common Subsequences (LCS) and edit-distance value-based string matching technique was used for the similarity matching of words.

### 2.5 Numerical Field Extraction

Few research works have been published for automatic form field (e.g. numerical sequence) extraction from handwritten documents [10, 72–74]. Recently, field-based information retrieval has gained more popularity than recognition of full handwriting document. Koch et al. [72] proposed a method for automatic extraction of numerical fields from handwritten documents. The approach exploits the known syntactic structure of the numerical field to extract, combined with a set of contextual morphological features to find the best label of each connected component. The HMM-based syntactic
analyser on the overall document was employed to localize/extract fields of interest. The localisation of numerical fields was performed using the Viterbi algorithm.

Chatelain et al. [10] proposed a method for automatic extraction of numerical fields from handwritten incoming mail documents. Different feature sets such as contextual/morphological, chain code and statistical/structural were extracted. A multi-layer perceptron was trained over each feature set and measurement level combination of classifiers was achieved. The main objective of this work was to localize the fields of interest by rejecting the major part of the document. The false alarm rate was slightly decreased by the use of combination of classifiers. Chatelain et al. [73] described a method for automatic extraction of numerical fields (ZIP codes, phone numbers, etc.) from incoming mail documents based on a segmentation-driven recognition that aims at locating isolated and touching digits among the textual information. A syntactical analysis was then performed on each line of text in order to filter the sequences that represent a particular syntax known by the system. A two-stage recognition method was proposed in this work. First, a segmentation-driven recognition was performed in order to identify the numeral components such as isolated or touching digit. The second stage of the component recognition system was dedicated to the reject and separator identification among the digit recognition trellis.

Thomas et al. [74] proposed an HMM-based classification model for alpha-numerical sequence extraction. The handwriting modelling is text line oriented and HMM-based technique was used as probabilistic tools in handwriting sequence modelling [75]. Here, the global line model is based on HMMs, which was employed for dual representation of the relevant and the irrelevant information. The shallow parsing of text lines allows the fast extraction of information. To extract the desired numerical sequence, a syntactical analysis was performed on each line of text. Most of the papers mentioned here deal with alpha-numeric string extraction. The reported results show that spotting-based approaches in handwritten documents outperformed OCR-based systems in terms of accuracy and time complexity for such information extraction task.

### 2.6 Date-Field Extraction

Handwritten date information processing from scanned documents still remains very challenging and it is hard to propose an algorithmic method for automatic segmentation and recognition. Date pattern detection and interpretation in handwritten documents is challenging due to the unconstrained nature of handwriting of different individuals, touching numerals, different patterns of a single date etc. Thus, there are very few published research works available on automatic segmentation and recognition of date-field.
Suen et al. [76] focus on one of the most challenging parts of a cheque recognition system, the segmentation and recognition of the date written on the bank cheques. First, the method segments a date image by using the separator and two separators were used to detect the 'Year', 'Day' and 'Month' zones based on shape and spatial features. Next, numeric and non-numeric month fields were recognised by a connected digit recogniser and a cursive word recognizer. The recognition results were finally sent to a parser, which was used to interpret acceptable results and reject invalid ones. Experiments in their study were conducted on a sample data set of cheques with diverse colour designs and languages.

Xu et al. [77] described a method knowledge-based segmentation system for handwritten dates on bank cheques. The knowledge derived from the writing style information, syntactic and semantic constraints was utilized, and different knowledge sources were adopted at different stages. In order to improve the performance and efficiency of the system, date image segmentation was divided into two stages. In the Segmentation and Multi-hypotheses Generation stage, structural features and some contextual knowledge about writing styles (encoded in a pattern based grammar) were used in a knowledge-based module to solve most segmentation cases. Ambiguous cases were handled by multi-hypotheses generation module at this stage, for a final decision to be made when more contextual information and syntactic and semantic knowledge are available (i.e., multi-hypotheses evaluation was made in the recognition stage).

Morita et al. [4] describes a system to recognize handwritten dates based on HMM-MLP hybrid approach. The block diagram of the proposed system is shown in Fig. 2.3. The system first segments implicitly a date image into sub-fields through the recognition process based on an HMM-based approach. Next, a recognition and verification strategy was proposed to recognize the three obligatory date sub-fields (day, month and year) using different classifiers. Markovian and neural approaches were adopted to recognize and verify words and strings of digits respectively. A concept based on meta-classes of digits was introduced to reduce the lexicon size of the day and year and improve the precision of their segmentation and recognition.

![Figure 2.3: Date recognition system proposed by Morita et al. [4].](image-url)
Xu et al. [78] describes a system for automatic segmentation and recognition system for handwritten dates on Canadian bank cheques. A segmentation based strategy was adopted in this system. In order to achieve high performances in terms of efficiency and reliability, a knowledge-based module was proposed for the date segmentation and a cursive month word recognition module was implemented based on a combination of classifiers.

The proposed work towards date interpretation in this thesis deals with the multi-script scanned documents. Alpha-numeric characters of three languages (Bangla, Devnagari, and English) were labelled to locate the date-fields in the Indian multi-lingual documents. Recently, a method for date-field extraction from handwritten English documents [?] was proposed. The extended version of date-field extraction method deals with date extraction from multi-script (English, Devnagari, and Bangla) handwritten Indian documents. To the best of this researcher’s knowledge, there is no work available on date extraction in printed/handwritten multi-lingual documents.

2.7 Datasets

There are no standard public datasets for experimentation on document retrieval based on signature and date information. The Tobacco-800 [1] is a publicly available administrative document image collection which contains signatures and logo information. This dataset has been used for many signature-based document processing experiments. The SIG-DS-I and SIG-DS-II [5] are two publicly available offline signature datasets for signature matching/verification. The GDPS-960 [6] is a signature dataset used for signature recognition and verification for many experiments. Few samples of signatures are presented in Fig. 2.4 from the SIG-DS-I, SIG-DS-II, and GDPS-960 datasets.

An English digits dataset MNIST [7] (see Fig. 2.5) has been used in experiments related to digits recognition. The IAM-database [8] is an English sentence database which has been used for offline handwritten recognition. Fig. 2.6 shows some sample lines from IAM English handwritten dataset.

2.8 Performance Evaluation Techniques

The proper evaluation of any system is a crucial part to estimate the performance. The primary purpose of an evaluation is to show how effectively a system works in a particular environment. The most widely used performance evaluation measures are precision(P) and recall (R) [79] for any retrieval system. In document retrieval systems,
Figure 2.4: Samples of signature from (a,b) SIG-DS-I and (c,d) SIG-DS-II [5] datasets. (e-h) Samples of signature from GPDS [6] signature dataset.

Figure 2.5: Samples of numerals from MNIST [7] digits dataset.

Precision and recall are defined in terms of a set of retrieved documents and a set of relevant documents against a query.

Precision (P) is defined as the number of true positives ($T_p$) over the number of true positives plus the number of false positives ($F_p$), whereas Recall (R) is defined as the
number of true positives ($T_p$) over the number of true positives plus the number of false negatives ($F_n$).

\[
\text{Precision (P)} = \frac{T_p}{T_p + F_p} \quad (2.1)
\]

\[
\text{Recall (R)} = \frac{T_p}{T_p + F_n} \quad (2.2)
\]

The harmonic mean of precision and recall known as $F_1$ score is defined as follows.

\[
F_1 = \frac{P \times R}{P + R} \quad (2.3)
\]

Receiver operating characteristic (ROC) curve is a graphical plot that is widely used \cite{15} as well for reporting performance of the classification systems. The curve is created by plotting the true positive rate (TPR) against the false positive rate (FPR) at various threshold settings.

\[
\text{Figure 2.6: Samples of handwritten lines from IAM English handwriting dataset [8].}
\]

\[
\text{Figure 2.7: Sample ROC curve.}
\]
2.9 Summary

In this chapter a brief review of the techniques proposed by researchers towards signature and date information-based document processing are presented. The literature review reveals that an adequate volume of work has not been undertaken for document retrieval using signature and date information. However, there have been recent advances towards offline and online signature verification/authentication and a few established methods are available. Detection of signatures from a document with diverse layout and structures is a crucial task but is still an open research problem. It is also observed that robust techniques for representing signature shape used for signature recognition is still in its infancy. A significant number of works on script-identification, word-spotting and numeral recognition have also been found. However, not much work has been undertaken towards date processing and date-based document retrieval. Very few datasets specific to document retrieval are available. The literature review shows that researchers have used different datasets to evaluate their techniques, which has made it difficult to perform a comparative study of the results.
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The reviewed literature in the previous chapter reveals that research on document image retrieval using signature information has not yet been fully explored. It also shows that the research area consists of different challenges. In this context, some works were reported on content-based retrieval using a logo, seal, word image, etc., as a key element. But, document retrieval using signature information could also be a useful approach for searching/indexing of document images. This indicates that there is a huge amount of research scope available for developing such a document retrieval system. Moreover, processing of multi-script/multi-lingual documents has not been explored for document retrieval; hence, this research study will examine its significance and implementation. A multi-stage approach for document retrieval based on signature information is proposed in this study. The details of the experimental results obtained from the investigation of the proposed technique are presented as well.

This chapter is organized into different sections as follows. In Section 3.1 presents the introduction of signature-based document retrieval. Section 3.2 is devoted to the description of the proposed system. The proposed feature extraction and classification techniques are described in Section 3.3. Section 3.4 deals with the signature detection in a document. Section 3.5 describes the algorithm of signature segmentation. Section 3.6 describes the signature shape encoding and matching techniques and Section 3.7 presents the experimental results. Finally, 3.8 presents the summary of this chapter.

Major parts of this chapter are published in the paper titled ‘Signature Segmentation from Machine Printed Documents Using Contextual Information’, Mandal et al. [80].
3.1 Introduction

Automatic retrieval of documents from a large heterogeneous document image repository [1] based on signature information is a crucial problem in document image retrieval. Multiple stages such as signature detection, signature segmentation, and signature matching are involved in developing a signature-based document retrieval system. Signature detection in a document is challenging in many aspects. The unconstraint nature of signature, interclass variance, and complex document background are just a few of these challenges. Automatic signature detection and segmentation is also a challenging task due to its touching/overlapping strokes with other text or graphical components of the document. Often, a signature contains text characters as well as some graphical entities for beautification purposes. Thus, the segmentation of signature from the background is difficult as well as interesting due to unconventional signing style and appearance of background text information over the signature. There are many research studies which deal with automatic online/offline signature verification and recognition [81]. However, these approaches use only isolated signatures and cannot be applied in the context of documents with complex background. The signature matching task is an equally important stage in the system and has challenges for the reason of interclass variance. Four sample documents containing signatures as shown in Fig. 3.1 were used in the experiments.

3.2 The Proposed System

Automatic signature detection and segmentation are the initial stages of a signature-based document image retrieval system. The proposed system has three main stages: detection, segmentation, and matching of signatures. A flow diagram of the proposed system is given in Fig. 3.2 and shows the modules involved in the system. In the first stage, a component-based classification technique detects the potential signature components from other text and graphics components of a document. A signature may contain more than one component and in the second stage, the components are grouped to find the signature regions. A density-based clustering algorithm (DBSCAN [82]) is proposed for grouping the signature components in this stage. In the third stage, the segmented signature shape is characterized for matching with a query signature. The signature object is characterized here by spatial features from foreground strokes, background loops and background reservoirs. Finally, three distance measures are considered between the query signature and the signature in the target documents to retrieve the documents relevant to the query.
Figure 3.1: Signed printed documents of different scripts are shown here. (a,b) Samples of printed signed English documents from the 'Tobacco' [1] dataset. (c) A letter printed in Devnagari script and (d) an official notice printed in Bangla script.

3.3 Feature Extraction and Classification Techniques

In this section a brief description of the various features extraction and classification techniques used in the proposed method are detailed. The feature extraction techniques namely, 400-dimensional gradient features, Gabor-filter based features, Zernike moment-based features, and Bag-of-Visual-Words (BoVW) with SIFT descriptors are discussed.
Support Vector Machine (SVM) is considered for the classification task and is also discussed in this section.

### 3.3.1 400-Dimensional Gradient-Based Feature

The gray-scale local-orientation histogram of the component is used for 400 dimensional feature extractions. The feature is extensively used by the researcher [83] and hence this feature was used also in the experiment. To obtain 400 dimensional features the following steps are performed.

- First, size normalization of the input binary image is done. The image is normalized into $126 \times 126$ pixels based on the empirical analysis.
- The input binary image is then converted into a gray-scale image by applying a $2 \times 2$ mean filtering 5 times.
- The gray-scale image is normalized next so that the mean gray-scale becomes zero with maximum value 1.
- Next, the normalized image is segmented into $9 \times 9$ blocks.
- The Roberts filter is then applied on the image to obtain the gradient image. The arctangent of the gradient (strength of gradient) is quantized into 16 directions (an interval of $22.5^\circ$) and the strength of the gradient is accumulated with each of the quantized direction. By the strength of gradient, $f(x, y)$ means

$$f(x, y) = \sqrt{(\Delta u)^2 + (\Delta v)^2}$$

(3.1)

and by direction of gradient $(\theta(x, y))$ means

$$(\theta(x, y)) = \tan^{-1}(\Delta u/\Delta v)$$

(3.2)
where,
\[
\Delta u = g(x + 1, y + 1) - g(x, y),
\]
\[
\Delta v = g(x + 1, y) - g(x, y + 1)
\]
and \(g(x, y)\) is a gray-scale value at an \((x,y)\) point.

- Histograms of the values of 16 quantized directions (with an interval of \(22.5^\circ\)) are computed in each of \(9 \times 9\) blocks.
- Finally, \(9 \times 9\) blocks are down sampled into \(5 \times 5\) by a Gaussian filter \([83]\). Thus, \(5 \times 5 \times 16 = 400\) dimensional features are obtained.

### 3.3.2 Gabor Filter-Based Feature

Gabor filters \([84]\) are capable of representing signals in both the frequency and the time domains. The Gabor filter is the product of a sinusoid and a Gaussian:

\[
g(x, y; \lambda, \sigma, \theta, \phi, \gamma) = \exp\left(-\frac{x'^2 + \gamma^2 y'^2}{2\sigma^2}\right) \cos\left(2\pi \frac{x'}{\lambda} + \phi\right)
\]

(3.3)

where,
\[
x' = x \cos \theta + y \sin \theta,
\]
\[
y' = -x \sin \theta + y \cos \theta
\]

In this equation, \(\lambda\) represents the wavelength of the cosine factor, \(\theta\) represents the orientation of the normal to the parallel stripes of a Gabor function, \(\psi\) is the phase offset, \(\sigma\) is the sigma of the Gaussian envelope and \(\gamma\) is the spatial aspect ratio, and specifies the ellipticity of the support of the Gabor function.

To extract the Gabor filter-based feature, the image is normalized into \(20 \times 20\) dimension. Next, on the normalized image Gabor filter is applied at four orientations \((0^\circ, 45^\circ, 90^\circ \text{ and } 135^\circ)\). Then the moment is computed by using an average of these four Gabor orientations matrixes.

### 3.3.3 Zernike Moments-Based Feature

Zernike Moment is a class of orthogonal moment and has been shown to be effective in terms of image representation. Here, the definition of Zernike moments is briefly summarised. Zernike moments are based on a set of complex polynomials that form a complete orthogonal set over the interior of the unit circle \([85]\). Zernike moments are
defined to be the projection of the image function on these orthogonal basis functions. The basis functions $V_{n,m}(x, y)$ are given by

$$V_{n,m}(x, y) = V_{n,m}(\rho, \theta) = R_{n,m}(\rho)e^{jm\theta}$$

(3.4)

where, $n$ is a non-negative integer, $m$ is non-zero integer subject to the constraints $n - |m|$ is even and $|m| < n$, $\rho$ is the length of the vector from origin to $(x, y)$, $\theta$ is the angle between vector $\rho$ and the $x$-axis in a counter clockwise direction and $R_{n,m}(\rho)$ is the Zernike radial polynomial. The basis functions in equation 2 are orthogonal. The Zernike moment of order $n$ with repetition $m$ for a digital image function $f(x, y)$ is given by

$$Z_{n,m} = \frac{n+1}{\pi} \sum \sum_{x^2+y^2 \leq 1} f(x, y)V_{n,m}^\ast(x, y)$$

(3.5)

where, $V_{n,m}^\ast(x, y)$ is the complex conjugate of $V_{n,m}(x, y)$. To compute the Zernike moments of a given image, the image center of mass is taken to be the origin. A 72 dimensional Zernike Moments feature vector was computed for the experiment.

### 3.3.4 Bag-of-Visual-Words (BoVW) with SIFT Descriptors

The feature extraction module described here has three components. A flow diagram of feature extraction technique from an image is presented in Fig. 3.3. First, SIFT descriptors are extracted from the image. An image is divided into grids $(n \times n)$ to obtain $(n \times n)$ grids and from each grid one SIFT-descriptor is computed. Next, all the computed descriptors are used in the vector quantization step. The K-means clustering algorithm is used for vector quantization to create a visual codebook. Finally, the Spatial Pyramid Matching (SPM)-based scheme is applied for the final representation of an image. The general idea of the computation of SIFT-descriptors and the SPM employed in this work are described below in Section 3.3.4.1 and Section 3.3.4.2, respectively.

---

**Figure 3.3:** Flow diagram of the feature extraction module using Bag-of-Visual-Words with SIFT-descriptors.
3.3.4.1 SIFT Descriptor

The SIFT (Scale-Invariant Feature Transform) [86] is a local shape descriptor to characterize local gradient information. Here, a 128-dimensional vector for each key point is extracted which stores the gradients of $4 \times 4$ locations around a pixel in a histogram bin of 8 directions. The SIFT descriptor is scale and rotation invariant. The gradients are aligned to the main direction, which makes it a rotation invariant descriptor. Different Gaussian scale spaces are considered for the computation of a vector to make it scale invariant. The blue asterisk symbols in Fig. 3.4(a), 3.4(b) represent the $14 \times 14$ SIFT patches of a signature stroke and a printed word, respectively.

![Location of 14x14=196 SIFT patches of size = 16x16]

Figure 3.4: Blue asterisk symbols represent 196 (of 14x14) SIFT patches of (a) Signature component (b) Printed component.

3.3.4.2 Spatial Pyramid Matching (SPM)

The SPM is an extended version of the Bag-of-Features (BoF) model, which is simple and computationally efficient. As the BoF model discards the spatial order of local descriptors, it restricts the descriptive power of the image representation. The limitation of BoF is overcome by the SPM [87] approach, which is successfully applied on image categorization tasks. An image is partitioned into $2^l \times 2^l$ segments where $l = 0, 1, 2, 3, ..., n$; represents different resolutions. Next, the BoF histograms are computed within each of the $2^l$ segments, and finally, all the histograms are concatenated to form a vector representation of the image. SPM is equivalent to BoF, when the value of the scale $l = 0$. Here, pyramid matching is performed in two-dimensional image space and uses a traditional clustering technique in feature space. The number of matches at level $l$ is given by the histogram intersection function:
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\[ I(H_X, H_Y) = \sum_{i=1}^{D} \min(H_X(i), H_Y(i)) \] (3.6)

Finally, the representation of the image for classification is the total number of matches from all the histograms, which is given by the definition of a pyramid match kernel:

\[ K_\Delta(\Psi(X), \Psi(Y)) = \sum_{i=0}^{L} \frac{1}{2^i} N_i \] (3.7)

where, \( N_i \) is the number of newly matched pairs at level \( i \) and the value is determined by subtracting the number of matches at the previous level from the current level.

\[ N_i = I(H_i(X), H_i(Y)) - I(H_{i-1}(X), H_{i-1}(Y)) \] (3.8)

### 3.3.5 Classification Technique: Support Vector Machine (SVM)

SVM is a popular classification technique which can successfully be applied to a wide range of applications [88]. The Support Vector Machine (SVM) is used as one of the classification technique for block, word and character level classification in this experiment. The SVM is defined for two-class problems and it looks for the optimal hyper plane which maximizes the distance, the margin, between the nearest examples of both classes, named support vectors (SVs). Given a training database of \( M \) data: \( x_m | m = 1, ..., M \), the linear SVM classifier is then defined as: \( f(x) = \sum_j \alpha_j x_j + b \) where \( x_j \) are the set of support vectors and the parameters \( \alpha_j \) and \( b \) are determined by solving a quadratic problem [88]. The linear SVM can be extended to various non-linear variants; details can be found in [88, 89]. The Gaussian kernel SVM outperformed other non-linear SVM kernels in this experiments, and hence the results reported are based on the Gaussian kernel only. The Gaussian kernel is of the form:

\[ k(x, y) = e^{-\gamma \|x - y\|^2} \] (3.9)

The SVM provides a class label along with its recognition confidence as weight for a fed feature. The value of the weight lies between 0 and 1. The combined information based on class level and recognition confidence are used in the experiments.
3.4 Signature Detection

Signature detection from a document is challenging as a signatory marks their signatures in different styles. A signature generally consists of some large strokes in comparison to the strokes of the printed text. This distinct feature of a signature was used to discriminate signature from printed text. Different feature extraction techniques based on structural, statistical features \([40, 41, 43]\), Gabor \([46, 50]\) and geometric features \([45]\) and various classification model such as HMM \([42]\), K-Means clustering \([47]\), Neural Network \([40]\) and Multi-layer Perceptron (MLP) Network \([45]\) were reported in some of the published work on handwritten and printed text separation. In the proposed work, two different approaches were developed for the signature detection. Different features were computed and a SVM-based classification has been done. In the first approach, two different features namely, Texture (e.g. Zernike Moment-based and Gabor Filter) and Gradient (400 Dimensional feature) were analyzed. This analysis as well as literature review reveals that the gradient-based features performed better than texture features and were applied successfully in many works for signature detection. Hence, gradient-based features were used in the proposed approach for the classification of potential signature and printed text blocks using Support Vector Machine (SVM). In the second approach, Bag-Of-Visual-Words (BoVW)-based technique powered by SIFT descriptors with SVM-based classifier were considered for signature detection. Considering the various issues mentioned in Section 3.1 for signature detection, the proposed method attempts to address them in this section.

3.4.1 Signature Detection using Gradient-Based Features

The proposed work focuses on the detection of a signature from a printed document by eliminating the touching/overlapping characters that are often found on a signature portion of a document and hence, a two-step approach was proposed. A block diagram of the proposed approach is shown in Fig. 3.5. In the first stage, the binarized image was segmented into blocks using a morphological operation. Then, block level feature analysis (module T1 in Fig. 3.5) was performed to discriminate the potential signature blocks from the printed words/text blocks. The 400-dimensional gradient-based features 3.3.1 were used with Support Vector Machines (SVMs) as a classifier for this work (sub-modules C1 and C2 in Fig. 3.5).

A signature block may contain isolated as well as touching printed characters because of the overlapping of signature with printed text. Hence, in the second stage, printed characters, that may be present in isolated form or overlapped/touched with
signature parts, were removed from signature blocks. To remove such characters, hypothetical zones of overlapping/touching printed text were computed in the signature block. Bounding box information of neighboring printed word blocks and local linearity of character strings near the signature blocks were used to detect these hypothetical zones (module T2 in Fig. 3.5). Using skeleton analysis, all the junction points that belong to hypothetical zones in a signature (module T3 in Fig. 3.5) were computed.

Next, a polygon approximation technique (module T4 in Fig. 3.5) was used to find the corner points on contours that belong to hypothetical zones. The information of junction points and corner points were used to find candidate segment lines inside those hypothetical zones. Finally, using these candidate segmentation lines, the touching
characters from the signature blocks were separated. Block wise word extraction and classification techniques are described in the following subsections.

3.4.1.1 Block-Wise Signature and Printed Text Classification

A classification-based approach using Support Vector Machine (SVM) was used to identify potential signatures components in a document. Two main stages of this approach are as follows:

3.4.1.1.1 Block/Word Extraction

Signed document images were in gray tone and the Otsu-based [90] threshold selection method was used to convert them into two-tone images (0 and 1). The digitized image may contain spurious noise pixels and irregularities on the boundary of the characters, leading to undesired effects on the system. To remove some of the above noises the image was smoothed [91] and the Hough Transform-based method was used to correct the skew of the documents.

The binarized document image was first segmented into words based on the inter-character spacing. For this purpose a morphological dilation operation [47] using a $5 \times 5$ structuring element was performed and a connected component labelling method was applied to find the bounding boxes of the word patches on the dilated document image. It was noticed that size of this structuring element performed well in the experiment. After finding the bounding box information of all the patches, any which overlap were merged. If the bounding boxes of two word blocks share a common area and if the shared area was more than 10% of any individual word’s bounding box area, these two words overlapping were considered. The top-left and the bottom-right co-ordinates of the bounding box of the merged words were noted and based on the positional information of the bounding box of such word patches, the respective positions of the words were then extracted from the original document.

To discriminate the signature from a printed document, the features of all the components obtained from the component analysis were computed. A robust gradient-based feature extraction technique and the SVM as classifier were used in the experiment to classify those segmented words as a signature or printed words. The feature extraction technique and the classifier used in this method are described in Section 3.3.1 and Section 3.3.5 respectively.
3.4.1.1.2 Block/Word Level Classification

As described in Section 3.3.1, gradient features of the segmented words were computed and the feature vectors were fed into an SVM classifier [88] (Gaussian kernel with Radial Basis Function) for classification of blocks into a signature and printed word. The SVM (see Section 3.3.5 for a detailed description) was defined for a two-class problem: signature blocks and printed word blocks identification. The SVM provides a class label along with its recognition confidence as a weight for a fed feature. The value of the weight lies between 0 and 1. The combined information based on class level and recognition confidence was used for final classification decision. Two resultant images are shown in Fig. 3.6 after detection of signature blocks in document images.

3.4.1.2 Printed Text Portion Removal from Signature Block

In a signature block, there may appear some printed characters along with some horizontal ruling lines. The printed characters appear mainly in two different forms: isolated form and touching/overlapping form with the signature. Sometimes, the ruling lines in document images may overlap with the signature strokes. Towards the removal of such ruling lines from the signature regions, first, the horizontal projection profile (See Fig. 3.7) of the signature block was computed to find the positions of ruling lines. Once the ruling lines were detected using the profile peak information, these lines were removed using the width information of ruling lines.

To remove the printed text portion from a signature block, first, some hypothetical printed text zones were computed in the signature block based on the neighboring printed text block information. Next, the printed text portions were removed from these hypothetical zones. Computation of the hypothetical printed text zones and the separation of text characters from these zones are discussed in the following sections.

3.4.1.2.1 Selection of Hypothetical Printed Text Zone in a Signature Block

A few isolated printed characters in the signature block may appear as mentioned earlier. Isolated characters mainly appear due to a morphological operation of the binary image, which was applied in the block extraction step. As connected component analysis was applied to the resultant image after the morphological operation, the isolated printed characters, which were very near to the signature, might have included in the signature block for their proximity.

Also, a signature may touch some printed characters during the writing of a signature. The printed characters were identified for removal from the signature blocks. To do so, the hypothetical zones of printed text were detected in a signature block. A hypothetical
Figure 3.6: Results of block-level signature detection. The detected signature blocks are marked by thick bounding boxes. Here, (a) and (b) show the signature regions are overlapped with printed text in the documents.

printed text zone refers to the area where a signature block contains the isolated or touching/overlapping printed characters. The other area in the signature block refers to
Fig. 3.7: The figure (left) shows touching of the signature image with the ruling lines. The horizontal projection of the image is shown on the right side.

The signature zone (See Fig. 3.8).

The hypothetical zones of the printed text were estimated using the height and positional information of the neighboring printed word blocks/characters of a signature block. The neighboring word blocks of a signature block were selected first using boundary growing algorithm of the signatures block components in the left-right direction. From the boundary information of the neighboring printed word blocks, hypothetical printed text zone was calculated. If no neighboring word blocks exist on both sides of the signature block, the presence of isolated text characters was checked in the signature block itself. This is because sometimes there might not be any neighboring word blocks. The size of the printed text characters in that document was estimated using a character size histogram analysis.

Let, \( h_p \) is the mode of the character sizes in that document. Next, the isolated characters from the signature block of size less than \( h_p \times 2 \) were considered and the bounding box information of these characters were computed. The upper and the lower boundary lines of these printed characters were then calculated from the bounding box information. The isolated text characters in a single text line were finally verified by the consensus of bounding box information of these characters. The area between these two lines (upper and lower) was considered as hypothetical printed text zone. The uppermost and lowermost rows from the printed text zone were considered as Urow and Lrow (see Fig. 3.9) of the hypothetical printed text zone, respectively. In Fig. 3.9(a) and Fig. 3.9(b), the upper boundary and the lower boundary of these zones are marked by dotted lines. It is to be noted that there may present more than one printed text zones in a signature block and these are all detected using neighboring printed character analysis.

3.4.1.2.2 Segmentation of Printed Text Portion from Hypothetical Zone

Removal of Isolated Characters: Here first the isolated character components in the signature blocks were considered for removal. If the sizes of isolated components were less than the estimated printed character size \( h_p \times 2 \) and were inside the hypothetical printed text zones, these components were identified as printed characters and thus eliminated from the signature block. In Fig. 3.9(a) and Fig.3.9(b), the characters included in
Figure 3.8: Computation of hypothetical printed text zones using bounding box information of characters (bounding boxes of the isolated characters are marked in red). Three printed text zones are shown here.

the signature block (on the left side) and signatures after removal of isolated printed characters (on the right side) are shown.

Segmentation of Touching/Overlapped Printed Text: As discussed earlier, the printed text characters which were included in the signature block and touching/overlapped with the signature cannot be separated by word block classification analysis. To remove such characters the hypothetical printed character zones information (as discussed in Section 3.4.1.2.1) of the signature block was used and it was assumed that the touching/overlapped printed characters exist inside these zones only. From the experiment it was noted that the accuracy of hypothetical printed text zone extraction method was 98.35%. For the segmentation of these touching/overlapped printed text characters, the skeleton and the contour information of the signature block was used. The skeleton/thinned image produces the junction points of strokes of the signature portion and the printed characters, whereas contour image helps to estimate the corner regions in the touching regions for effective segmentation process. Junction points, contour corner points detection and touching/overlapped text segmentation are discussed as follows.

- Computation of Junction and Contour Corner Points: The skeleton image was obtained by a rotation invariant rule-based thinning algorithm [92]. Due to the spurious effect of thinning, sometimes the strokes can be over-segmented. To avoid this, the image was smoothed before the thinning process. The junction points in this thinned image were then detected by searching the pixel locations where three
or more neighbors exist. The junction points that lie in the hypothetical printed text zones were kept for possible segmentation.

The corner points in the contours were computed using a polygonal approximation method. The polygonisation provides corner points which were at the corner of edges. The Douglas and Peucker [93] polygonal approximation algorithm was used for this purpose. The value of the tolerance threshold in this algorithm was set with the average stroke width of the signature block. For a component, the stroke width $S_w$ was calculated as follows. A component was scanned both row-wise and column-wise. Suppose $n$ different runs of lengths $r_1, r_2, ..., r_n$ with frequencies $f_1, f_2, ..., f_n$, respectively, were obtained from the component by the scanning. Then $S_w$ was considered as the run-length $r_i$ having the maximum frequency. In other words, stroke width ($S_w$) will be $r_i$ if $f_i = max(f_j), j = 1, 2, ..., n$.

This polygonal approximation algorithm is well adapted to localize hard curvature points along a border. The corner points are necessary for segmentation because
Figure 3.10: (a) and (c) show the skeleton images after performing thinning operation on signature of Fig. 3.9 (a) and (b) respectively. (b) and (d) display the respective junction points inside the printed text zones of these signature blocks.

when the printed characters are touching with the signature strokes, they usually form corners at the touching region. Junction points and corner points obtained from hypothetical printed text zone are shown in Fig. 3.10 and Fig. 3.11, respectively.

- Touching/Overlapped Text Segmentation: When a character touches a signature, smoothness of the signature contour will be affected at the touching portion. Here the idea is to find some possible touching points and verify them according to the smoothness of the signature contour. For this purpose, the process is as follows.

After computation of the junction points (on the skeleton) and the corner points (on the contour) of the hypothetical printed text zone, the printed characters which were touching/overlapped in these regions were separated. For this purpose, first, the signature strokes that pass from the signature zones (outside of hypothetical printed text zone) to the hypothetical printed text zones were detected by scanning the hypothetical printed text zone from left to right. Next, some points where
Figure 3.11: Figure shows the contour and junction points in printed text zones of the signature. (a) and (d) show the signature images with all the contours points marked by red colour. Junction points belong to the printed zones are marked by green circles. (b) and (e) show the contour points which are inside the printed zones and close to the junctions points. (c) and (f) show the contours candidate points for possible segmentation cut.

Urow or Lrow (Urow and Lrow are described in Section 3.4.1.2.1) touches the signature strokes were found. From these touching points of the signature strokes, the contours (both sides) of strokes were traced towards the hypothetical printed text zones.

During the tracing of signature strokes from the touching points, if a corner point (obtained by polygon approximation) was visited, that corner point was considered as a candidate corner point. The nearest junction point of this candidate corner point was then searched. If a junction point was obtained, the corner points surrounding (having a distance less than $2 \times S_w$) this junction point was also searched. The orientations of these corner points with the candidate corner point were computed. The distance between a junction point and corner point was considered as less than $2 \times S_w$ in the experiment. Here $S_w$ is the stroke width of the segmentation block which discussed earlier. It should be noted that because of different writing medium of signatures, stroke width may differ. Since the method is based on stroke width, it can adapt and work well for different signatures.
For each junction point, a segmentation cut was chosen using a pair of corner points and the orientation of skeleton lines. A segmentation cut is defined by the line joining a pair of candidate corner points. As more than one segmentation cut might exist, the best segmentation cut was chosen according to the orientation of strokes of the thinned image at the junction point. The orientation was computed locally at each junction point based on the neighboring pixels. Finally, the segmentation cut was verified by checking the bounding box of the segmented stroke. If the bounding box of the segmented stoke was within the hypothetical printed text zone, they were identified as text characters and removed. This process of segmentation was performed recursively until the tracing reaches stroke ends or crosses the hypothetical printed text zone. Algorithm 1 shows the major steps of the segmentation module of the proposed approach. Fig. 3.12(b) shows a sample segmented signature after removal of printed characters and the blue colour pixels of Fig. 3.12(a) shows the pixels that were removed from signature.

Algorithm 1 Signature strokes segmentation

**Require:** Printed text zones ($Z_p$) containing Corner points ($C_p$) and Junction Points ($J_p$)

**Ensure:** Signature strokes are separated from printed text characters

Step 1: Find all text strokes ($S_p^i$) in $Z_p$ by scanning left to right

for Each $S_p^i$ that touches Urow/Lrow of $Z_p$ do

Step 2: Select a corner point ($C_p^i$) by tracing the contour

Step 3: Find the junction point ($J_p^i$) nearest to $C_p^i$

Step 4: Find other corner points ($C_p^k$) near $J_p^i$ having Euclidean distance $\leq 2 \times S_w$

for Each corner point ($C_p^k$) do

Step 5: Compute orientation $\theta_{ik}$ between $C_p^i$ and $C_p^k$

Step 6: Select best $C_p^k$ according to similarity of $\theta_{ik}$ to local orientation at $J_p^i$

if Residual part after segmentation cut obtained by $(C_p^i, C_p^k)$ is inside $Z_p$ then

Step 7: Select $(C_p^i, C_p^k)$ as final segmentation cut

end if

end for

Step 8: goto Step 2

end for

3.4.2 Signature Detection using Bag-of-Visual-Words (BoVW)

An efficient patch-based SIFT descriptor with a Spatial Pyramid Matching (SPM)-based pooling scheme was applied for feature extraction in the proposed signature detection task. Detail descriptions of computation of grid-wise sift descriptors and SPM are presented in Section 3.3.4. Here, detection of signatures was achieved by a classification-based approach. Components in a document were classified into two classes (i.e. signature components and printed components). The feature extraction module used here
has three components. A flow diagram of feature extraction and classification for signature detection is presented in Fig. 3.3. First, SIFT descriptors were extracted from the components of the signature and the K-means clustering algorithm was used to create the codebook. Next, the SPM-based scheme was applied for the final representation of an image. Finally, the SVM was employed for classification. The general idea of the SIFT-descriptors and the SPM were applied in the proposed approach are described in Section 3.3.4.1 and Section 3.3.4.2, respectively.

**BoVW-Based Feature Extraction:** This section briefly describes the feature extraction and classification method at the component level for signature detection. First, the component image was divided into $14 \times 14$ patches to obtain a dense regular grid instead of interest points based on the comparative evaluation of Fei-Fei and Perona [94]. The higher dimensional SIFT descriptors [86] of the $16 \times 16$ pixel patch were computed over each patch. Next, the K-means clustering technique was applied on the extracted SIFT descriptors from the training set for the generation of the codebook. The typical vocabulary size for the experiments was 256. The number of patches ($14 \times 14$) and the size of the vocabulary (256) was selected empirically as no significant increase in performance beyond these numbers was noticed. Finally, an SPM scheme was employed to generate the feature vector, which was then fed to the SVM classifier [88]. In this experiment, the image was divided into $2^l \times 2^l$ segments in three different scales $l = 0, 1$ and 2. 21 ($16+4+1$) BoF histograms were computed (SPM configuration was adopted from Lazebnik et al. [87]) from these three levels, and all the histograms were concatenated to get
the final vector representation of an image. The equation below represents the pyramid match kernel for three scales:

$$K_{\Delta} = I_2 + \frac{1}{2}(I_1 - I_2) + \frac{1}{4}(I_0 - I_1)$$

(3.10)

**Classifier:** Support Vector Machine (SVM) [88] was used as a classifier in the experiments; details are presented in Section 3.3.5. The reported results are based on the Gaussian kernel SVM as the Gaussian kernel outperformed other non-linear SVM kernels. The hyperparameters of the SVM were set as follows: kernel type = RBF, $\gamma = 1$ and $C = 1$. The best results were achieved by setting the above values of these parameters, which were determined by a validation process.

The qualitative signature detection results on single script documents are shown in Fig. 3.14. Fig. 3.15 shows the signature detection results on two sample multi-script documents.
Figure 3.14: Classification result of printed and signature/handwritten components on the documents shown in Fig. 3.1. (a,b) English (‘Tobacco’), (c) Hindi and (d) Bangla. Printed text and signature/handwritten components are marked in blue and red, respectively.

3.5 Signature Segmentation

A signature can consist of one or more components and a document can contain more than one signature. Hence, multiple components of the signature can be present and can be detected as well in a document. Moreover, some misclassified non-signature
components can also be present in the document. Thus, proper segmentation algorithm of signatures is an important task.

Therefore, a grouping of all the components belonging to a signature is required for signature matching with the query signature. To group signature components, first, corner points from the document image were computed and then a density-based clustering algorithm (DBSCAN [82]) was applied for discovering clusters of signature components. The algorithm computes the number of clusters starting from the estimated density distribution.

### 3.5.1 Corner Points Computation

Corner points from the components of the document were first computed using Harris-Stephens combined corner/thin edge detector algorithm [95] which is invariant to rotation, shift or even affine change of intensity. The variance of light was computed using the local auto-correlation energy function:

\[
E(x, y) = \sum_{u,v} W_{u,v}(I(x + u, y + v) - I(x, y))^2
\]

where \((u, v)\) denote a neighborhood of \((x, y)\). A smooth Gaussian circular window with...
is the window function, and normally its value is 1, whereas \( I(x+u, y+v) \) is the shifted intensity. Fig. 3.16 shows two sample signatures where corner points are plotted using blue markers. Next, the co-ordinates of corner points were fed for processing by density-based spatial clustering.

\[
W_{u,v} = \exp\left(-\frac{u^2 + v^2}{2\sigma^2}\right)
\]

3.5.2 Density-Based Clustering

DBSCAN is a clustering algorithm proposed by Ester et al. [82], which finds the number of clusters starting from the estimated density distribution of corresponding nodes. It shows its efficiency on a large spatial database of synthetic data as well as real data by discovering the clusters of arbitrary shape. In comparison to other clustering algorithms, it requires minimal domain knowledge. The algorithm prerequisite only one parameter (i.e. distance threshold which was used to determine the maximum distance among points in a cluster) and the algorithm also supports the user in determining the appropriate value for it.

In the proposed component grouping work, an iterative method was used to set the threshold value, and for the iteration, some clusters from the corner points obtained from the segmented documents were computed. First, a maximum threshold for a density-based clustering algorithm was computed based on the size of the query signature. Ten percent of the maximum threshold was used as an initial threshold for the clustering in the first iteration. Next, the bounding box of all the clusters and then the features from each of the clusters’ bounding boxes were computed.

The details of the cluster level feature extraction and matching techniques are described in Section 3.6. In the next step, features with the query signature’s feature were matched and the minimum matching distance obtained from this iteration was stored. The distance threshold was increased by ten percent for the next iteration. If the minimum matching distance from any iteration was larger than the previous one the process was stopped and the minimum distance from the previous iteration was considered as
the final minimum distance. The step-by-step algorithm is presented in Algorithm 2. Although, the component grouping algorithm has scope for ten iterations, it was noticed from the experiments that signature components were properly grouped within the first three iterations. Fig. 3.17 shows some sample results from the signature component grouping experiment. In Fig. 3.17(a1) components were grouped into 6 clusters and the components of the actual signature were grouped into two clusters after the first iteration. Fig. 3.17(a2) and Fig. 3.17(a3) show the result after the second and third iterations respectively where the actual signature components were grouped properly into one cluster. In the second iteration, actual signature components were grouped properly.

**Algorithm 2** Grouping of signature components and matching with the query signature

**Require:** A query signature with the document to be matched
**Ensure:** Return a matching score with the query signature

\*Computation of Maximum Threshold (MaxTh) for DBSCAN clustering. Height and Width refer to the query signature’s height and width\*

1. \(\text{MaxTh} \leftarrow \max(\text{Height}, \text{Width})\)
2. \(\text{InitTh} \leftarrow \text{MaxTh} \times 0.1\)
3. \(\text{DistMatch} \leftarrow -1\)
4. \(\text{MinDistPreviousStep} \leftarrow -1\)

**for** \(k \leftarrow \text{InitTh} \text{ to MaxTh step InitTh} \text{ do}\)

5. \(C \leftarrow \text{DBSCAN} (\text{CornerPoints, } k, \text{MinPoints})\)

\*C refers to clustered corner points, CornerPoints refer to Harris-Stephens corner points computed from the documents and MinPoints refers to the minimum points threshold. The cluster bounding box refers to a rectangle computed using the boundary points of the cluster\*

**for** Each Cluster in C \(\text{do}\)

6. Extract feature from cluster bounding box image
7. \(\text{Dist} \leftarrow \text{FuncMatchDist} (\text{QuerySignature, TargetSignature})\)

   - **if** \(\text{DistMatch} < 0\) **then**
     - \(\text{DistMatch} \leftarrow \text{Dist}\)
   - **else**
     - **if** \(\text{DistMatch} \geq \text{Dist}\) **then**
       - \(\text{DistMatch} \leftarrow \text{Dist}\)
     - **end if**
   - **end if**

**end for**

**if** \(\text{MinDistPreviousStep} < 0\) **then**

10. \(\text{MinDistPreviousStep} \leftarrow \text{DistMatch}\)
**else**

11. **if** \(\text{MinDistPreviousStep} > \text{DistMatch}\) **then**
    - \(\text{MinDistPreviousStep} \leftarrow \text{DistMatch}\)
  **else**
    - **Step 12:** Return \(\text{DistMatch}\)
  **end if**
**end if**

**end for**
3.6 Matching with the Query Signature

In this section, the signature shape encoding technique and matching procedure for the retrieval of documents are described. The encoding of signature images is almost the same as the proposed feature extraction technique described for signature components detection in Section 3.4. However, the signature background information along with the foreground information for encoding the signature are incorporated here.

3.6.1 Foreground-Based Feature

The shape coding technique of signatures also involves three steps as discussed in Section 3.2. First, to code the shape of the signature, the signature image was divided into densely sampled local patches and a descriptor has been computed from each of the patches. Here, signature images were divided into 900 (30 \times 30) patches and one SIFT descriptor was computed from each patch. The number of patches determined in this stage was based on experimentation. Next, 900 SIFT-descriptors were used in the next process of computation of features based on codebook learning and a 3 level Spatial Pyramid Matching-based technique. Fig. 3.19(a1), Fig. 3.19(b1) and Fig. 3.19(c1) show 900 descriptor patches from three samples of foreground signatures namely English, Hindi and Bangla respectively.
3.6.2 Background-Based Feature

The cavity regions and loops in a signature are referred to as background information in this approach. The cavity regions were obtained using the Water Reservoir concept [96]. The water reservoir in all four directions (top, bottom, left, right) and loops present in an image were used. Fig. 3.18 shows reservoirs from all four directions extracted from a signature. Here, the background signature image was also divided into 900 (30 × 30) patches and one SIFT descriptor was computed from each patch. Next, 900 SIFT-descriptors were used in the next step for computation of features using code-book learning and a Spatial Pyramid Matching-based technique. Fig. 3.19(a2), Fig. 3.19(b2) and Fig. 3.19(c2) show three sample signatures from English, Devnagari, and Bangla, respectively, where the images were divided into 30 × 30 grid patches and the patch centres are marked. Finally, the foreground and background features were concatenated to get the final features.

![Figure 3.18: Loops and water reservoirs in three signature images are shown and red is used to mark the reservoirs. The original signature, loops and the water reservoir from top, left, right and bottom sides are shown respectively in (a1- a6) for English, (b1- b6) Hindi and (c1- c6) Bangla signatures.](image)

3.6.3 Distance between Signature Images

Three matching distances such as Euclidean distance, rank correlation and DTW-based methods for computation between the query signature and signatures from the document images were considered. Given the two feature vectors $X_m | m = 1, 2, ..., n$ and
\[ Y_{m|m = 1,2,...,n} \text{ similarity distance between } X \text{ and } Y \text{ using the Euclidean distance was calculated using Equation 3.11. Equation 3.12 shows the formula for the linear correlation coefficient, which measures the strength and direction of a linear relationship between the vectors of a query signature and signatures from the documents.} \]

\[
\text{Distance}_{\text{Euclidean}}(X,Y) = \sqrt{\sum_{i=1}^{n} (X_i - Y_i)^2}
\]  \hspace{1cm} (3.11)
\[ Corr(X, Y) = \frac{n \sum XY - \left( \sum X \right) \left( \sum Y \right)}{\sqrt{n \left( \sum X^2 \right) - \left( \sum X \right)^2} \sqrt{n \left( \sum Y^2 \right) - \left( \sum Y \right)^2} } \]  

(3.12)

Here DTW was used on two sequences of feature vectors. The DTW distance between two vectors \(X\) and \(Y\) were calculated using a matrix \(D\). Where

\[ D(i, j) = \min \left( \begin{array}{ccc} D(i, j - 1) \\ D(i - 1, j) \\ D(i - 1, j - 1) \end{array} \right) + d(x_i, y_i) \]  

(3.13)

\[ d(x_i, y_i) = \sum (X_i - Y_j)^2 \]  

(3.14)

Finally, this matching cost was normalized by the length of the warping path. Here, it was observed that slant and skew angle of a signature class were usually constant but the larger variation normally lies in character spacing. DTW performed better in the experiment because of the flexibility to compensate such variations.

### 3.7 Results and Discussion

This section evaluates the performance of different levels of the proposed signature-based document retrieval approach by considering various measures. The different datasets used in the different level of experiments are described in Section 3.7.1. Qualitative and quantitative results are detailed which shows the efficiency of the proposed approach.

#### 3.7.1 Datasets

To detect the signature blocks in printed text documents using 400-dimensional gradient-based feature (Section 3.3.1 presents the feature details), The SVM-based classifier was trained for two classes (i.e. Signature and Printed word). The GPDS signature dataset [81] and English printed words block dataset were used to train the classifier. Here, the SVM-based classifier was trained with 3080 signatures blocks considered from GPDS dataset and 7684 English word blocks extracted from different types of printed document collected mainly from books, daily newspapers, official documents, magazines, journals etc.

For testing the proposed system of signature segmentation, the dataset of ‘Tobacco-800’ industrial archives [1] was used. The documents were written in English and the signatures on these documents also contain handwritten English characters. In the
‘Tobacco-800’ dataset, no ground truth of signatures is available based on pixel count information. Thus, the pixel-level ground truth was prepared for the evaluation of the system. A total number of pixels on a signature component with and without touching/overlapped printed characters was counted for the quantitative performance of the method. By using a template matching technique, a measure of difference on pixel count was taken for a quantitative measure.

There exists no standard dataset consisting of signatures and printed components of English, Devnagari and Bangla scripts to train the SVM classifier at the signature detection stage for multiscr ipt documents. Hence, a dataset was created using components of English, Devnagari, and Bangla scripts. Printed components were extracted from different types of documents such as newspaper, books, magazines etc. English signatures used in the experiment were extracted from the ‘Tobacco’ dataset. The Hindi and Bangla signatures used for training the SVM classifier were taken from the dataset created by Pal et al. [97]. The signatures were collected from 300 and 200 writers of Hindi and Bangla, respectively.

Table 3.1 and Table 3.2 shows the details of the training and test data used in the multi-script document retrieval experiments respectively. It should be noted that the training and test datasets were different in the experiments. In total, 7390 and 5854 components of printed and signature/handwriting respectively were used from the English script to train the SVM classifier for signature detection experiment on English documents. Likewise, 7670 and 5618 components of printed and signature/handwriting from Devnagari script and 5575 and 6950 components of printed and signature/handwriting from Bangla script were used. These components were also used to train the classifier for bi-script document classification (i.e. documents shown in Fig. 3.13). The document retrieval system was tested on three sets of document data for the three scripts considered in this experiment. The ‘Tobacco’ dataset was used for testing the system on English script. A database of 560 official notices and letters written in Devnagari, Bangla, and bi-lingual scripts was also created. In total, 300 documents of Devnagari and 260 documents of Bangla script are present in the collected dataset. The dataset of logos from the Laboratory for Language and Media Processing, University of Maryland [98] along with 400 downloaded logos has been used for document retrieval experiments based on logo information. A few samples of logos are presented in Fig. 3.20.

![Logo dataset samples](image-url)
Table 3.1: The dataset used for training the SVM classifier for signature detection

<table>
<thead>
<tr>
<th>Types of Data</th>
<th>English</th>
<th>Hindi</th>
<th>Bangla</th>
</tr>
</thead>
<tbody>
<tr>
<td>Printed components</td>
<td>7390</td>
<td>7670</td>
<td>5575</td>
</tr>
<tr>
<td>Signature/Handwritten components</td>
<td>5854</td>
<td>5618</td>
<td>6950</td>
</tr>
<tr>
<td>Logos</td>
<td>106+400</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3.2: The dataset used for testing the signature detection system

<table>
<thead>
<tr>
<th>Types of Data</th>
<th>English</th>
<th>Hindi</th>
<th>Bangla</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full page documents</td>
<td>‘Tobacco’ [1] 300</td>
<td>260</td>
<td></td>
</tr>
</tbody>
</table>

3.7.2 Empirical Analysis for Selection of Gradient Feature

Different off-the-shelf features like Gabor (see Section 3.3.2) and Zernike Moment[85] (see Section 3.3.3) were compared against the gradient-based feature (see Section 3.3.1) for the first work on signature detection. In this experiment, the objective was to find the best features among these three features for block level classification. A 5-fold cross-validation method of the training dataset was used (3080 GPDS signatures and 7684 English word blocks) for this purpose and it was noted that the gradient-based features outperformed using the SVM classifier. Table 3.3 shows the comparison of the performance of the cross validation technique using these three (Gabor, Zernike Moment, gradient) features with 99.9% accuracy obtained on the classification of signature and printed word blocks using the 400-dimensional gradient features. Using Gabor and Zernike-based features 61.60% and 91.78% accuracy were obtained respectively on signature and printed text block separation. Since gradient-based features provide the best accuracy, the gradient feature was used for the classification in the first work of signature detection from the documents, although later on SIFT descriptors-based features (see Section 3.3.4) outperformed the gradient-based feature in the next experiment of signature detection.

Table 3.3: Signature and printed text block separation results using SVM on three different features. A 5-fold cross validation scheme was used here for result computation

<table>
<thead>
<tr>
<th>Feature</th>
<th>Feature Dimension</th>
<th>Accuracy(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gabor</td>
<td>400</td>
<td>61.60</td>
</tr>
<tr>
<td>Zernike Moment</td>
<td>72</td>
<td>91.78</td>
</tr>
<tr>
<td>Gradient</td>
<td>400</td>
<td>99.90</td>
</tr>
</tbody>
</table>
3.7.3 Performance Evaluation on Signature Detection

As discussed earlier, two different approaches were considered in the signature segmentation task. In the first experiment, the gradient-based features were considered and touching characters were separated from the signature strokes using contextual information. In the second method, Bag-of-Visual-Words (BoVW) with SIFT Descriptors-based features was used. The performances from both the systems are given below.

3.7.3.1 Results based on gradient features

**Signature block detection:** The patches obtained after morphological dilation of the ‘Tobacco-800’ dataset were used for signature block detection and an overall accuracy of 95.58% was achieved. The errors were mainly due to segmentation problems at the block level. Some broken parts of signatures were identified as non-signature and some patches which contain printed words of two consecutive rows were misclassified as signature blocks. It was noticed that patches of two consecutive rows were sometimes formed due to touching. By way of comparison, the performance of the proposed method and the performance of an earlier similar work on the same dataset are given in Table 3.7.

**Evaluation on touching/overlapping segmentation:** A common ratio of precision (P) and recall (R) measure was used to evaluate the separation of touching/overlapping printed characters from the signature block. For the experiment of touching characters segmentation in the signature region, 1120 touching/overlapping strokes were considered and an overall precision of 90.30% and recall of 86.2% was achieved. In Fig.3.21, some segmented signatures obtained by the proposed work are shown.

**Evaluation on pixel level segmentation:** A template matching technique was used to measure the quantitative accuracy on the pixel level and the segmented signature with the ground truth of signature image was compared. The results on some signature images are shown in Table 3.4. In this table the acronyms PGT (pixels on ground truth signature image), PBS (pixels on signature before touching characters segmentation), ETP (extra pixels on signature due to touching characters), EPD (extra pixels deleted by the proposed approach), PND (extra pixels could not be deleted), and SPD (signature pixels deleted by the proposed approach) were used. Overall, 7.28% extra pixels were removed out of 8.47%, and 0.44% of pixels on signature were deleted by the proposed touching/overlapping printed text separation method.
3.7.3.2 Results based on Bag-of-Visual-Words

The signature detection experiments on the ‘Tobacco’ dataset demonstrate the excellent performance of the proposed approach. The accuracy obtained from the signature
Table 3.4: Quantitative results of touching/overlapping separation on some signature images

<table>
<thead>
<tr>
<th>Signature Sample</th>
<th>Number of</th>
<th>Percentage of</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PGT</td>
<td>PBS</td>
</tr>
<tr>
<td>S01</td>
<td>8128</td>
<td>8462</td>
</tr>
<tr>
<td>S02</td>
<td>4171</td>
<td>4542</td>
</tr>
<tr>
<td>S03</td>
<td>10472</td>
<td>11059</td>
</tr>
<tr>
<td>S04</td>
<td>1105</td>
<td>1167</td>
</tr>
<tr>
<td>S05</td>
<td>17434</td>
<td>19568</td>
</tr>
<tr>
<td>S06</td>
<td>4253</td>
<td>4323</td>
</tr>
<tr>
<td>S07</td>
<td>3089</td>
<td>3171</td>
</tr>
<tr>
<td>S08</td>
<td>3297</td>
<td>3520</td>
</tr>
<tr>
<td>S09</td>
<td>2895</td>
<td>3191</td>
</tr>
<tr>
<td>S10</td>
<td>1159</td>
<td>1304</td>
</tr>
<tr>
<td>S11</td>
<td>4152</td>
<td>5382</td>
</tr>
<tr>
<td>S12</td>
<td>8581</td>
<td>10022</td>
</tr>
<tr>
<td>S13</td>
<td>26019</td>
<td>28011</td>
</tr>
<tr>
<td>S14</td>
<td>5409</td>
<td>5761</td>
</tr>
<tr>
<td>S15</td>
<td>16256</td>
<td>17316</td>
</tr>
<tr>
<td>S16</td>
<td>2509</td>
<td>2689</td>
</tr>
<tr>
<td>S17</td>
<td>16550</td>
<td>18507</td>
</tr>
<tr>
<td>S18</td>
<td>4839</td>
<td>5132</td>
</tr>
<tr>
<td>S19</td>
<td>10974</td>
<td>11193</td>
</tr>
<tr>
<td>S20</td>
<td>4888</td>
<td>5092</td>
</tr>
</tbody>
</table>

detection experiments from English, Devnagari, Bangla and multi-script (English, Devnagari, and Bangla) combined dataset are presented in Table 3.5. The ratio between True Positive Rate (TPR) and False Positive Rate (FPR) (i.e. Receiver Operating Characteristic (ROC) curve) obtained from the signature detection experiment is presented in Fig. 3.22. Fig. 3.22(a) shows the ROC curves obtained from the experiment on the ‘Tobacco’, Devnagari, and Bangla datasets. Fig. 3.22(b) shows the performance of signature/handwriting detection on the combined dataset of English, Devnagari, and Bangla.
Table 3.5: The signature detection performance using Bag-of-Visual-Words-based features on different scripts

<table>
<thead>
<tr>
<th>Document script</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>99.68</td>
</tr>
<tr>
<td>Hindi</td>
<td>99.94</td>
</tr>
<tr>
<td>Bangla</td>
<td>99.97</td>
</tr>
<tr>
<td>Multi-script</td>
<td>99.21</td>
</tr>
</tbody>
</table>

Figure 3.22: (a) ROC curves obtained from signature/handwritten detection experiment on English (Roman), Devnagari (Hindi) and Bangla single script documents. Here, ROC curves on English, Devnagari and Bangla are almost overlapped because of the similar accuracy. (b) ROC curves obtained from signature/handwritten detection on multi-script documents of the combined dataset.

3.7.4 Performance Evaluation on Signature-Based Retrieval

The document datasets presented in Table 3.1 and Table 3.2 were used for the evaluation of the proposed system for signature retrieval. Four separate experiments were carried out on English, Devnagari, Bangla and the combined dataset of all the three scripts. Three different features based on foreground, the background, and combined information of foreground and background were used in this work. Moreover, the signature retrieval performances based on three different distances were measured for each case. Fig. 3.23, Fig. 3.24 and Fig. 3.25 show the precision-recall curves on English, Devnagari, and Bangla documents respectively using Correlation, Euclidean, and DTW-based distance measures. Fig. 3.26 shows the precision-recall curve on multi-script documents using all the three distance measures employed for the scripts individually. The experiment
show that employed features containing combined information of foreground and background outperformed the performance of features that either contained only foreground or background information.

Table 3.6: The signature retrieval performance based on foreground, background and combined (foreground + background) information of signature (English scripts)

<table>
<thead>
<tr>
<th>Signature information</th>
<th>Precision(%)</th>
<th>Precision(%)</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foreground</td>
<td>91.84</td>
<td>82.57</td>
<td>0.63</td>
</tr>
<tr>
<td>Background</td>
<td>92.07</td>
<td>85.32</td>
<td>0.59</td>
</tr>
<tr>
<td>Combined</td>
<td>92.23</td>
<td>87.15</td>
<td>0.60</td>
</tr>
</tbody>
</table>

As an example, Table 3.6 shows 91.84% precision and a recall of 82.57% were obtained from the foreground information when a linear correlation threshold was 0.63. The precision of 92.07% and 85.32% recall were obtained on the same dataset using background information when the threshold for linear correlation was fixed to 0.59. Finally, 92.23% precision and 87.15% recall were obtained from the combined information of foreground and background when the linear correlation threshold was fixed to 0.60. Fig. 3.23 presents the precision-recall curves of the English script for all the thresholds.

3.7.5 Comparison with Similar Existing Systems

The previously proposed approaches on signature segmentation (or detection) and recognition were tested on different publicly available datasets such as ‘Tobacco’ and a few experiments were conducted on the dataset of Hindi and Bangla scripts. Table 3.7 shows the performance of the previously proposed approaches on signature detection from documents. In [12], the result was reported in two stages: signature detection and signature matching. The accuracy of 92.8% was reported on the ‘Tobacco’ dataset for signature detection using a multi-scale structural saliency-based [12] approach. After signature detection, signature matching was performed with a dissimilarity measure. With a combination of dissimilarity measures, the best matching accuracy MAP (Mean Average Precision) obtained was 90.5%. Though there was no report of the full signature retrieval result, theoretically, the combination of detection and matching results would provide approximately 84% (92.8% × 90.5%) MAP as 92.8% accuracy was obtained for detection and 90.5% for matching. A recall of 78.4% and a precision of 84.2% were reported by Srinivasan and Srihari [49] for the signature-based document retrieval task. A 96.13% accuracy (298 signatures were correctly identified out of 310 documents) was reported by [61] on signature detection from Arabic/Persian documents. In the previous work [80], 95.58% accuracy was achieved on signature components detection using
gradient-based features and an SVM classifier on the patch-wise classification of signatures and printed text from signed documents.

Table 3.7: Comparison of signature detection performance on ‘Tobacco’ document repository

<table>
<thead>
<tr>
<th>Approach</th>
<th>Dataset</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-scale structural saliency [12]</td>
<td>Tobacco-800</td>
<td>92.80</td>
</tr>
<tr>
<td>Conditional Random Field [49]</td>
<td>101 documents</td>
<td>91.20</td>
</tr>
<tr>
<td>Gradient-based feature with SVM [80]</td>
<td>Tobacco-800</td>
<td>95.58</td>
</tr>
<tr>
<td>BoVW-based feature with SVM</td>
<td>Tobacco-800</td>
<td>99.68</td>
</tr>
</tbody>
</table>
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3.7.6 Additional Experiments

Some additional experiments were conducted on synthetic noisy documents and the document retrieval based on logo information. The experimental outcomes obtained from the experiments are presented here.
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3.7.6.1 Experiment on Noisy Documents

To evaluate the robustness of the proposed system on noisy documents, a synthetic noisy document dataset was created. Gaussian noises of two different variances (i.e. 0.005 and 0.01) were applied on the 'Tobacco' database for this work. Fig. 3.27(a) and Fig. 3.27(b) show the same document with Gaussian noise of 0.005 and 0.01 variances respectively. The qualitative performance of signature detection results on these two sample noisy documents is shown in Fig. 3.27(c) and Fig. 3.27(d) respectively.

Fig. 3.28(a) shows the ROC curve obtained from the experiment of signature detection from noisy document images. The area under the curve was 99.91%. The accuracy was dropped by 0.74% (98.94% accuracy was obtained in contrast to 99.68% in the experiment on normal, less noisy documents) in the experiment on synthetic noisy documents. Fig. 3.28(a) and Fig. 3.28(b) shows precision-recall curves obtained from signature-based document retrieval experiments on noisy documents with different
Figure 3.26: Precision-Recall curves of signature retrieval on a multi-script dataset (English (Roman), Devnagari and Bangla) using (a) Foreground information (b) Background information and (c) Combined information of foreground and background. Three measures such as Correlation, Euclidean and DTW distances were computed in all the cases.

Gaussian noise. In this experiment, two different variances such as 0.005 and 0.01 were used to create the synthetic Gaussian noisy document images. The performance of the system is decreased by approximately 7-8% in comparison to the less noisy documents during the retrieval stage.

3.7.6.2 Document Retrieval Based on Logo Information

As described earlier, an experiment on logo-based retrieval was performed and the outcomes of the experiments are presented using the ROC curves. Fig. 3.29(a) shows three ROC curves obtained from the experiments of logo detection from documents. The area under the ROC curves quantifies the overall performance obtained from the experiments. In the logo detection experiment, three different cases were considered. The first experiment was a two-class problem where classes contain logos and printed text and no classification errors were obtained. The second experiment also contained two
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Figure 3.27: Samples of English official documents after addition of Gaussian noise (a) with variance 0.005 (b) with variance 0.01 (c,d) signature detection results on the binary version of (a) and (b), respectively. Printed text and signature components are marked in blue and red, respectively.

classes. The printed and handwritten components were kept in one class and the other class contained logos. Accuracy of 99.61% was obtained from this experiment for logo detection. Finally, in the third experiment logos, printed text and signature/handwritten texts as different classes were considered and a 98.46% accuracy was achieved. It is observed that 5.5% and 1.38% of logos were confused as signature/handwritten text and printed text, respectively.

The background information of logos is not always present. Thus, the foreground
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Figure 3.28: (a) ROC curve obtained from the experiment of signature detection from Gaussian ‘tobacco’ documents with noise. Precision-Recall curves of signature retrieval on Gaussian noisy dataset (b) with variance 0.005 (c) with variance 0.01. Three measures such as Correlation, Euclidean and DTW distances were taken for all the cases.

Figure 3.29: ROC curves obtained from the experiments of detection of logos from documents.
information is only used in the experiments of document retrieval based on logo information. The precision is always 100% for all recall values. Different recall values based on different thresholds is presented in Table 3.8.

Table 3.8: Threshold vs. Recall from logo-based document retrieval using three similarity measures (Correlation, Euclidean Distance, and DTW)

<table>
<thead>
<tr>
<th>Similarity Measure: Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold</td>
</tr>
<tr>
<td>Recall(%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Similarity Measure: Euclidean Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold</td>
</tr>
<tr>
<td>Recall(%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Similarity Measure: DTW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold</td>
</tr>
<tr>
<td>Recall(%)</td>
</tr>
</tbody>
</table>

Table 3.9 shows the comparative study of logo detection and recognition performance on the ‘Tobacco’ document dataset. The proposed approach outperformed the recently proposed approaches on logo detection and recognition. Overall accuracy of 99.50% (99.61% × 99.89%) was achieved on logo detection from ‘Tobacco’ dataset. Here, the best accuracy obtained from the experiments is considered for comparison with the recently proposed approaches.

Table 3.9: Comparison of logo detection and recognition performance on the ‘Tobacco’ document repository

<table>
<thead>
<tr>
<th>Approach</th>
<th>Detection Accuracy (%)</th>
<th>Recognition Accuracy (%)</th>
<th>Overall Performance(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alaei and Delalandre [55]</td>
<td>99.31</td>
<td>97.90</td>
<td>97.22</td>
</tr>
<tr>
<td>Wang [54]</td>
<td>94.70</td>
<td>92.90</td>
<td>87.98</td>
</tr>
<tr>
<td>Proposed BoVW-based Method</td>
<td>99.61</td>
<td>99.89</td>
<td>99.50</td>
</tr>
</tbody>
</table>

3.7.7 Error Analysis

The limitations of the system at all stages are detailed in this section. The errors obtained from detection and retrieval of signatures are presented in the following sub sections.
3.7.7.1 Signature Detection/Segmentation

Here, some errors that resulted from signature detection experiments based on gradient features are described. Most of the errors occurred because of heavy touching (see Fig. 3.30(d)) of signature strokes with text characters (marked by red boxes in the figures). When the signature strokes touched many characters in the printed text zone, the segmentation of characters was not always correct. Sometimes, due to the over segmentation on signature strokes a few errors occurred. It is also noted that when multiple segments appeared in the printed text zone, small segmented signature strokes may be lost during removal of small isolated segmented components from text zones. In Fig. 3.30(b), a portion of a signature stroke removed from a printed text zone is shown marked with a red box. Also, if some isolated strokes of signature appeared in the printed text zone, they were misclassified as text characters and thus removed from the signature.

It is observed that the proposed method wrongly identified some handwritten annotations as signatures because some signatures were very similar to handwritten annotations. It is also noted from the experiment that when a large portion of graph schematic or large non-signature strokes was present in a document, they were classified as signatures. The components of a seal in some documents were sometimes recognized as signatures as the system was not trained with such components at the signature detection stage.

![Figure 3.30: Examples of some erroneous results. Images (a,c) are signatures overlapped with printed characters, (b,d) are their respective segmentation results.](image)

Some errors that resulted from signature detection experiments based on Bag-of-Visual-Words features were also found. In the signature detection stage, some printed
components such as logo, seal and figures were incorrectly classified as signature components. It is to be noted that small components such as small dots were ignored in this classification stage and the average stroke-width of components-based threshold values were used. Since samples of non-text printed components were not included in the training phase, some non-text printed components were misclassified as handwritten/signature components in the experiments. A few examples of such components are shown in Fig. 3.31.

![Fig 3.31](image)

**Figure 3.31:** Samples of logos and printed components recognised as signatures or handwritten components.

### 3.7.7.2 Errors in Signature Retrieval

Table 3.10 and Table 3.11 show Type I and Type II errors respectively obtained from the signature retrieval step in the experiments. The first column of Table 3.10 shows two sample query signatures and the second row of Table 3.10 shows the retrieved signatures present in the target documents. Although, query signatures and retrieved signatures belong to different classes, the correlation between query signatures and retrieved signatures were high. Likewise, Euclidean and DTW distances were low among these samples.

<table>
<thead>
<tr>
<th>Signature Samples</th>
<th>Correlation</th>
<th>Euclidean Distance</th>
<th>DTW</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.606</td>
<td>1.141</td>
<td>38.665</td>
</tr>
<tr>
<td></td>
<td>0.608</td>
<td>1.132</td>
<td>38.818</td>
</tr>
</tbody>
</table>

Similarly, Table 3.11 shows similarity measures of two different sets of signatures. Samples of query signatures are written in a slanted style, whereas signatures present in the target documents are written in a standard style. As a result, the correlation measure is low between the query signature and the retrieved signature in the target
document belong to the same class. Likewise, the Euclidean distance and the DTW distance were high. Therefore, a Type II error occurs in this case.

**Table 3.11:** Three different distances among different signature samples show Type II error (false negative) cases in signature retrieval experiment

<table>
<thead>
<tr>
<th>Signature Samples</th>
<th>Correlation</th>
<th>Euclidean Distance</th>
<th>DTW</th>
</tr>
</thead>
<tbody>
<tr>
<td>গণপুরী থাকী</td>
<td>0.508</td>
<td>0.545</td>
<td>1.765</td>
</tr>
<tr>
<td>ণন্দিক থাকী</td>
<td>0.528</td>
<td>0.557</td>
<td>1.725</td>
</tr>
</tbody>
</table>

### 3.8 Summary

A novel approach of a signature-based document image retrieval technique involving multi-script (i.e. English, Hindi and Bangla) offline signatures has been detailed in this chapter. The proposed method is organised into three stages namely signature detection, segmentation and signature matching. The proposed method detects signature candidates by a classification based method. Two different features namely, 400-dimensional gradient and Bag-of-Visual-Words (BoVW)-based methods with the SVM-based classifier were used for the signature detection task. Next, an approach based on BoVW powered with SIFT descriptors was applied for signature shape representation for the signature matching. The experimental results demonstrate that the proposed method outperformed previously proposed methods on document retrieval. Another important advantage of the method is that it works with multi-script documents and signatures. Considering all the erroneous cases, the scope of further improvement is possible in future work. A multi class classification approach with rejection capability would improve the signature detection performance. Type I and Type II errors obtained in the signature retrieval stage would need to be addressed in future work.
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Searching and retrieval of document images from a large document repository have been a problem of interest over the last decade. Manual processing and management of such document datasets need significant effort and cost. For example, date-wise sorting of administrative documents of an organization requires significant manual effort and is time-consuming. An automatic document indexing and retrieval system based on a key information (i.e. date) can be very useful in this context. According to the reviewed literature in Chapter 2, existing quality work is not present on such an application to document analysis such as document/form reading, document indexing, etc. This indicates that there is significant scope for research for a date-based document retrieval system. The date is a key piece of information, which can be used in various applications such as date-wise document indexing/retrieval. Thus, it is necessary to extract the key information (i.e. date) from the document based on the query to retrieve the relevant documents. A date field extraction approach from document images towards date-based document retrieval system is presented in this chapter.

The chapter is organized into different sections as follows. Section 4.1 presents the various issues and problems associated with the system. A brief description of the proposed system is provided in Section 4.2. The feature extraction and classification techniques used in the proposed approach are described in Section 4.3. Section 4.4 describes the date extraction system from multi-script documents. Section 4.5 presents the algorithm of date field extraction approach using HMMs. The experimental results obtained are presented and analysed in Section 4.6. Finally, Section 4.7 presents the summary of this chapter.
Major parts of this chapter are published in the papers titled ‘Multi-lingual date field extraction for automatic document retrieval by machine’, Mandal et al. [99] and ‘Date field extraction from handwritten documents using HMMs’, Mandal et al. [100].

4.1 Introduction

Given a dataset of multi-script handwritten documents, developing a document retrieval system based on date field as key information would be a useful application. However, the problem would be a challenging task due to the unconstrained nature of handwritten dates. The traditional Optical Character Recognition (OCR) approach is not applicable in such circumstances because of the high degree of variability in handwritten dates. Moreover, in multi-lingual and multi-script countries such as India, retrieval of multi-script documents using the date pattern can be more challenging. An Indian state generally uses three official languages. For example, the West Bengal state of India uses Bangla, Devnagari and English (Roman) as the official languages. Thus, Devnagari, Bangla and English (Roman) scripts are often found in official documents. In this context, a typical date-based multi-script Document Image Retrieval (DIR) system has three main stages: script identification, date extraction, and date matching. A flow diagram of the date-based retrieval system is presented in Fig. 4.1.

![Flow diagram of a multi-script date-based document retrieval system.](image)

The date can be written in various formats such as numeric and semi-numeric with a variable number of components. Some of these formats of a single English date are 12/03/2012, 12th March 2012, March 12, 2012, 12.03.2012, 12.03.12, etc. Examples of Bangla dates are ১৫/০৭/১৯৯০ in dd/mm/yyyy format, ১লা ৭বার ১৪৫১, ২রা আশ্বিন ১৪৫২, ৪শা পৌষ ১৪১৬, ৫ই আষাঢ় ১৪১০, ২২ শে পৌষ ১৪১৫, ১লা জানুয়ারী ১৯৯০, ২রা ফেব্রুয়ারী ১৯৯০ in dd month yyyy format, এবং ১৬-০৭-১০ in dd-mm-yy format, etc. Some sample formats of Devnagari dates are १२/०८/२००९ in dd/mm/yyyy format, २३ शे जानुवरी, २०१२ in dd month yyyy format, etc.

Thus, a tri-lingual date extraction method is required which can handle the following five cases:
- A document contains a date field in Devnagari script.
- A document contains a date field in Bangla script.
- A document contains a date field in English script.
- A bi-lingual document contains a date field in Bangla or English scripts.
- A tri-lingual document contains a date field in Bangla or Devnagari or English scripts.

In addition, two types of date field patterns (numeric and semi-numeric) need to be considered for all the above cases. A date pattern is called semi-numeric date if the month information is in text form (i.e. January, Jan). Thus, a date extraction system will be very useful in searching and interpreting multi-script documents based on date field.

4.2 The Proposed Approach

To use the date as key information for date-based document retrieval, two different systems are proposed. Firstly, a segmentation-based approach is proposed for date-based document retrieval from multi-lingual (English, Devnagari, and Bangla scripts) handwritten documents. In order to retrieve the documents, the script of the document was identified, and based on the identified script, word components of each text line were classified into the month and non-month classes using word-level feature extraction and classification. Next, non-month words were segmented into individual components and labelled into one of text, digit, punctuation or contraction categories. Subsequently, the date patterns were searched using the labelled components. Both numeric and semi-numeric regular expressions were used for the date extraction. Dynamic Time Warping (DTW) and profile feature-based approaches were used for classification of month/non-month words. Other date components such as numerals and punctuation marks were recognised using a gradient-based feature and Support Vector Machine (SVM) classifier. The experiments were performed in English, Devnagari, and Bangla document datasets.

In the second method, a segmentation-free date extraction approach based on Hidden Markov Model (HMM) is proposed for date-retrieval and then an SVM-based classification approach is applied to refine the results obtained from HMM-based recognition system. The system handles the segmentation problem which is encountered in the first system in a better way. However, the system has not been adapted for multi-script documents because of time constraints. The experiments were performed on the English handwritten document dataset and the encouraging results obtained from the
approach indicate the effectiveness of the proposed system. Three different classification
techniques and four different feature extraction approaches were applied to design the
systems and the following section details all the methods.

4.3 Feature Extraction and Classification Techniques

In this section a brief description of the various feature extraction and classification
techniques used in the proposed methods are detailed. The feature extraction tech-
niques namely, word profile features, 400-dimensional gradient features, Local Gradient
Histogram and Histogram of Oriented Gradients are discussed. The different classifiers
namely, Nearest Neighbours (NN) Classifier, Support Vector Machines (SVM) and Hid-
den Markov Model (HMM) which were considered for the classification task are also
discussed in this section.

4.3.1 Word Profile-Based Feature

Word profiles capture part of the outlining shape of a word. Word profile-based informa-
tion was used here as the word-level feature. Four components such as vertical projection
profile, upper profile, lower profile and vertical crossing (vertical ink transition) were ex-
ttracted as discussed in [19] for word-level features. A thresholding technique was applied
on the image for identification of foreground pixels which are found to be sufficient for
this study’s purposes. The vertical projection profile is the summation of pixels vertically
in an image. The distance between the upper boundary and the closest foreground pixel
is considered for the upper profile and the distance between the lower boundary and the
closest foreground pixel was considered here for the lower profile features. The vertical
crossing is the number of foreground and background transition in an image. The value
of all the profile features stated above were normalized to the range [0-1]. Profiles of a
sample Bangla word are presented in Fig. 4.2.

4.3.2 400-Dimensional Gradient-Based Feature

The 400-dimensional gradient-based feature has already been presented in Section 3.3.1
of Chapter 3 and the same approach was followed for this experiment.

4.3.3 Local Gradient Histogram (LGH)

Off-the-shelf LGH feature [101] is a feature based on local information that has similarity
with Lowe’s SIFT descriptor [86]. In this feature extraction technique, a sliding window
traverses the image from left to right in order to produce a sequence of overlapping sub-images.

Given an image $I(x, y)$ of height $H$ and width $W$, a center at each column $x$ a window of height $H$ and width $w$ is considered. At each window position, a feature vector is computed that only depends on the pixels inside the window. Thus, a sequence of $W$ feature vectors is obtained. One advantage of this sliding window approach is that it preserves the left-to-right nature of the writing.

It is reported that the LGH features [101] performed better than the previously proposed approaches. To obtain LGH features the following steps are performed.

- At first, a Gaussian filter is applied to the image $I(x, y)$ to obtain the smoothed image $L(x, y)$.

- From the $L$, the horizontal and vertical gradient components $G_x$ and $G_y$ are determined as $G_x(x, y) = L(x+1, y) - L(x-1, y)$ and $G_y(x, y) = L(x, y+1) - L(x, y-1)$.

- Next, the gradient magnitude $m$ and direction $\theta$ are obtained for each pixel with coordinates $(x, y)$ as $m(x, y) = \sqrt{G_x^2 + G_y^2}$ and $\theta(x, y) = \tan^{-1}(G_y/G_x)$.

A sliding window of fixed width traverses the image from left to right to obtain a sequence of overlapping sub-images of word parts. Fig. 4.3 shows an original handwritten line along with the line after gradient computation. Each sub-image is further reduced.
to the region actually containing pixels, and this region is divided into 4 × 4 regular cells. The gray scale LGH features are extracted from each cell. The field vector $\vec{G} = (G_x, G_y)$, is divided into L bin histogram. Each bin specifies a particular octant in the angular radian space. From all the pixels in each cell, a histogram of gradient orientations is constructed where orientations $T = 8$. Each pixel contributes to the closest bin with an amount $m(x, y)$. Alternatively, the two closest orientations can share the amount $m(x, y)$ as determined by a linear interpolation to reduce the impact of aliasing noise. The concatenation of the 4 × 4 histograms of 8 bins gives rise to a 128-dimensional feature vector for each window position (see Fig. 4.4). Each feature vector is scaled to have norm 1. This operation can be related to local contrast normalization and significantly improves performance in practice.

![Figure 4.3](image1.png)

**Figure 4.3:** (a) Original handwritten line (b) Handwritten line after gradient computation (red rectangle represents a sliding window)

![Figure 4.4](image2.png)

**Figure 4.4:** A sample gradient strength of 4 × 4 grids from a sliding window image

### 4.3.4 Histogram of Oriented Gradients (HOG)

HoG [102] is a robust feature descriptor which is very popular in computer vision and image processing for object detection. Dalal and Triggs [102] first described the HoG descriptors and primarily focused on pedestrian detection in static images. The basic
idea behind the HoG descriptor is that the shape and appearance of the object within an image can be described by the intensity gradient distribution or the edge directions. The HoG descriptors are typically computed by dividing an image into small spatial regions called ‘cells’. A histogram of the gradient direction of the pixels within the cells is computed. The histogram bins/channels are evenly spaced over $0^\circ$ to $180^\circ$ or $0^\circ$ to $360^\circ$ based on the usage of signed or unsigned gradient values. The features are produced by combining the histogram of all the cells. HoG features suit the problem well because it operates on the localized cells and is capable of describing the shape and appearance of the handwritten numerals in the present context. Here, 8 bin/orientations are considered over $7\times7$ blocks for feature extraction, which resulted in a 392-dimensional feature vector.

4.3.5 Nearest Neighbours Classifier (NN)

Perhaps the most straightforward classifier in the arsenal of machine learning techniques is the Nearest Neighbour classifier where classification is achieved by identifying the nearest neighbours to a query example and using those neighbours to determine the class of the query. This approach to classification is of particular importance today because issues of poor run-time performance are not such a problem now with the computational power that is available. Amongst the various methods of supervised statistical pattern recognition, the Nearest Neighbour (NN) rule achieves consistently high performance, without a prior assumption about the distributions from which the training examples are drawn. A new sample is classified by calculating the distance to the nearest training case; the sign of that point then determines the classification of the sample. The k-NN classifier extends this idea by taking the k nearest points and assigning the sign of the majority. It is common to select k small and odd to break ties (typically 1, 3, 5 or 7). Larger k values help reduce the effects of noisy points within the training data set, and the choice of k is often performed through cross-validation. The distances can be calculated using one of the distance measures such as Euclidian, Mahalanobis, and City-block. Here, the Euclidian distance measure is used for experimentation.

4.3.6 Support Vector Machine (SVM)

The detail description of SVM [88] classifier has been given in Section 3.3.5 of Chapter 3. The Gaussian kernel SVM outperformed other non-linear SVM kernels, thus, the recognition results presented of this experiment are based on the Gaussian kernel only.
4.3.7 Hidden Markov Model (HMM)

Hidden Markov Model (HMM) is a statistical Markov model in which the systems being modelled are assumed to be a Markov process with unobserved (hidden) states. The HMM can be considered as the simplest dynamic Bayesian network. In a regular Markov model, the state is directly visible to the observer, and therefore the state transition probabilities are the only parameters. In Hidden Markov Model, the state is not directly visible, but output, dependent on the state, is visible. Each state has a probability distribution over the possible output tokens. Therefore, the sequence of tokens generated by an HMM gives some information about the sequence of states. Note that the adjective 'hidden' refers to the state sequence through which the model passes, not to the parameters of the model; even if the model parameters are known exactly, the model is still 'hidden'.

The HMMs are especially known for their application in temporal pattern recognition such as speech, handwriting, gesture recognition, part-of-speech tagging, musical score following, partial discharges and bioinformatics. The Hidden Markov Model can be considered a generalization of a mixture model where the hidden variables (or latent variables), which control the mixture components to be selected for each observation, are related to a Markov process rather than independent of each other. A key advantage in handwriting modeling is that HMMs can cope with variable-length data and non-linear time deformations. The technical details on HMMs can be found in [75, 103]. In practice, an HMM can be employed to represent a whole word or, alternatively, sub-word units such as characters which can be concatenated to form general strings or an expression.

The feature vector sequence is processed using left-to-right continuous density HMMs [104]. One of the important features of HMMs is the capability to model sequential dependencies. An HMM can be defined by initial state probabilities $\pi$, a state transition matrix $A = [a_{ij}]$, $i, j = 1, 2, \cdots, N$, where $a_{ij}$ denotes the transition probability from state $i$ to state $j$ and output probability $b_j(O_k)$ modelled with a continuous output probability density function. The density function is written as $b_j(x)$, where $x$ represents a k-dimensional feature vector. A separate Gaussian Mixture Model (GMM) is defined for each state of the model. Formally, the output probability density of state $j$ is defined as

$$b_j(x) = \sum_{k=1}^{M_j} c_{jk}N(x, \mu_{jk}, \sum_{jk})$$

(4.1)
where, \( M_j \) is the number of Gaussians assigned to \( j \), and \( \mathcal{N}(x, \mu_{jk}, \Sigma) \) denotes a Gaussian with mean \( \mu \) and covariance matrix \( \Sigma \). \( c_{jk} \) is the weight coefficient of the Gaussian component \( k \) of state \( j \). For a model \( \lambda \), if \( O \) is an observation sequence \( O = (O_1, O_2, \ldots, O_T) \) which is assumed to have been generated by a state sequence \( Q = (Q_1, Q_2, \ldots, Q_T) \), of length \( T \), the observation probability or likelihood is calculated as follows:

\[
P(O, Q | \lambda) = \sum_Q \pi_{q1} b_{q1}(O_1) \prod_{t=2}^{T} a_{q_{t-1}q_t} b_{q_t}(O_t) \tag{4.2}
\]

where \( \mu_{q1} \) is the initial probability of state 1.

### 4.4 Segmentation-Based Approach for Date Extraction

A multi-stage date-field extraction approach is proposed in this section for date-based multi-script document retrieval. A block diagram of the proposed system is shown in Fig. 4.5. First, scripts were identified using foreground and background information which is described in Section 4.4.1. Water reservoir-based technique was employed to extract foreground and background information. Top and bottom reservoirs information of words was used to segment the words into primitive segments and those segments were classified using Support Vector Machine (SVM) [88] as Bangla, Devnagari or English primitive segments. Based on the majority of classified primitive segments, the script was identified. Once the script was identified, the system was trained with respective models based on the identified script. For each script, the system was trained with two (i.e. month and digit) models for classification in two stages. In the second stage, month and non-month handwritten word blocks were separated. For this purpose, words blocks were extracted using morphological operation and the segmented word blocks were classified into month and non-month classes using word block level feature analysis. The third stage of the system performed component analysis for each non-month handwritten word blocks. Isolated digits, punctuations and alphabets were identified using component level feature analysis and recognition. The components with low recognition confidence were analyzed further for touching segmentation [105]. Dynamic Time Warping (DTW)-based [19] technique was used for word block classification and SVM [88] was used in component level classification.

Finally, numeric and semi-numeric (contains month field as text string) date patterns were searched from the sequence of the labelled components. To do so, candidate lines were selected first using a voting approach and next a regular expression analysis was used to detect the date patterns. The proposed tri-lingual date extraction method can
handle five cases such as Devnagari documents with only Devnagari or English date-fields, Bangla documents with only Bangla or English date-fields and English documents with English date-fields. Two types of date-field patterns (Numeric and Alpha-numeric) were considered for all the above cases. Hence, the date extraction system will be very useful in searching and interpretation of multi-script documents.

![Figure 4.5: Block diagram of the proposed multi-script date extraction system.]

### 4.4.1 Script Identification

A global histogram-based Otsu binarization [90] method was applied to convert the grayscale document images into binary images. Next, a smoothing algorithm [106] was used to remove noisy pixels and irregularities. The proposed date retrieval approach searches the date patterns in text line images. Hence, the binary document
was segmented into individual text lines using a line segmentation algorithm [107] and segmented lines were used for the experiment.

For line segmentation, at first the water reservoir-based [96] information was used to determine the height of text lines present in a document. The water reservoir is a metaphor to illustrate the cavity region of a component. The water reservoir principle is as follows. If water is poured from a side of a component, the cavity regions of the background portion of the component where water will be stored are considered as reservoirs of the component. The horizontal Run Length Smearing Algorithm (RLSA) was then applied on the input image. The threshold of RLSA was computed based on the height of text lines. Next, the foreground components of the RLSA applied image were eroded to generate a few seed components from the individual words of the document. Actually, the central gravity of individual words of a text line was represented by the seed components. The erosion method also helps to reduce the touching effect of character modifiers and makes the line segmentation task easier. To find the upper and lower boundary information of a text line, the erosion technique was also applied on the background region of the image. Finally, the positional information of the seed components and the boundary information was used to segment the individual lines.

Both foreground and background information was used for script identification. A water reservoir-based [96] technique was employed here for identification of English, Devnagari and Bangla scripts. Top and bottom reservoirs were used for the segmentation of the words into primitives. By top (bottom) reservoirs of a component means that the reservoirs obtained when water is poured from the top (bottom) of the component. A bottom reservoir of a component is visualized as a top reservoir when water will be poured from the top after rotating the component by 180°. Reservoir-based primitive segments (foreground) and reservoir blobs (background) were used as primitive components of these three scripts (see Fig. 4.7).

A word was segmented into a few primitive components. Segmentation points for primitives of a word are nothing but the bottommost (topmost) points of top (bottom) reservoir in a word. For primitive segmentation, the image was segmented vertically at the segmentation points. The reservoir blobs (filled with a red in Fig. 4.7) were also extracted from top and bottom reservoirs. Primitives segments and the reservoir blobs were both used for script identification.

Now, all the primitive segments and the reservoir blobs in a script were classified separately for script identification. A flow diagram of the proposed script identification system is given in Fig. 4.6. A 400-dimensional gradient-based features [108] were extracted from the primitive segments and the reservoir blobs, which were subsequently fed to an SVM [88] (Gaussian kernel with Radial Basis Function) for script identification. The
400-dimentional gradient-based feature extraction technique and the SVM-based classifier used in the proposed script identification method are described in Section 4.3.2 and Section 4.3.6.

The primitive segment classifier was trained with the training data consisting of English, Devnagari and Bangla primitive segments. Likewise, a reservoir blobs classifier was also trained. Next, recognised primitive segments were counted as English, Devnagari or Bangla primitive segments and the recognized reservoir blobs were also classified into three script classes. The resultant script was identified on the basis of a majority voting of these elements. Initially the primitive segments and reservoir information were used separately on each word for its identification. Later such individual identification results were combined jointly to get final results.

For an example of combinations, let an input Devnagari word sample contains 6 primitive segments and 4 reservoirs. Out of these 6 primitive segments, let 4 primitives be classified as Devnagari and 2 primitives be classified as Bangla. Also, out of the 4 reservoirs, let 2 reservoirs be classified as Devnagari, 1 reservoir be classified as Bangla and 1 reservoir be classified as English. Since, 4 primitive segments and 2 reservoirs are classified as Devnagari, 6(4+2) is the combined count of primitive and reservoir for Devnagari. Similarly, 3(2+1) is the total count of primitive and reservoir for Bangla as 2 primitive segments are classified as Bangla and 1 reservoir is classified as Bangla. Finally, the word is recognised as Devnagari as the majority of elements (6) of the input word are classified as Devnagari.

Figure 4.6: Flow diagram of the proposed script identification system.
4.4.2 Extraction of Date Field

A spotting-based approach is proposed here to find the date field in a document. The proposed date retrieval approach searched the date patterns in individual text lines of a document. First, different components of a date such as textual month, numeral,
4.4.2.1 Components of Date

A date field in documents may have four types (numeral, textual month, punctuation and contraction) of components. Date patterns can be classified into two categories (numeric and semi-numeric dates) on the basis of different component types.

**Numeric Date:** A date field consisting of numerals and punctuations (Examples of numeric dates are 12/05/2010, 2/5/2010, 2-5-10 in English; ২৬/০৬/১৪১৮, ২৬-০৬ in Bangla; २६/०८/२००९, २६-०८-२००९ in Devnagari etc.) are considered as numeric date fields. It was observed from the dataset that the total number of components in a numeric date field can vary from six to ten (if a date is written as 1/1/14 then the number of components of this date is six. If a date is written as 01/01/2014 then the number of components will be ten). The following date regular expression represents the valid formats of a numeric date:

\[(d|dd)(/.-)(d|dd)(/.-)(dd|dddd)\]

where, d represents a digit. A date has three parts or fields: date field, month field, and year field. A complete numeric date field consists of a single digit or double digit date information, single digit or double digit month information and double digit or four digit year information. Moreover, a numeric date field must have two punctuation marks to separate day, month and year information.

**Semi-Numeric Date:** Other date fields that consist of textual month (examples are January, জানুয়ারী and जानवरी in English, Bangla and Devnagari scripts, respectively), digit and contraction (examples are st, nd, rd in English; দ্রা, দ্রঃ, র্দ্র in Bangla; शे, इ in Devnagari etc.) are considered as semi-numeric dates. Examples of semi-numeric dates are ২১ শে জুলাই, ২০১০; জুলাই ২১, ২০১০ in Bangla; २३ शे जुलाई, २०१२ in Devnagari and 31st March 2011 in English etc. For semi-numeric date field extraction, the following regular expressions were searched:

\[(md|mdd)(.,-)(dd|dddd)\] and \[(d|dd)(contraction)(month)(.,-)(dd|dddd)\]

where, m represents a month field and d represents digit or numeral. There are two types of sequence for semi-numeric date fields depending on the position of the textual month field (Examples of date with month information in the middle position: 15th
December, 2012 and month information in the starting position: December 15, 2012). In a semi-numeric date pattern, textual month information may present in the front or in the middle of the sequence.

### 4.4.2.2 Month/Non-Month Identification

A conventional profile-based feature extraction and a classification process were used to identify a word as a textual month. The system performed classification on the extracted words from a line. The proposed classification technique worked as a two-class problem: month and non-month word block identification. To train the classifier, data sets with different types of month formats (examples are: জানুয়ারী, জানুয়ারী, জানুয়ারী in Bangla; वैशाख, जनवरी in Devnagari and JANUARY, January, JAN in English etc.) that appear in date patterns of Bangla, Devnagari and English documents were used. Three different training datasets were used to train the classifier for the three different scripts. Once the script was identified, the respective training model was used for this purpose. The flow diagram of the month identification system is shown in Fig.4.8. The details of profile-based feature extraction procedure is described in Section 4.3.1 and the DTW-based matching steps used for this month identification process is explained as follows.

![Figure 4.8: Flow diagram of the month-word identification system.](image)

**Classification of Month Words:** The DTW-based approach applied in this experiment is similar to the method described in [19]. A DTW-based model was used for identifying month/non-month words in a text line. The similarity between two month
sequences was measured using the DTW technique. The sequences are “warped” non-linearly in the time dimension to determine a measure of their similarity independent of certain non-linear variations in the time dimension. This technique has been used widely in many applications such as speech, signatures, robotics etc. A word image was represented as 4 sequences, which were computed from different profiles of a word as described in Section 4.3.1. The DTW-based technique for measuring similarity between two sequences uses the Sakoe-Chiba band [109] to speed up the computation. The width of the word was used as a pruning criterion (i.e. the width of the word image must not be more than double the width of the other).

Here DTW was used on two signals of 4 sequences of features \( f_k \), where \( 1 \leq k \leq 4 \): the upper and lower profile features, vertical projection profile and background to foreground transition of words. The DTW distance between two signals \( I_1 \) and \( I_2 \) was calculated using a matrix \( D \). Where

\[
D(i,j) = \min \left( \begin{array}{c} D(i, j - 1) \\ D(i - 1, j) \\ D(i - 1, j - 1) \end{array} \right) + d(x_i, y_i) \quad (4.3)
\]

\[
d(x_i, y_i) = \sum_{k=1}^{4} \left( f_k(I_1, i) - f_k(I_2, j) \right)^2 \quad (4.4)
\]

The matching distances from 4 features of a word were added to get their cumulative distance and this cumulative distance was considered as the final matching cost of the word. Finally, this matching cost was normalized by the length of the warping path. The DTW distance and a Nearest Neighbour-based classification technique were used for month field spotting in the system. Fig. 4.9 shows some samples text lines that were classified as month and non-month blocks.

### 4.4.2.3 Character Level Component Identification

The words which were classified as non-month in the earlier stage were considered for the next stage. Connected component analysis was employed to segment the non-month words into different components, and component-wise classification was undertaken to extract the character/digit/punctuation components from these non-month words. Fig.4.10 shows the flow diagram of component identification system. For this purpose, connected components were fed to a component level classification process. A 400-dimensional gradient-based features [108] were extracted from the character components, which were subsequently fed to an SVM classifier [88] (Gaussian kernel with
Radial Basis Function) for classification of character components in a word. The details of the feature extraction and classification processes are presented in Section 4.3. Through the classification process, the components were mainly classified into “digit”, “punctuation”, “contraction” or “text” label (see Fig. 4.11). There were some touching components available and these components could not be classified properly at this stage. Hence, the components with high recognition confidence were accepted and directly considered for date pattern matching. The rest of the components with low confidence were selected for touching component segmentation analysis. Some isolated characters which were not identified properly needed to be addressed in the touching character handling step, which is explained in the next subsection.

4.4.2.4 Touching Character Segmentation

Some touching digits or characters may exist in a component. Components with a low confidence score at the earlier stage of recognition were considered as touching and chosen for segmentation. Here, a dynamic programming-based touching character segmentation scheme [105] was used. First, different cavity regions from the touching characters were identified. The cavity regions were obtained using the Water Reservoir concept [96]. The top and bottom reservoir analysis was used to find the cavity regions in a touching component. A set of candidate segmentation points was obtained from these regions using cavity region analysis. Next, the touching component was segmented into these candidate points to find different sub-images. Using the dynamic programming, the

Figure 4.9: Text lines showing detected of month blocks (a,b) English handwritten (c) Bangla handwritten (d) Devnagari handwritten (e) English printed. In the figures, month, non-month blocks are marked in pink and green, respectively.
Figure 4.10: Flow diagram of the character level component identification system. Inputs to this system come from STAGE II.

Figure 4.11: Component classification results from handwritten lines into digit, punctuation, contraction and text of (a,b) English handwriting (c) Bangla handwriting (d) Devnagari handwriting (e) English printed. Digit, punctuation, contraction and text are marked in red, blue, aqua and green, respectively.

recognition confidence of sub-images were analysed and the optimum segmentation path found. Finally, based on the segmentation lines, the touching component was segmented.
In Fig. 4.12, the circle shows the segmentation result of two touching digits 2 and 0.

**Figure 4.12:** A segmentation result of touching digits 2 and 0. Segmented digits are marked by a blue circle.

### 4.4.2.5 Searching of Date Pattern

Text lines with their four different types of recognized components (month, digit, punctuation, and text) were considered for date pattern detection at this stage. The approach was divided into two parts: candidate line selection and date pattern searching.

**Candidate Line Selection:** The text lines that contain labelled months, digits and punctuations were selected for further analysis. For this purpose, the total number of digits, punctuation marks, and month strings of a text line were counted. Depending on the value of the counts of date elements, searching the date patterns in that text line was continued. Valid date patterns in the experimental dataset should contain at least six (examples are ৪-৬-৯০ in Bangla; ३-४-१२ in Devnagari; ‘Jan 5th, 12’ etc.) elements. If the total number of date elements in a line was greater or equal to six then the line was considered as a candidate line and used for date pattern searching.

**Date Pattern Searching:** The components in each candidate text line were sorted in a left to right direction using the component’s position (Centre of Gravity) and the positions of punctuation, digit, and month text were noted. Next, the date patterns were searched using the sequence of labelled components. Two different date patterns were considered for searching, namely: numeric and semi-numeric patterns in the proposed approach.

1) **Numeric Date Searching:** For numeric date extraction (e.g. ১২-০৩-২০১২, ৪/৭/১০, 15/08/2012, etc.), a sub-sequence of components was matched with the numeric date regular expression (d represents digit):

\[(d|dd)(/\-)(d|dd)(/\-)(dd|dddd)\]

In the proposed date searching algorithm, first the position of the two punctuation marks was determined. If one or two consecutive digits to the left of the left punctuation, one or two digits in the middle of these two punctuations and two or four digits on the right of a right punctuation were found, the sequence was labelled as a valid numeric
date field. Devanagari numerals (१-९) and Bangla numerals (১-৯) were used along with English numerals for Devnagari and Bangla script, respectively. This is because people use English numerals to write Bangla and Devnagari dates.

2) Semi-numeric Date Searching: For semi-numeric date fields (e.g. ২১ শে জুলাই, ২০১০, ২৩ শে জুলাই, ২০১২, 31st March, 2011) extraction, the following semi-numeric regular expressions were searched:

\[(md|md)(.,-)(dd|dddd)\] and \[(d|dd)(contraction)(month)(.,-)(dd|dddd)\]

The entire patterns were searched in the sequence of line components for matching with any of the above date patterns. In a semi-numeric date pattern, textual month information may present in the front or in the middle of the sequence. 44 different types of textual months such as months in upper case (JANUARY), lower case (January) and short form (JAN, Jan) were considered here for English script. 24 types of month [12 English months written in Devnagari script (e.g. जनवरी, फरवरी, मार्च) and 12 Devanagari months (e.g. जनवरी, फेबरवरी, मार्च)] were considered as Devnagari month components. 24 types of Bangla month [12 English months written in Bangla script (e.g. জানুয়ারী, মার্চ) and 12 Bangla months (e.g. জানুয়ারী, মার্চ)] were considered here. Four types of contractions (st, nd, rd, th) were used after day information in English dates. In Bangla script, 5 contractions (রা, ঠা, ই, লা, शे) and in Devnagari script four contractions (ला, रा, शे, इ) were used.

4.5 Segmentation-Free Approach on Date Extraction

An automatic date field extraction framework from handwritten documents has been proposed in this approach. In order to design the system, sliding window-wise Local Gradient Histogram (LGH)-based features and a character-level Hidden Markov Model (HMM)-based approach were applied for segmentation and recognition. Individual date components such as month-word (month wrote in word form i.e. January, Jan, etc.), numeral, punctuation and contraction categories were segmented and labelled from a text line. Next, a Histogram of Gradient (HoG) features and a Support Vector Machine (SVM) classifier were used to improve the results obtained from the HMM-based recognition system. Subsequently, both numeric and semi-numeric regular expressions of date patterns were considered for undertaking date pattern extraction in the labelled components.
4.5.1 System Overview

A two-step approach is presented for date field extraction from handwritten documents using two classifiers, namely HMMs and SVMs. This approach performs better than the previously proposed approach [110]. It is observed that the present system works better due to the performance of the HMM on handwritten text. Unlike the previous method, here automatic segmentation of words into characters avoids the problem of pre-segmentation of date fields. The proposed approach was inspired by the method proposed by Roy et al. [111] for word recognition. The HMM was used for character level segmentation and recognition of date components such as numerals, month-word, punctuation, etc. to locate the date field in handwritten documents. The HMM-based systems performed well for the automatic segmentation of characters in handwritten words, but due to generative properties of HMMs, character recognition may fail occasionally. An SVM-based discriminative classifier trained with numerals and punctuation was applied to improve the recognition results of labelled date fields obtained from the HMM-based system. A flow diagram of date field recognition system is shown in Fig. 4.13.

![Flow diagram of the proposed date field recognition system.](image-url)
4.5.2 Hidden Markov Model-Based Recognition System

As an initial step, Otsu’s binarization method was applied to convert the grayscale images into binary images. The proposed date retrieval approach searches the date patterns in text line images. Hence, the binary document was segmented into individual text lines using a line segmentation algorithm [107] and the segmented lines were used for experimentation. Character-based HMMs [112] have been successfully used for recognition of arbitrary sets of words in English (Roman)/Latin scripts. An advantage of these systems is that they allow the recognition of unknown characters from the training data once the character models are trained. HMMs avoid the problem of pre-segmentation of words into characters so the errors of pre-segmentation can be eliminated. In the training phase, character HMMs were trained for each character of the alphabet based on transcribed text line images; since it requires date sub-fields (i.e. textual month, numerals and punctuations) samples as training material. All possible date patterns were considered in the experiment. A date pattern can consist of numerals, punctuation, and month-words (month written in word form i.e. textual month). At the recognition stage, the trained character HMMs was connected to a keyword text line model in order to calculate the likelihood score of the input text line. This likelihood score was finally normalized with respect to a general filler text line model and the length of the keyword feature vector sequence before it was compared to a threshold. Line images were represented as sequences of feature vectors $X = x_1x_2...x_T$, also known as sequences of frames. The details of sliding window-based Local Gradient Histogram feature computation method is described in Section 4.3.3 and the details of HMM is given in Section 4.3.7. The sliding window-based feature vectors along with the line-wise transcriptions of the handwritten line images were used in order to train the character-level HMMs. The HTK toolkit [113] implementation model of the HMM developed for speech signal modelling was used in the experiments where recognition was based on the Viterbi algorithm.

**Computation of character boundaries:** A Viterbi forced alignment (FA) algorithm was applied to calculate the character boundaries in handwritten lines. The algorithm found the optimal alignment of a set of Hidden Markov Models. An iterative alignment and retraining process called embedded training was used to refine the character segmentation boundaries. The character segments $(S_1, S_2, \cdots, S_n)$ of a given hypothesis were obtained using the alignment algorithm. An N-best Viterbi list composed of N hypotheses was generated. From these, the best hypothesis was chosen based on the addition of a maximum likelihood (ML) segmentation at the character level. Qualitative performance of character level segmentation of this algorithm on sample handwritten lines is shown in Fig. 4.14.
4.5.3 SVM-Based Recognition System

An SVM-based recognition system was used as an isolated character recognizer. The alignment information produced by the Viterbi-forced alignment of characters was used for this stage of the system. Next, the SVM-based recognizer especially trained with numerals and punctuation was applied to refine the results obtained from the HMM-based recognition system. The semi-numeric strings were not considered by the SVM-based system and the results obtained from the HMM-based system were used in the final combination stage. The SVM-based numeral classifier initially takes the character alignment information produced by the HMM-based recognizer. The recognition errors generated by the HMM-based system due to segmentation problems were handled by the SVM-based isolated numeral and punctuation classifier. Detailed descriptions of Histogram of Oriented Gradients (HoG) feature extraction technique used with the SVM classifier is described in Section 4.3.4.

SVMs: The SVM-based [88] classifier is presented in Section 4.3.6. In these experiments, an SVM-based numeral and punctuation classifier was used. The reported recognition results in these experiments were based on the Gaussian kernel only. The hyperparameters of the SVM were set using a validation process as follows: kernel type = RBF, \( \gamma = 0.04 \) and \( C = 3 \). The best result was achieved by setting the above values for these parameters.

4.5.4 Combination of Recognition Scores

In this procedure, the inputs were the N-best list score from the individual classifiers and the score of both classifiers were usually normalized before fusion. The resultant score was calculated by a combination of scores obtained from the classifiers as follows. Let \( D_1, D_2, \cdots, D_L \) be the set of \( L \) classifiers [114]. The output of the \( i^{th} \) classifier is denoted as \( D_i(x) = [d_{i,1}(x), \cdots, d_{i,c}(x)]^T \), where \( d_{i,j}(x) \) is the degree of support given
by classifier $D_i$ to the hypothesis that test where class $x$ comes from and $c$ refers to the crisp class label. We construct $\hat{D}$, the fused output of the $L$ level classifier as

$$\hat{D} = F(D_1(x), \ldots, D_L(x))$$

where, $F$ is the aggregation rule of the maximum average and product operator. The top three likelihoods along with the confidence scores were estimated for particular segmented components from the HMM-based system. The SVM-based system estimated the confidence measure of the top three labels obtained from the HMM’s output. Finally, the label of a segmented part which received a combined maximum score was considered as the final class label. Fig. 4.15 shows an example of how the combination was performed using the top three scores obtained from the classifiers.

![Figure 4.15: An example of score combination obtained from the HMM and the SVM classifiers. An average value has been considered as the combined score.](image)

4.5.5 Matching of Date Pattern

The labelled components in each candidate text line such as punctuation, numeral and months-word (ex. Jan, Feb) were noted. Next, the date regular expressions were searched for using the sequence of labelled components. Two different date patterns for searching, namely: numeric and semi-numeric patterns were considered in the proposed approach.

**Numeric and Semi-Numeric Date Matching:** A date field consisting of only numerals and punctuations is considered as a numeric date field in this approach, e.g. (15/08/2012, 12-01-12 etc.). Other date fields that consist of month-word, numerals and contractions (st, nd, rd, th) are considered as semi-numeric dates e.g. 31st March 2011. For numeric date extraction a sub-sequence of components with the following date regular expression were searched:
A complete numeric date field consists of at least one or at most two numerals for day information, at most two numerals of month information and a maximum of four numerals for year information. The following date regular expressions were searched for semi-numeric dates.

\[(d|dd)(/\-)(d|dd)(/\-)(dd|dddd)\]

where \(d\) represents numerals, \(m\) represents a month-word and three types of punctuation in the date syntax were considered. Two types of regular expression for semi-numeric date fields were considered. In a semi-numeric date pattern, month-word may present in the front or in the middle of the sequence. Contractions can be found before alphanumeric month information. The ‘grep’ command-line utility, which is available in Unix-like systems for pattern searching, was used to search all the above-mentioned date patterns from the transcribed lines.

### 4.6 Results and Discussion

This section evaluates the performance of different levels of the proposed approaches by considering various parameters. The different datasets used in the different levels of experiments are described in this section. Qualitative and quantitative results are detailed which show the efficiency of the proposed approaches. It is to be noted that all the experiments were performed using a PC with Intel core 2.5 GHz processor and 4 GB of RAM.

#### 4.6.1 Performance of Segmentation-Based Approach

The dataset used to evaluate the performance of segmentation-based approach for the multi-script date extraction and the detailed experimental results of different modules of the proposed system are provided in the following sections.

#### 4.6.1.1 Datasets

To the best of the researcher’s knowledge, there exists no standard date dataset consisting of handwritten date samples to evaluate date extraction methods. Hence, different datasets were used for the training of classifiers at different levels. It should be noted that the training and test datasets were different in the experiments. Table 4.1 and Table 4.2 show the details of training and test dataset used respectively in the experiments.
**TrainingDatasets:** Row 2 of Table 4.1 shows the number of Bangla, Devnagari, and English handwritten words used to train the SVM classifier at the script identification level. This dataset was collected earlier for handwriting recognition experiments. Primitive segments and reservoir blobs were extracted from these handwritten words and used to train the classifier for identification of scripts. Row 3 of Table 4.1 shows the month-word dataset used to train the month identification system. It total, 44 classes of English months written in alphabetic letters (e.g. JANUARY, January, JAN and Jan etc.) and 24 classes each for Devnagari and Bangla scripts were considered. The month-word dataset was collected from 80 individuals, and contains different formats of the month (e.g. JANUARY, January, JAN and Jan etc. as mentioned in Section 4.4.2.5). Rows 4-6 of Table 4.1 show the volume of data used to train the classifier at the component level. English digits from the MNIST [7] dataset of handwritten digits were used for training the classifier at the component level for all the scripts. As mentioned earlier, English digits are often used in Bangla and Devnagari dates; hence, the MNIST dataset was used for all the training models along with their individual script digits.

For example, in Bangla and Devnagari script, Bangla and Devnagari numerals were used respectively for training along with English MNIST numerals. The dataset of Bangla and Devnagari numeral were collected earlier for the postal automation [115] work and used in this experiment for the training of the numeral recognition system. Here, at least 100 samples per numeral class were used from English, Devnagari, and Bangla numeral datasets.

**Test Dataset:** Handwritten text lines of a single script, as well as multi-script data were collected from 60 individuals of different professions and used for testing the system. Table 4.2 shows the total number of handwritten lines used from these three scripts for testing purposes.

<table>
<thead>
<tr>
<th>Types of Data</th>
<th>Bangla</th>
<th>Devnagari</th>
<th>English</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word</td>
<td>2035</td>
<td>2079</td>
<td>1935</td>
</tr>
<tr>
<td>Month-word</td>
<td>2520</td>
<td>1900</td>
<td>2570</td>
</tr>
<tr>
<td>Numeral</td>
<td>3651</td>
<td>2137</td>
<td>MNIST dataset[7]</td>
</tr>
<tr>
<td>Punctuation</td>
<td>904</td>
<td>904</td>
<td>904</td>
</tr>
<tr>
<td>Contraction</td>
<td>604</td>
<td>578</td>
<td>730</td>
</tr>
</tbody>
</table>
4.6.1.2 Script Identification

Script identification experiments were performed to select the features. The computed script identification results using two features on the experimental dataset are shown in Table 4.3. It shows the SVM-based 5-fold cross-validation test accuracy for gradient and Gabor filter-based features. The Gabor filter-based features computed in this experiment are the same as those explained in [80]. It also shows the performance of both the features in the experiment. Table 4.3 shows how primitive segments (foreground) and reservoir blobs (background) information individually contribute to the script identification task. The gradient features were used finally for script identification as it was noted that gradient features outperformed Gabor in SVM-based 5-fold cross-validation experiments. Accuracy rates of 73.80% and 65.33% were obtained for gradient and Gabor, respectively when primitive segment information was used. Script identification using only reservoir blob information produced a 60.84% and 53.89% accuracy for gradient and Gabor features, respectively.

Table 4.3: SVM-based 5-fold cross validation results for script identification (accuracy is based on primitive segments and reservoir blobs)

<table>
<thead>
<tr>
<th>Feature based on</th>
<th>Primitive Segments(%)</th>
<th>Reservoir Blobs(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gradient</td>
<td>73.80</td>
<td>60.84</td>
</tr>
<tr>
<td>Gabor</td>
<td>65.33</td>
<td>53.89</td>
</tr>
</tbody>
</table>

The combined majority of primitive segments and reservoir blobs information was finally used for script identification in this system. The results obtained from word-wise script identification for English, Devnagari, and Bangla scripts are presented in Table 4.4. The accuracy obtained for English and Bangla scripts is encouraging. However, 7.15% and 3.12% of Devnagari scripts were confused with Bangla and English scripts, respectively. The similarity of alphabets, as well as the basic script structure between Bangla and Devnagari scripts, lead to a 7.15% confusion. If there was a tie in the total number of the recognition results during component classification, the script cannot be determined, and hence rejected. However, line-wise script identification was more accurate than word-wise script identification when the same identification technique was applied. The results of line-wise script identification for these three scripts are presented in Table 4.5.
The proposed script identification technique outperformed the previous work by Roy et al. [30]. Table 4.6 shows a comparative study with the previously proposed script identification technique. The test dataset used in the experiment for the comparison of performance is the same as the one used in [30].

<table>
<thead>
<tr>
<th>Script</th>
<th>Bangla</th>
<th>Devnagari</th>
<th>English</th>
<th>Rejection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bangla</td>
<td>98.40</td>
<td>0.60</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Devnagari</td>
<td>7.15</td>
<td>89.73</td>
<td>3.12</td>
<td>0.00</td>
</tr>
<tr>
<td>English</td>
<td>0.40</td>
<td>0.00</td>
<td>99.20</td>
<td>0.40</td>
</tr>
<tr>
<td>Overall</td>
<td></td>
<td></td>
<td></td>
<td>94.69%</td>
</tr>
</tbody>
</table>

Table 4.5: Line-wise script identification results

<table>
<thead>
<tr>
<th>Experimental Dataset</th>
<th>Bangla (%)</th>
<th>Devnagari (%)</th>
<th>English (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Handwritten lines</td>
<td>98.62</td>
<td>95.20</td>
<td>99.44</td>
</tr>
</tbody>
</table>

Table 4.6: Comparison of word-wise script identification results (accuracy is given in percent)

<table>
<thead>
<tr>
<th>Method</th>
<th>Bangla</th>
<th>Devnagari</th>
<th>English</th>
<th>Overall Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roy and Majumdar [30]</td>
<td>96.77</td>
<td>97.68</td>
<td>93.61</td>
<td>96.02</td>
</tr>
<tr>
<td>Proposed method</td>
<td>98.53</td>
<td>92.04</td>
<td>99.13</td>
<td>96.57</td>
</tr>
</tbody>
</table>

4.6.1.3 Results of Line Selection

As discussed in Section 4.4.2.5, a filtering process was used to remove lines without date patterns. Depending on the value of the total count of date components, lines were eliminated for the next level of processing. Table 4.7 shows the percent of line eliminated for all the three scripts (i.e. Bangla, Devnagari, and English) by setting the counter of the date element at 6. It was observed from the dataset that at least 6 date elements (i.e. 4 numerals and 2 punctuations) are required to represent a numeric date.
pattern. Fig. 4.16 shows the overall result of line selection according to the number of date components (elements).

![Figure 4.16: Results of line filter process on Bangla, Devnagari and English scripts. Lines were checked for 2 to 10 components.](image)

It shows that the number of lines decreases in each script as the number of date elements increases. It can be seen that 71, 88 and 65 lines of English, Bangla and Devnagari scripts, respectively, contain 10 or more date elements. It can be also seen that 439, 187 and 128 lines of English, Bangla and Devnagari scripts, respectively, contain at least 6 date elements. Lines containing 6 or more date elements were considered for date pattern searching.

<table>
<thead>
<tr>
<th>Script</th>
<th>Lines eliminated(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bangla</td>
<td>83.00</td>
</tr>
<tr>
<td>Devanagari</td>
<td>84.39</td>
</tr>
<tr>
<td>English</td>
<td>64.90</td>
</tr>
</tbody>
</table>

4.6.1.4 Multi-Script Date Field Extraction

The measures of precision (P) and recall (R) were computed to evaluate the quantitative performance of the date extraction system for these three scripts. Depending on the ground truth of the date, extracted sequences were considered to be a valid date sequence or not. The precision-recall measure for the components of the date fields was also computed.

In this work, a DTW-based textual month-word identification approach was used. Precision-recall measures were computed for handwritten Bangla, Devnagari, English
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Figure 4.17: Qualitative results of numeric and semi-numeric dates (a-h) English handwritten, (i) Bangla handwritten, (j) Devnagari handwritten, (k) English printed. Extracted date fields are marked with a red box.

(Roman), and printed English scripts. Fig. 4.18 shows precision-recall curves of month-word identification for all the above scripts. A comparative study was also performed on the printed English dataset to show that the DTW-based month-word identification approach outperforms the SVM-based method proposed in [110] and the results are presented in Table 4.8. The measure of precision and recall of both DTW and SVM-based approaches were presented to show that the DTW-based approach outperforms the SVM-based method. The profile features and the gradient features were used for the DTW and SVM-based month-word identification approach, respectively.

The measure of precision and recall of date field component (month, numerals and punctuations) identification was also computed separately for each script. Rows 2-5 of Table 4.9 show the performance of the date retrieval technique on Bangla, Devnagari, English scripts and the overall result, respectively. To get an impression of the qualitative
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Figure 4.18: Precision vs recall curves for month-word extraction. Bangla, Devanagari, English and English printed PR curves are shown.

Table 4.8: Comparison of results for month-word identification (Q1: Fields retrieved and relevant, Q2: Relevant fields in dataset, Q3: Fields retrieved).

<table>
<thead>
<tr>
<th>Method based on</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Precision (Q1/Q3*100)</th>
<th>Recall (Q1/Q2*100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTW</td>
<td>96</td>
<td>114</td>
<td>129</td>
<td>74.42</td>
<td>84.21</td>
</tr>
<tr>
<td>SVM</td>
<td>89</td>
<td>114</td>
<td>126</td>
<td>70.63</td>
<td>78.07</td>
</tr>
</tbody>
</table>

Table 4.9: Component wise precision-recall measure (P: Precision, R: Recall)

<table>
<thead>
<tr>
<th>Script</th>
<th>Month</th>
<th>Numerals</th>
<th>Punctuations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>Precision</td>
</tr>
<tr>
<td>Bangla</td>
<td>70.97</td>
<td>86.27</td>
<td>88.02</td>
</tr>
<tr>
<td>Devnagari</td>
<td>68.75</td>
<td>78.57</td>
<td>85.07</td>
</tr>
<tr>
<td>English</td>
<td>80.21</td>
<td>85.56</td>
<td>83.97</td>
</tr>
</tbody>
</table>

results, a few examples of date field extraction of these scripts are shown in Fig. 4.17 and a precision-recall curve is also presented for all the scripts in Fig. 4.19. The same date field extraction technique was tested on the English printed documents with five hundred printed lines containing different formats (numeric and semi-numeric) of date samples. These were extracted from the documents of the 'Tobacco-800' dataset. A higher accuracy than that achieved on handwritten documents was attained in the experiment; 85.09% recall and 100% precision were achieved from this experiment.
Table 4.10: Precision recall measure of date field extraction (FR: Field for recognition, Q1: Fields retrieved and relevant, Q2: Relevant fields in dataset, Q3: Fields retrieved)

<table>
<thead>
<tr>
<th>FR</th>
<th>Q1</th>
<th>Q2</th>
<th>Q3</th>
<th>Precision (Q1/Q3*100)</th>
<th>Recall (Q1/Q2*100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bangla</td>
<td>106</td>
<td>134</td>
<td>106</td>
<td>100</td>
<td>79.10</td>
</tr>
<tr>
<td>Devnagari</td>
<td>82</td>
<td>110</td>
<td>82</td>
<td>100</td>
<td>74.55</td>
</tr>
<tr>
<td>English</td>
<td>329</td>
<td>419</td>
<td>329</td>
<td>100</td>
<td>78.52</td>
</tr>
<tr>
<td>Overall</td>
<td>512</td>
<td>663</td>
<td>512</td>
<td>100</td>
<td>77.22</td>
</tr>
</tbody>
</table>

Figure 4.19: Precision vs Recall curves of date field extraction on Bangla, Devnagari, English and English printed scripts.

4.6.1.5 Error Analysis

It should be noted that the obtained errors were due to improper classification of textual months and non-months, and some errors are found due to incorrect touching digit segmentation and misclassification of digits. Fig. 4.20 shows some erroneous results.

Figure 4.20: Erroneous results (a) the month-word ‘December’ is not correctly identified due to improper word segmentation (b) the word ‘apply’ is wrongly detected as a month field.
4.6.2 Performance of Segmentation-Free Approach

The details of the used datasets and the evaluation methods are presented in the following sections.

4.6.2.1 Datasets

Different sets of data were used to evaluate the system are presented in Table 4.11. The HMM-based system used handwritten text lines and handwritten numeral strings as the training data. The IAM English sentence dataset [8] and Indian PIN code strings which were written in English were used to train the HMM-based recognizer, whereas to train the SVM-based recognizer, English digits from the MNIST\(^1\) dataset and handwritten punctuations were used. The test dataset used for the experiments included 1240 handwritten text lines collected from English documents which were written by different individuals from various professions. The dataset contains various date sequence of valid patterns including numeric and semi-numeric dates.

<table>
<thead>
<tr>
<th>Types of Data</th>
<th>Volume of Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Handwritten line</td>
<td>IAM dataset [8]</td>
</tr>
<tr>
<td>Indian PIN code</td>
<td>1500</td>
</tr>
<tr>
<td>English digits</td>
<td>MNIST dataset [7]</td>
</tr>
<tr>
<td>Punctuation</td>
<td>904</td>
</tr>
<tr>
<td>Handwritten lines for test</td>
<td>1240</td>
</tr>
</tbody>
</table>

4.6.2.2 Performance Based on HMM

A 5-fold cross validation technique was applied to compute the recognition accuracy. A validation dataset was used to vary the HMM parameters such as the number of states, the number of Gaussian distributions and width of the sliding window. On the basis of analysing the performance, 6 states for each character model and 8 GMMs for each state were selected. In LGH feature extraction, a sliding window width of 10 pixels with a 50% overlapping ratio provided the best result in the experiment. Table 4.12 shows the performance of month-word recognition accuracy by HMMs only. Table 4.13 shows the results produced in these experiments solely by the HMM-based system. A few sample images in Table 4.15 show the qualitative results obtained from the experiments.

\(^1\)http://yann.lecun.com/exdb/mnist/
### Table 4.12: Performance of HMM-based month-word recognition

<table>
<thead>
<tr>
<th>Total samples</th>
<th>Correctly recognised samples</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>184</td>
<td>160</td>
<td>100</td>
<td>86.95</td>
</tr>
</tbody>
</table>

### Table 4.13: HMM-based recognition accuracy of date fields

<table>
<thead>
<tr>
<th>Data</th>
<th>Total samples</th>
<th>Correctly recognised samples</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Numeric Date</td>
<td>256</td>
<td>208</td>
<td>81.25</td>
</tr>
<tr>
<td>Semi-Numeric Date</td>
<td>163</td>
<td>129</td>
<td>79.14</td>
</tr>
</tbody>
</table>

#### 4.6.2.3 Combined Results of HMM and SVM

The results presented in Table 4.14 show the improved results obtained by the HMM-SVM hybrid rescoring system. It also reveals that HMM-SVM hybrid system performed better on numeric date extraction because of the SVM-based recognizer performed well in numerals recognition.

### Table 4.14: Recognition accuracy based on combined results of HMM and SVM

<table>
<thead>
<tr>
<th>Data</th>
<th>Total samples</th>
<th>Correctly recognised samples</th>
<th>HMM+SVM Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Numeric Date</td>
<td>256</td>
<td>225</td>
<td>87.89</td>
</tr>
<tr>
<td>Semi-Numeric Date</td>
<td>163</td>
<td>134</td>
<td>82.20</td>
</tr>
</tbody>
</table>

#### 4.6.2.4 Comparative Analysis

The proposed approach performed better than the approach presented in [110] on English script. Table 4.16 and 4.17 show the comparison on month-word and date field recognition using the precision-recall measure. It was observed that the Viterbi forced alignment (FA) algorithm played a vital role calculate the optimal character boundary which leads to proper character segmentation.

#### 4.6.2.5 Error Analysis

Some errors occurred due to the segmentation problems generated by the HMM on some low-quality images. The SVM classifier also failed to recognise those characters if there were improper character alignment. Table 4.18 shows some samples of erroneous results obtained from the experiments.
Table 4.15: Qualitative results from the HMM-based and combined approach on sample images

<table>
<thead>
<tr>
<th>Date samples</th>
<th>HMM results</th>
<th>HMM+SVM results</th>
</tr>
</thead>
<tbody>
<tr>
<td>17/07/12</td>
<td>17/07/12</td>
<td></td>
</tr>
<tr>
<td>June 6, 2007</td>
<td>June 6, 2007</td>
<td></td>
</tr>
<tr>
<td>May 6, 2009</td>
<td>May 6, 2009</td>
<td></td>
</tr>
<tr>
<td>22nd July, 2012</td>
<td>22nd July, 2012</td>
<td></td>
</tr>
<tr>
<td>25/12/2009</td>
<td>25/12/2009</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.16: Comparison with the previous method on month-word recognition.

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mandal et al. [110]</td>
<td>77.41</td>
<td>83.72</td>
</tr>
<tr>
<td>HMM-based approach</td>
<td>100</td>
<td>86.95</td>
</tr>
</tbody>
</table>

Table 4.17: Comparison with the previous method on complete date field recognition

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mandal et al. [110]</td>
<td>89.08</td>
<td>74.87</td>
</tr>
<tr>
<td>HMM-based approach</td>
<td>100</td>
<td>85.68</td>
</tr>
</tbody>
</table>

4.7 Summary

Two different approaches for date field extraction from documents for date-based document retrieval have been proposed in this chapter. First, an automated system for date field extraction from multi-script documents has been presented. The script of a document was determined using a novel script identification technique. Next, a DTW-based method was applied in the present study to extract month-word component from scripts. The gradient-based features and SVM classifier were used for the identification of other date components such as a digit, punctuation and contraction (e.g. st, nd, rd,
Table 4.18: Erroneous results

<table>
<thead>
<tr>
<th>Date samples</th>
<th>Ground truth</th>
<th>HMM Results</th>
<th>HMM+SVM results</th>
</tr>
</thead>
<tbody>
<tr>
<td>17/07/11</td>
<td>/07/11</td>
<td>17/4/18</td>
<td></td>
</tr>
<tr>
<td>17/05/2007</td>
<td>17/05/207</td>
<td>17/05/209</td>
<td></td>
</tr>
</tbody>
</table>

Finally, different date patterns are searched from the sub-sequence of labelled components. Although this technique works for multi-lingual documents, there was some scope for improvement. In order to address the pre-segmentation problem of the date field in the second approach, the HMM-based segmentation-free approach was applied. The segmentation errors at the word and character level were decreased significantly by the HMM-based approach. To produce the final document retrieval result a simple date string matching technique needs to be applied. The accuracy achieved from the proposed date recognition system would be the retrieval accuracy eventually, because text string matching between query date and extracted document date is an error free stage. An extension on regular expressions for searching would be an interesting direction for future work. As mentioned earlier, this would foster further research to facilitate generic solutions in document analysis, with different applications in automation.
CHAPTER 5
CONCLUSIONS AND FUTURE RESEARCH

This chapter concludes the thesis by summarising the research contributions, limitations and suggests some areas for future work. The objective of this research was to develop a Document Image Retrieval (DIR) system using two significant pieces of key information namely signature and date. Therefore, to achieve this, in this study, the significance of document image retrieval has been investigated and the importance of signature and date used as key information were also analyzed. It appears from the investigation that although there are many published research works on DIR, only a few studies in the literature that deal with signature or date as key information for document retrieval. Though there are many potential application areas, the gap appearing in the extant literature indicates the need for more research in this field. Two independent systems were proposed in Chapter 3 and Chapter 4 for document retrieval based on signature and date information, respectively.

The proposed signature-based document retrieval technique has three main stages: signature detection, signature segmentation, and matching of signatures. The detection and segmentation of signatures from documents involve challenges due to the unconstrained nature of handwriting and the variation of the structure in signatures. The matching of the signatures are also challenging due to non-rigid shape and intra-class variance among signatures. To address these challenges, two different approaches were employed consisting of two different features extraction techniques namely gradient and SIFT-descriptor with Bag-of-Visual-Words (BoVW)-based features for the signature detection stage. The SVM was used as a classifier for both the techniques of signature detection. Next, the Density-Based Spatial Clustering approach was employed for the task of signature segmentation. Finally, SIFT-descriptor with BoVW-based features was used for signature shape coding to retrieve documents.
The extraction of handwritten dates in a document is the pivotal task in the date-based document retrieval system. However, the challenges involved in date-based document image retrieval are entirely different. A date can appear in documents with many patterns (i.e. numeric and semi-numeric) and the segmentation and recognition of elements of all patterns are quite challenging. Two different multi-stage approaches for date extraction have been presented in Chapter 4 of this thesis. The first method of date extraction is a multi-stage segmentation-based approach. First, the script was identified as Bangla or Devanagari or English. In the second stage, the date elements (i.e. month-word, numerals, and punctuation) were recognised. Finally, date patterns were searched from the identified components. The second method of date extraction is a segmentation-free approach based on HMM. In the first stage, an HMM-based text recognizer was employed. The HMM-SVM rescoring approach was employed at the second stage to refine the results obtained from the first stage. Finally, numeric and semi-numeric date patterns were searched from the recognised components. The dataset contained various types of data used for investigation at different stages of the systems.

In summary, this thesis has made the following contributions to the field of Document Image Retrieval using the signature and date information:

- Signature segmentation from documents using contextual information, Mandal et al. [80].
- Multi-script Off-line signature identification, Mandal et al. [116].
- Multi-lingual date field extraction, Mandal et al. [99].
- Date field extraction using HMMs, Mandal et al. [100].

5.1 Future Research

The document retrieval techniques proposed in this thesis is focused on extraction and recognition of both, signature and date. In the near future, the work can be extended to use signature and date information jointly or individually to retrieve documents from a document repository. A flow diagram of the future system is given in Fig. 5.1. Signatures are first segmented and then the recognition process recognizes the segmented signature to determine to whom a particular signature belongs to. On the other side, if there is any date information in the document, it will also be extracted and recognised. Finally, signature and date information can be used jointly or individually to retrieve documents from a document repository.
A significant number of experiments have been conducted towards signature and date-based document retrieval. Numerous important experimental results and useful observations have been made. There are major scope for improving this research. Firstly, future research may investigate the area further in order to improve the performance of multi-script document retrieval systems. More sophisticated features based on Convolutional Neural Networks (CNN) [117] can be extracted for experiments, and to achieve more accurate results during classification if large datasets are available. Secondly, the proposed system is mainly a segmentation-based approach. A segmentation-free approach can be proposed to eliminate the error in the segmentation stages. Finally, the system can be extended towards other languages or scripts. Here, only three scripts (English, Hindi, and Bangla) are considered for the experiments. Many important other key pieces of information such as seals, logos, and words, etc. can be considered for development with document image retrieval systems.

In addition, the following important points can be considered for future work.

- The errors obtained from the present methods can be addressed.
• A segmentation-free deep learning-based approach can be proposed for signature-based document retrieval.

• Many other important key pieces of information (i.e. seal, logo, word, etc.) which are often present in administrative documents can be included to develop a generic retrieval system.

• This same method can be extended for document categorization as well.

• The HMM-based date retrieval technique can be extended to other scripts.
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