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Abstract

Band selection plays a key role in the hyperspectral image classification since it helps to reduce the expensive cost of computation and storage. In this paper we propose a supervised hyperspectral band selection method based on differential weights, which depict the contribution degree of each band for classification. The differential weights are obtained in the training stage by calculating the sum of weight differences between positive and negative classes. Using the effective one-class Support Vector Machine, the bands corresponding to large differential weights are extracted as discriminative features to make the classification decision. Moreover, label information from training data is further exploited to enhance the classification performance. Finally, experiments on three public datasets, as well as comparison with other popular feature selection methods, are carried out to validate the proposed method.

I. INTRODUCTION

Hyperspectral imaging sensors collect rich information from across the electromagnetic spectrum, which is usually composed of hundreds of contiguous and narrow spaced spectral bands. Due to the phenomenon that certain objects have unique spectral signatures, hyperspectral
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imaging is useful in a wide array of applications, such as face recognition, mineral recognition, vegetation study and land cover classification.

One challenging problem in hyperspectral imaging classification is that the high dimensionality of the spectral data leads to expensive costs of computation and storage. The high correlation among spectral bands implies that redundant bands could be removed without decreasing classification performance. Therefore, band dimensionality reduction techniques are often used to address this problem, as well as an important preprocessing step for hyperspectral images. Specifically, there are two kinds of such technics. The first one is feature extraction, which transforms raw hyperspectral images from the original space to a feature space with lower dimensions. Algorithms like Principle Component Analysis (PCA) and Independent Component Analysis (ICA) are suitable for this kind of method. The drawback of feature extraction for hyperspectral image is that the transformed feature space no longer contains spectral information and lose the interpretability of original data. The second kind of method is band selection, which chooses some 'good' bands rather than all of them. Here, the 'good bands' means those bands which are discriminative but not redundant for classification.

Various band selection methods have been proposed and could further be categorized into unsupervised and supervised manners. Unsupervised methods, such as Filter, Wrapper are convenient to implement because it requires no labeled data. Filter methods use variable ranking for feature ordering. Typically, correlation criteria, e.g., mutual information, is to score features and then remove those below a threshold. However, because some features appear informative when combined with others but not on their own, they may mistakenly be discarded by Filter methods. Wrapper methods use a predictor wrapped on a search algorithm to find the feature subset with the highest performance for the predictor. For hyperspectral band selection, various criteria, such as Bhattacharyya distance, divergence and Jeffries-Matusita (JM) distance have been employed as the predictor. In addition to this, Yao et al. described a nonlinear band selection method based on Bayesian kernel which can reduce the uncertainty by computation of posterior label probabilities. Pabitra et al. proposed an unsupervised feature selection algorithm based on measuring similarity between features. Sebastiano et al. proposed a new suboptimal search strategy for feature selection in very high dimensional remote sensing images. Unfortunately, enormous computations would be introduced since a new model is always created to evaluate the current subset each time during
its search procedure. And many hyperspectral imaging classification tasks prioritize the accuracy. Therefore, supervised methods are much preferable in such cases.

Supervised methods\cite{3}, \cite{10}, \cite{11}, \cite{28}, \cite{29}, \cite{31} tries to find the optimal feature subset via the classifier construction. In other words, they make the feature selection in the training process and thereby could choose desired features by assessing classification results. Compared with unsupervised approaches, Embedded methods not only consider the group correlation of features, but also spend less computation time. One of their typical schemes is to use the weights of a classifier to rank the feature importance. Options of classifier include Random Forest,\cite{8} Support Vector Machine(SVM)\cite{12} etc. It is interesting to notice that in these methods the weights of the classifier contain significant information and reveal the importance of features. Intuitively, larger weights indicate more importance that the feature has. On this basis, we argue that the performance could be further boosted by introducing differential weights criteria into the training process.

Fig. 1. Key steps of the proposed method: (a) Training one-vs-all classifiers using the original training set and get the hyperplane coefficients. (b) Using these coefficients to construct a optimization function to get weights which indicate the importance of each band for classification.(c) After optimization procedure, bands with large weights are selected for classification.(d)The hyperspectral image classification result using selected bands.

In this paper, we propose a supervised band selection method, which is originated from Embedded methods. When building band selection criteria, most attention is paid to the inter-class discrimination by optimizing differential weights. Specifically, discriminative bands herein
are defined as those that contribute more positive score to the classifier’s output of one class than that of other classes in training. To formalize this observation, we use a modified one-class SVM to satisfy differential weights constraint and calculate weights for each band. The bands with large weights are then selected.

Our contributions are as follows: First, we propose a supervised hyperspectral band selection algorithm using differential weight criterion, which takes full advantage of the label information to improve the classification performance. Second, a band weights optimization process is introduced to find the band subset by using the one-class SVM model. Third, the proposed method calculates weight for each band, which gives guidance not only to classification but also to other band analysis approach.

II. BAND SELECTION WITH DIFFERENTIAL WEIGHTS

In this section, we detailedly describe the method for hyperspectral band selection. At first, we briefly illustrate the concept of hyperspectral band weighting and describe the notation used in the rest of paper. Then a new band selection criterion based on differential weights is developed. After the criterion is defined, we introduce the one-class SVM model, which is used to solve the optimization of differential weights. Finally, informative bands are selected according to the band weights, and are used to train hyperspectral image classifiers. A summary of the proposed method is shown in Fig. 1

A. Band Weighting

Unlike the searching-based band selection method, we adopt a weighting-based strategy. It prioritizes all bands at the same time, taking each possible group of bands into consideration. This weighting-based band selection method could avoid the problem caused by correlation among these bands when selected one by one. Let \((x^i, y^i)\) be the \(i\)-th pixel in the training set, where \(x^i \in \mathbb{R}^N\) is the vector of \(i\)-th pixel’s intensity value of all bands and \(N\) is the total number of original bands, \(y^i \in \{1, 2, ..., C\}\) is the class label of the \(i\)-th pixel and \(C\) is the number of classes. The band weight \(v\) is a \(N \times 1\) vector corresponding to the spectral bands of training samples. The next step is to design a separation criterion to learn the band weight that indicates the importance of each spectral band.
B. Differential Weights

Our motivation is to design a band selection criterion which includes inter-class constraints. So, Firstly, the differential weight is deduced.

As mentioned before, the key criterion to design a supervised hyperspectral band selection method is classification accuracy and it is natural to start by exploring classification result. At the beginning, we train an one-vs-all SVM classifier for each class using the data in this class as positive samples and the rest as negative samples. The objective function is

\[ L(w) = \frac{1}{2} \| w \|^2 - \lambda \sum_{i} (y_i f(x_i, w) - 1) \]  

(1)

where \( x_i \) represents the \( i \)-th hyperspectral pixel training sample with \( N \) bands, and \( w \) represents the SVM classification hyperplane. \( \lambda \) is a regularization parameter that controls the model complexity. \( y_i \) is the class label, and \( f() \) is the classification score for the initial SVM training. It should be noted that other classifiers such as multi-class logistic regression could be used herein as well. After the initial training, each class \( c \) has a classification weight \( w_c \).

In the multi-class classification problem, the sample is predicted correctly if the sample gets higher score of its ground truth class \( c \) than those of other classes. In other words, it means that the \( i \)-th sample would be predicted correctly if it satisfies the following inequality:

\[ w_c^T x^i > w_{y^i}^T x^i, y^i \neq c \]  

(2)

This gives us the insight of how to select discriminative bands. Intuitively, a band \( b \) is discriminative for a certain class \( c \) when the product of this band’s intensity value and the classification weight of this certain class is higher than the product with any other classes’ weight, i.e.,

\[ w_c(b) x^i(b) > w_{y^i}(b) x^i(b), y^i \neq c \]  

(3)

which could be transformed into the form

\[ (w_c(b) - w_{y^i}(b)) x^i(b) > 0, y^i \neq c \]  

(4)

This observation of inter-class discriminability is used to build the band selection criterion and we call \( w_c(b) - w_{y^i}(b) \) the differential weights which reveals the importance of each hyperspectral
band. Specifically, we take Eq. 4 as a constraint that each discriminative band should meet. For a certain spectral band, the greater the LHS of Eq. 4 is than 0, the higher probability it has to make the right prediction.

**C. Optimization**

Before going into the step of calculating band weights, we briefly introduce the one-class SVM, which is the model used herein to solve the optimization process. The classical SVM model is treated in a binary classification setting. For example, class label \( y^i \in \{-1, 1\} \), which denotes class A and class B respectively. However, one-class SVM deals with anomaly detection problem, where only data with class label \( y^i \in \{1\} \) could be used. The objective function of one-class SVM could be written as:

\[
\min_{w_o} \sum_i \max(0, 1 - w_o^T x^i) + \alpha \|w_o\|_1 \tag{5}
\]

where \( w_o \) is the classification weight vector and \( \alpha \) is the regularization parameter. The model learns \( w_o \) for positive class to differentiate positive class from non-positive class. Note that the difference between Eq. 5 and the classical SVM is that the class label \( y^i \) is ignored since there is only positive class in one-class SVM model. Instead of treating \( w_o \) as the classification weight and \( x^i \) as the feature vector of i-th data sample, we set them, respectively, as band weight that implies the importance of the band and the discriminative ability of bands that is the indicator of band selection.

Finally, our goal is to learn a \( N \times 1 \) discriminative weight vector \( v \) for each class. Let \( D^c \) denote the index of training subset corresponding to class label \( c \). We solve the following optimization problem for each class \( c \):

\[
\min_{v} \sum_{i \in D^c} \sum_{y^i \neq c} \max(0, 1 - v^T u_{c,y^i}^i) + \lambda \|v\|_1 \tag{6}
\]

where \( u_{c,y^i}^i \) represents the criterion:

\[
u_{c,y^i}^i(b) = (w_c(b) - w_{y^i}(b))x^i(b) \tag{7}
\]

which is the differential weight times the pixel value which measures its discriminability to other classes of band \( b \). Intuitively, The band \( b \) is helpful to make the correct prediction if \( u_{c,y^i}^i(b) \) is
greater than 0. Large value of \( u_{c,y}^i (b) \) indicates that the current band \( b \) contains the information we'd like to keep for maintaining classification performance.

In order to find discriminative bands, the constraints built on differential weights are needed. Intuitively, Eq. 6 tries to estimate vector \( v_c \) such that the \( b \)-th element of \( v_c \) represents the discriminative capability of band \( b \) to the \( c \) class. In other words, band \( b \) of the \( c \) class is discriminative to other classes if the \( b \)-th element of \( v_c \) is large. In Eq. 6, the first term is a hinge loss term which measures indiscriminateness of weight vector \( v_c \). For example, when \( v_c \) gives big weights to the discriminative bands, the loss term will be low in Eq. 6. The second term is a regularization term, which prevents the optimization from over-fitting. Furthermore, we choose \( \ell^1 \)-norm as regularization so that sparsity is given to \( v_c \), which promotes the ability of feature selection. The parameter \( \lambda \) controls the relative importance between hinge loss term and \( \ell^1 \)-norm regularization term and can be obtained by cross-validation. Note that Eq. 6 is equivalent to one-class SVM and could be solved by a standard SVM solver.

After obtaining \( v_c \) for each class, we select the \( n \) bands with the \( n \) largest weights. The selected bands contain the most discriminative information and are efficient for classification.

III. EXPERIMENT

The proposed method is evaluated on three publicly available datasets. It should be noted that our band selection method is flexible and can be applied to a variety of classifiers although the simple yet effective one-class SVM is used in our method to gain discriminative band weights. Therefore, to validate the property, we discuss the classification accuracy herein by using \( K \) Nearest Neighbor(KNN), Linear Discriminant Analysis(LDA) and SVM, respectively. The parameter \( k \) in KNN is set to be 3 in the experiment, and the one-against-all strategy is utilized in both LDA and SVM training. Particularly, the regularization parameter in SVM is obtained by 5-fold cross-validation with the widely used radial basis function (RBF) kernel.

Besides, our method is also evaluated by comparing it with three popular band selection technics, i.e., AP, \(^19\) mRMR \(^18\) and SVM-RFE. \(^12\) AP uses affinity propagation to calculate the similarity between bands and search for exemplars as selected bands. mRMR is a supervised band selection method based on representative mutual information. In SVM-RFE, SVM weights, similarly to our method, are also used as feature ranking criterion. However, it should be noted that we further exploit the trained classifier in the proposed method by using differential weights
to build the separation criterion. Finally, the classification results with full bands are reported as well.

A. Pavia Centre

Pavia Centre is a section of the scene of Pavia, northern Italy, which was acquired by the ROSIS sensor during a flight campaign in 2002. Fig. 2(a) shows the sample band and Fig. 2(b) shows the ground truth of the land cover class. It is a 1096x1096 pixels image with spatial resolution of 1.3 meters and each pixel has 102 spectral bands. The dataset is categorized into nine classes. In Pavia Centre, some samples without information are manually discarded. Then we randomly choose 15 percent of the remaining samples for each class as training set and the rest as test set. See Table. I for detail.

Fig. 3 shows experimental results of various band selection methods with different classifiers. It can be seen that our method outperforms the others in most cases. Especially, the SVM classifier achieves the highest classification accuracy slightly. The reason may be that SVM with RBF kernel, as a non-linear classifier, is more powerful than linear classifiers like LDA. In general, our method has consistent performance no matter what classifier is used herein. It could verify the independence of our method on classifiers to some extent. When the number of bands is small, SVM-RFE may be competitive with ours. However, as the number of bands increases, specifically when more than 15 bands are selected in this case, our method could achieve better performance. On the other hand, it can be easily seen that our method outperforms AP in any number of selected bands, which is reasonable since it makes the inter-class discrimination by optimizing the inter-class criterion. Moreover, classification accuracy of our method with only 40 bands is very close to that with full bands, which demonstrates heavy redundancy of hyperspectral images in classification application.

B. Indian Pines

The second dataset we used is Indian Pines, which is shown in Fig. 4(a). The ground truth land cover class is shown in Fig. 4(b). Indian Pines is a section of the scene acquired by AVIRIS sensor in 1992 over the Indian Pines test site, North-western Indiana. It is a 145*145 pixels image and each pixel has 224 spectral bands covering wavelength ranging from 400nm to 2500nm. We remove water absorption bands: [104-108], [150-163], 220. Furthermore, seven classes are
Fig. 2. Pavia Centre: (a) Sample band of the hyperspectral image. (b) Ground truth of the land cover class.

<table>
<thead>
<tr>
<th>#</th>
<th>Class</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Water</td>
<td>124</td>
<td>800</td>
</tr>
<tr>
<td>2</td>
<td>Trees</td>
<td>123</td>
<td>797</td>
</tr>
<tr>
<td>3</td>
<td>Asphalt</td>
<td>122</td>
<td>794</td>
</tr>
<tr>
<td>4</td>
<td>Self-Blocking Bricks</td>
<td>120</td>
<td>788</td>
</tr>
<tr>
<td>5</td>
<td>Bitumen</td>
<td>120</td>
<td>788</td>
</tr>
<tr>
<td>6</td>
<td>Tiles</td>
<td>189</td>
<td>1071</td>
</tr>
<tr>
<td>7</td>
<td>Shadows</td>
<td>71</td>
<td>405</td>
</tr>
<tr>
<td>8</td>
<td>Meadows</td>
<td>124</td>
<td>800</td>
</tr>
<tr>
<td>9</td>
<td>Bare Soil</td>
<td>123</td>
<td>797</td>
</tr>
<tr>
<td></td>
<td>TOTAL</td>
<td>1118</td>
<td>6338</td>
</tr>
</tbody>
</table>

TABLE I
NUMBER OF TRAINING AND TESTING SAMPLES FOR EACH OBJECT CLASS IN PAVIA CENTRE

discarded since only few samples are available for them, leaving nine classes available in the
dataset. We randomly choose 15 percent of the samples for each class as training set and the
rest as test set. See Table. II for detail.

Fig.5 shows the classification accuracy using various band selection methods and different
classifiers. Our method proposed in the letter obviously outperforms AP and mRMR. Similarly
to the Pavia Centre dataset, SVM has the slightly highest performance among the three classifiers. Besides, the relative performance is also consistent given a classifier since our method is adaptable to a variety of classifiers. We can see that SVM-RFE is competitive to our method when using the KNN classifier, while our method performs slightly better than SVM-RFE for SVM. This is partly because the KNN classifier could suffer from over-fitting and be quite sensitive to noise. Moreover, in the SVM case, the performance of our method achieves better than other band selection methods as the number of bands increases. When the number of selected bands is 15, we report the selected bands by different methods in Table IV.

C. APHI

The third dataset is call APHI(Airborne Push Hyperspectral Imager), which is shown in Fig. 6(a). The ground truth is shown in Fig. 6(b). Images in this dataset has the size of 210*150*64, covering 455nm to 805nm wavelength range. Some land-cover classes are dis-
Fig. 4. Indian Pines: (a) Sample band of the hyperspectral image. (b) Ground truth of the land cover class.

TABLE II

<table>
<thead>
<tr>
<th>#</th>
<th>Class</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Paddy</td>
<td>200</td>
<td>400</td>
</tr>
<tr>
<td>2</td>
<td>Bamboo</td>
<td>100</td>
<td>200</td>
</tr>
<tr>
<td>3</td>
<td>Tea</td>
<td>50</td>
<td>150</td>
</tr>
<tr>
<td>4</td>
<td>Pachyrhizus</td>
<td>100</td>
<td>250</td>
</tr>
<tr>
<td>5</td>
<td>Caraway</td>
<td>50</td>
<td>200</td>
</tr>
<tr>
<td>6</td>
<td>Water</td>
<td>200</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>TOTAL</td>
<td>700</td>
<td>1600</td>
</tr>
</tbody>
</table>

carded because of there are only very few training samples. In APHI, the surface covers are Paddy, Bamboo, Tea, Pachyrhizus, Caraway and Water, Which are labeled as C4, T6, T7, V2, V13, and W2. Table. III shows the number of training and testing samples we choose from APHI dataset.

Fig. 7 shows classification results of various band selection methods with different classifiers. Among three classification methods, the SVM classifier shows the highest classification accuracy. Our band selection method outperforms the others, especially for AP method. Same as the first two datasets, SVM classifier has the best performance among the there classifiers. Moreover, when using SVM classifier, as the number of bands increased, specifically when more than 20
bands are selected, our method can obtain could achieve better performance.

**D. Influence of Training Set Size**

In this subsection the influence of number of training samples on our band selection method is evaluated. We evaluate our method compared with SVM-RFE and mRMR, namely the supervised band selection methods. Fig. 6. shows the SVM based classification performance with different numbers of training samples, where the Indian Pines dataset and 50 bands are used herein. It can be observed that classification accuracy of all three methods is low when only using a few of training samples, and then becomes higher with the increase of training set size. This is related to the over-fitting problem encountered in supervised learning when there are not enough training samples. Nevertheless, it is remarkable that even though training set is small, our method still performs better than SVM-RFE and mRMR because of its improved generalization.
Fig. 6. APHI dataset: (a) Sample band of the hyperspectral image. (b) Ground truth of the land cover class.

TABLE III
NUMBER OF TRAINING AND TESTING SAMPLES FOR EACH OBJECT CLASS IN APHI

<table>
<thead>
<tr>
<th>#</th>
<th>Class</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Corn-no till</td>
<td>214</td>
<td>1214</td>
</tr>
<tr>
<td>2</td>
<td>Corn-mil till</td>
<td>125</td>
<td>704</td>
</tr>
<tr>
<td>3</td>
<td>Grass/pasture</td>
<td>72</td>
<td>411</td>
</tr>
<tr>
<td>4</td>
<td>Grass/trees</td>
<td>110</td>
<td>620</td>
</tr>
<tr>
<td>5</td>
<td>Hay-windrowed</td>
<td>72</td>
<td>406</td>
</tr>
<tr>
<td>6</td>
<td>Soybean-no till</td>
<td>146</td>
<td>823</td>
</tr>
<tr>
<td>7</td>
<td>Soybean-mil till</td>
<td>368</td>
<td>2087</td>
</tr>
<tr>
<td>8</td>
<td>Soybean-clean till</td>
<td>89</td>
<td>504</td>
</tr>
<tr>
<td>9</td>
<td>Woods</td>
<td>190</td>
<td>1075</td>
</tr>
<tr>
<td></td>
<td>TOTAL</td>
<td>1214</td>
<td>6882</td>
</tr>
</tbody>
</table>

TABLE IV
COMPARISON OF SELECTED BANDS WITH DIFFERENT METHODS IN INDIAN PINES

<table>
<thead>
<tr>
<th>Methods</th>
<th>15 selected bands</th>
</tr>
</thead>
<tbody>
<tr>
<td>OURS</td>
<td>10, 23, 39, 50, 59, 80, 90, 95, 102, 116, 120, 129, 132, 188, 196</td>
</tr>
<tr>
<td>AP</td>
<td>1, 7, 15, 25, 48, 67, 86, 90, 99, 119, 129, 142, 182, 197, 206</td>
</tr>
<tr>
<td>SVM-RFE</td>
<td>31, 39, 45, 60, 61, 66, 93, 96, 103, 115, 119, 130, 145, 172, 199</td>
</tr>
<tr>
<td>mRMR</td>
<td>37, 53, 67, 68, 69, 82, 87, 98, 101, 112, 115, 119, 127, 137, 186</td>
</tr>
</tbody>
</table>
Fig. 7. Classification accuracy on APHI with (a)KNN, (b)LDA, and (C)SVM.

IV. CONCLUSION

In this letter we propose a new method for hyperspectral band selection. The differential weights are introduced to reveal the importance of each band in the selection criterion for classification. Experimental results in three widely used datasets show its effectiveness compared with other popular methods. The success of proposed method is due to the following reasons: 1) discriminative band is defined explicitly, which fully takes the discrimination among classes into account; 2) a modified one-class SVM is used to formalize the optimization problem so that discriminative weight vector for each class can be efficiently solved.
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