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Developing an Approach to the Performance-oriented Testing of Science 

Teachers’ Action-Related Competencies 

 

Measuring teachers’ skills to carry out the complex tasks required in teaching is an 

important means of evaluating the effectiveness of teacher education but remains a 

challenging activity to conduct in practice. It is necessary to optimise approaches for 

usability and effectiveness along a continuum from low-effort and low-authenticity 

measures such as paper-and-pencil tests to high-effort, high-authenticity measures such 

as extended classroom observations. The first part of the paper reviews a range of 

efforts toward measuring the competencies of teachers and other professionals in 

carrying out the tasks that make up their work. These include performance tests such as 

computer-based simulations or simulations using actors, as well as the use of tasks 

requiring participation in or responses to video vignettes. Video vignette approaches 

typically have been less interactive than performance tests and interactivity is seen as a 

desirable feature. A novel framework for developing performance-oriented testing is 

then outlined. The second part of the paper exemplifies this framework in relation to 

providing explanations in physics classrooms. The development of a novel test 

instrument following the framework is described, and findings on construct validity are 

presented to support the applicability of the presented approach. 

 

Keywords: Interactive testing, video vignettes, performance test, physics teacher 

education, prognostic validity, explaining 

 

Introduction 

Efforts to measure the competencies – in a European tradition usually understood as 

knowledge, skills and dispositions to act (e. g., Lindmeier, 2011) – of teachers in ways that 

credibly predict their performance is an important part of improving science teacher 

education (Aufschnaiter & Blömeke, 2010). Attempts to develop such measures, however, 
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have led to ambiguous results (see, e.g., Cochran-Smith, 2001). Part of the challenge is the 

tension between the desirability of authentic, interactive measures and the costs of 

developing, administering, and scoring such measures. Many studies focus on written tests, 

which are low in effort but arguably similarly low in authenticity and, more often than not, in 

prognostic validity regarding teachers’ actual performance (e.g., Riese & Reinhold, 2010). 

For this reason, Aufschnaiter and Blömeke (2010) among others have called for more 

interactive and authentic measures. 

The first part of this paper reviews two approaches that have sought to address this 

demand. The first is the use of ‘performance tests’. Originating in medical education, these 

tests involve actors who are trained to respond in specific ways, giving student teachers 

opportunities to demonstrate their competencies in a context that simulates real interactions. 

The second is the use of video vignettes in educational assessment. These are typically video 

vignettes of practice to which beginning teachers are asked to provide verbal or written 

reactions. Both approaches have positive and negative features in terms of authenticity, 

interactivity and effectiveness (understood in terms of resources: of time to conduct, time to 

code/score or financial cost of administration). 

In the second part of this paper, we outline a novel approach to the assessment of 

performance-oriented competencies that we believe retains many of the positives of both 

performance tests and video vignette approaches while addressing some of their negatives. 

This approach, we would argue, optimises the prognostic validity of the assessment while 

minimising the cost. We will explore this approach by reporting findings on construct 

validity. 

Part 1: A Literature Review on Approaches and Issues in the Assessment of 

Teachers’ Effectiveness 

Investigating the ‘chain of effects’ between the quality of teacher education and student 
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learning outcomes has been a long-standing but unsatisfying issue for education research 

(see, e.g., Terhart, 2002 for Germany or Cochran-Smith, 2001 for the United States). Various 

approaches, from paper-pencil tests to videotaping classroom actions, have been adopted in 

order to assess teachers’ professional effectiveness. A tension arises between the test effort 

(e.g., cost, impact on participants) and the authenticity of the tasks the teachers must solve. 

Following Hattie (2009), the average effect size for interventions in teacher education is d = 

0.11. A power analysis shows that, with an alpha error of α = 0.05, studies with such a small 

estimated effect size require a sample of N = 505 participants to allow the measurement of 

significant changes. To make claims about the effectiveness of innovations in teacher 

education practice, a test must be sufficiently low-effort to be administered to a large number 

of participants. Moreover, test authenticity is important because it reflects how closely the 

tasks in a test mirror real problems in the domain of teaching, influencing prognostic validity 

(i.e. the extent to which a score on the test accurately predicts performance in the classroom).  

We follow the notion of Knievel, Lindmeier, and Heinze (2015) on teachers’ basic 

knowledge, which includes both content knowledge and pedagogical content knowledge and 

can be divided into action-related competencies and reflective competencies. While reflective 

competencies consist of the abilities needed to cope with pre- and post-instructional demands, 

action-related competencies are required for actual teaching performance in classroom. 

Therefore, they are related to spontaneous and immediate interaction with learners, which 

means that professional vision (e.g., Seidel & Stürmer, 2014) and in-the-moment decision 

making (e.g., Schoenfeld, 2008) are of importance (see also Lindmeier, 2011).  

Many studies have been conducted focussing on teachers’ basic and professional 

knowledge. Among other results, these research activities revealed a lack of evidence 

concerning the impact of basic knowledge on the quality of teaching and, therefore, on 

student achievement (e.g., Baumert & Kunter, 2006, p. 469; Vogelsang & Reinhold, 2013). 
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Most of these studies were conducted based on paper-pencil tests, which are useful for large-

scale assessments due to their low test effort, but yield ambigious results with regard to the 

prediction of teachers’ behaviour in classrooms (e.g., Cauet, Liepertz, Borowski, & Fischer, 

2015; Vogelsang & Reinhold, 2013; Lenske et al., 2016). As already described by Whitehead 

(1929), the existence of (declarative) knowledge and the ability to use this knowledge for 

solving professional tasks in a written test does not automatically guarantee that this ability is 

available in real life situations. Especially action-related competencies seem to require more 

than those written competencies that can be investigated with paper-pencil tests. Brouwer 

(2010) found that teachers under pressure are often not able to decide based on cognition, but 

rather act based on their earlier experiences as a student. Further, as teaching is a very 

complex process: many factors apart from the teacher’s actual skills influence the success of 

a lesson (Helmke, 2007). Thus, while the raison d’être for written tests is not neglected in 

general, several authors have outlined a need for more innovative test formats mirroring 

authentic teaching situations to address action-related competencies more appropriately (e.g., 

Aufschnaiter & Blömeke, 2010).  

A more authentic approach is the observation of teachers’ real classroom practice. 

This has been realised in comprehensive studies that research teaching quality directly (e.g., 

Fischer, Labudde, Neumann, & Viiri, 2014). However, the authenticity of this test format 

goes hand in hand with a very high level of effort in data collection and analysis (e.g. coding 

videos using categories) which causes a need for relatively small samples, limiting the ability 

to transfer results to the total population and – depending on the exact research question – 

comparability between different observed classes might be very weak. 

Performance tests and video vignettes are two approaches explored in the literature 

that go beyond paper-pencil tests in assessing action-related competencies. The literature in 

relation to these two forms of testing is briefly reviewed below to inform the discussion.  
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Performance Tests 

Performance tests as a means to measure action-related competencies in standardised, 

authentic situations have their origin in medical education (e.g., Miller, 1990) but can be 

found in various domains of professional training. Different approaches are outlined briefly 

below to identify typical characteristics. 

Clinical Training for Physicians: Objective structured clinical Examinations 

In medical education, a typical approach is the use of performance tests with trained ‘patient’ 

actors. These tests imitate typical professional situations such as examining a patient with 

certain defined symptoms. An actor is trained to behave in a standardised way while being 

examined by several participants. A series of such situations is often called an Objective 

Structured Clinical Examination (Harden et al., 1979). A typical example is the training of 

doctors to conduct pelvic examinations (e.g., Rochelson, Baker, Mann, Monheit, & Stone, 

1985). Walters, Osborn, and Raven (2005) reported that this approach allowed prediction of 

physicians’ behaviour in real interactions with patients. 

Computer-based Performance Assessment in Vocational Education 

Vocational education offers examples of performance assessments using computer-based 

simulations. These computer-based assessments simulate professional situations from 

technical, commercial and nursing care areas. One extensive research project dealing with 

computer-based performance assessments within the area of vocational education is ASCOT 

(Technology-Based Assessment of Skills and Competences in Vocational Education and 

Training) by Beck, Landenberger and Oser (2016). Abele, Behrendt, Weber and Nickolaus 

(2016) developed a computer assessment which simulated typical technical problems with 

cars. Students from vocational schools for mechanics were asked to take part in the 

simulation and diagnose a malfunction of the simulated cars. The assessment showed 
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interactive depictions of parts of the cars and allowed students to measure various parameters. 

The authors showed that this simulation predicted the ability of mechanics to diagnose car 

malfunctions in reality (see also Abele, Gschwendtner & Nickolaus, 2009). 

Performance Tests in Teacher Education 

Teacher Performance Assessments 

Teacher Performance Assessments have been used frequently in teacher education 

programmes in order to assess candidates’ abilities to teach. Especially in the United States, 

assessments in teacher education programmes shifted from written tests to performance 

assessments which are today, despite some criticism (e.g., Croneberg, Harrison, Korson, 

Jones, Murray-Everett, Parrish & Johnston-Parsons, 2016), implemented in most teacher 

education curricula in the United States. Typical tests cover the rating by teacher educators of 

participants’ preparation for, performance in and reflection on their teaching after teaching 

sessions in classroom, e.g., the Fresno Assessment of Student Teachers (Torgerson, Macy, 

Beare & Tanner, 2009) or the Profile for Evaluation of Interns (Brown, Suh, Parsons, Parker 

and Ramirez, 2015) which means that external observations are necessary. Most of these 

assessments focus on general issues of teaching, applied to participants’ individual subjects. 

One of the most influential performance assessments in teacher education is the 

PACT/edTPA, which is presented more in detail in the following. 

The Performance Assessment for California Teachers (PACT) is a test of the action-

related competencies of teacher candidates. It consists of formative assessments conducted 

during teacher education seminars as well as a summative assessment at the end of the 

programme. The assessments consist of teaching events: small teaching units planned, 

conducted, documented, videotaped and reflected upon by the teacher candidate. These 

different sources form a portfolio, which is rated by teacher educators and leads to a subject-
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specific benchmark. The rating of one teaching event takes about 2-3 hours (Pecheone & 

Chung, 2006).  The Educative Teacher Performance Assessment (edTPA), a performance 

assessment based on PACT, consists of 27 subject-specific assessments and is applied in 

teacher education programmes in 40 states throughout the United States (Stanford Center for 

Assessment, Learning and Equity, 2013). Newton (2010) reports that a teacher’s score on the 

edTPA allows prediction of that teacher’s classroom effectiveness measured via the 

achievements of their students. 

Skills of Science Teachers in Explaining  

While most performance assessments in teacher education focus on more general aspects of 

teaching, the Dialogic Explaining Assessment (DEA) developed by Kulgemeyer and 

Tomczyszyn (2015, see also Kulgemeyer & Riese, 2018) is designed to measure the 

explaining skills of participants in undergraduate physics teacher education programmes. It, 

therefore, focuses on a very specific teaching situation: explaining. As this test is of special 

importance for the new kind of assessment presented below, it will be described in some 

detail. The DEA consists of face-to-face explaining situations where single participants are 

required to explain a given physics situation to a high school student (e.g. ‘Why does one feel 

weightless in a roller-coaster?’ or ‘How can the earth be protected against an approaching 

asteroid?’). Limiting the interaction to a one-on-one dialogue allows the avoidance of non-

construct relevant stimuli, which would appear in a context involving a whole learning group 

(e.g., classroom management related issues). It focuses on teacher-student dialogues and, 

therefore, not on teachers explaining to a whole class. The high school student in each trial is 

a ‘trained explainee’ (like the actors who play patients in medical assessments) and answers 

with standardised prompts that require the participant to modify the approach to explaining, 

e.g., concerning the level of mathematics used. The participant is allowed to use standard 

tools available in a classroom to support the explaining activity. Pictures or drawings from a 
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given set of materials can be used as well as a whiteboard for writing or calculations. To 

ensure comparability, a standardised time limit of 10 minutes to prepare and another 10 

minutes to provide the explanation is given. The explaining dialogues are videotaped and 

coded. 

Based on both theory on the quality of explaining skills (e.g., Brown, 2006; Wittwer 

& Renkl, 2008) and an inductive approach, a set of 42 categories for quality of explaining 

was identified, which allowed the description of all observable actions in the videos. With 

respect to reliability, this set was reduced to 12 major aspects, which Kulgemeyer and Riese 

(2018) describe as follows (see Table 1). 

Category Description 

Presenting concrete numbers for formulas Explainer presents numbers as an example 
instead of leaving a formula unexplained. 

Explaining physics concepts in everyday 
language 

Explainer avoids technical terms by 
describing the underlying concept with 
everyday terms. 

Connecting non-verbal elements 
Explainer connects non-verbal elements like 
diagrams, pictures or demonstrations by 
highlighting similarities and differences. 

Using items in general Explainer uses small everyday items (e.g., a 
paper snarl) to illustrate a process. 

Connecting items with the topic by showing 
analogy 

Explainer not only uses small everyday 
items but connects them to the topic s/he 
wants to explain (“The paper snarl stands 
for the asteroid. Look at it when I am 
moving it”) 

Small demonstrations The explainer conducts small 
demonstrations with everyday items. 

Answering inadequately (negative category) Explainer does not answer an addressee’s 
question or ignores the question. 

Review 

The explainer stresses that something has 
already been explained and is needed now 
(“You remember that we were talking about 
friction before, that is exactly what happens 
here.”) 

Summary The explainer summarizes the explanation 
briefly. 

Encouragement 
The explainer praises the explainee for good 
answers and encourages to deal with 
difficult parts of the explanation. 

Diagnosing understanding The explainer diagnoses the success of the 
explanation by asking questions or giving 
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tasks (NOT just: “Did you understand 
that?”) 

Request action from explainee 
The explainer requests the explainee to act. 
(“What do you think how it moves? Could 
you sketch that for me?”) 

Table 1: Categories of the DEA (Kulgemeyer & Riese, 2018) 

 

In a sample of 109 participants from physics teacher education programmes from five 

German universities these aspects formed a measure of explaining skills with sufficient 

reliability (Cronbach’s α = 0.772). 

Concerning objectivity, inter-rater reliability was examined. The accordance between 

two raters ranged from 73% to 97%, depending on the category. Consensus between the 

raters was found for all categories in a second step. 

With respect to validity, the authors found that the measure sufficiently predicted 

experts’ decisions for the better explaining quality in pairwise comparisons of the videotaped 

explanations (Cohen’s κ = 0.78). To ensure content validity, all four variables describing 

actions taken to increase the quality of explaining (adaption of (a) language level, (b) 

examples, (c) mathematizations, and (d) representation forms) are covered by the categories. 

Participants rated the test situation (including the trained addressees) as authentic. A 

nomological network was built as an overall indicator of construct validity.  

The DEA was used to examine the relationship between teacher students’ explaining 

skills and their pedagogical content knowledge, progress in a teacher education programme 

and beliefs about explaining. The authors report medium correlations of explaining skills 

with pedagogical content knowledge (r = 0.378; p < 0.001), participants’ progress in an 

academic teacher education programme (r = 0.482; p < 0.01) and a negative medium 

correlation with a transmissive view on explaining (r = -0.339; p < 0.001). These findings 

meet theoretical considerations and are, therefore, considered as a further hint for validity. 
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Characteristics of Performance Tests 

Taking into consideration these very diverse approaches, three aspects of performance tests 

turn out to be important. First, a performance test always relies on the high authenticity of the 

professional action undertaken. All the situations that are simulated are designed to be as 

realistic as possible, trying to imitate the real professional situation. Second, real interaction 

between the participant and the test situation takes place. The participant can manipulate the 

test situation, e.g., by moving the aeroplane or asking the patient about prior diseases. Third, 

these situations model important aspects of the daily professional routine and therefore 

simulate an integral part of the participants’ field of activity. 

It is worth noting a difference here between performance assessments in relation to 

the physical sciences versus those in human and social activities. In a flight simulator, 

because flight relies on physics, a given action will have a determined result. Moving the 

rudder to the right will cause the plane to turn to the right. Human contexts such as teaching 

are much more complex and unpredictable. Medical performances include both the science of 

diagnosis and the social elements of bedside manner and patient interaction. Judging 

performances in highly predictable contexts allows correct and incorrect actions to be easily 

identified, but this is more challenging in complex human contexts. 

All the approaches presented have in common the fact that they reduce the ‘degrees of 

freedom’ of a given situation in order to allow comparability between candidates and to make 

it easier to handle setup. However, they still rely on an effortful human-based procedure of 

judgment, which makes data analysis time-consuming. The time-consuming and expensive 

nature of performance assessments is not limited to their judgement/assessment phase: the 

DEA (Kulgemeyer and Tomczyszyn, 2015) for example, requires extensive training of the 

addressees to ensure standardised behaviour. For flight simulators, comprehensive technical 

effort is needed, and considerable expense is involved in designing, building and operating a 
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simulator. This means that the sample size for this kind of assessment is always limited and 

large-scale research is only possible when very significant resources are available.  

Video Vignette Tests 

In empirical social research, vignettes are used as input to make participants of a test 

empathetic toward a given situation (Steiner & Atzmüller, 2006). That is, participants 

experience a short input (e.g., a piece of video or written transcript) and are then questioned 

or surveyed about their responses to the situation depicted in the vignette. While this has been 

a common approach in sociology, research in education only began to focus on this design in 

the 1990s (Brovelli, Bölsterli, Rehm & Wilhelm, 2013). The presented situations may either 

be taken from reality or artificially designed. They introduce a scenario and end at a defined, 

often critical, situation. After watching/reading the vignette, the participant is asked to judge 

aspects of the given situation or to provide ideas about how the situation should be continued 

(Schratz, Schwarz, Westfall-Greiter, & Rumpf, 2012). This approach has been described as a 

connection of survey and experiment (Streit & Weber, 2013) and has become popular in 

recent research projects on teacher education. Especially, video vignettes have been described 

as a promising approach to test action-related competencies (e.g., Kersting, 2008; Neuweg, 

2015), and have been reported to be well-accepted by teachers, student teachers and teacher 

instructors (Seidel & Prenzel, 2007). Several approaches to collecting and analysing the 

actual test data are outlined here, from verbal and video responses to written answers or 

Likert/multiple-choice items. 

Tests with Verbal or Videorecorded Answers 

Video vignette tests with verbal or videorecorded answers are either used as a starting point 

for discussing teaching issues or to directly measure participants’ reactions to a certain 

prompt. Goffree and Oonk (1999) developed a video vignette test, which consisted of video 
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scenes recorded in primary school mathematics classes. The aim of the project was to help 

students in an undergraduate teacher education programme improve their teaching by 

discussing other teachers’ lessons. The videos were presented to small groups of participants, 

who were invited to identify problematic actions on the part of the teacher in the vignettes. 

Participants could stop the videos whenever they wanted to and discuss alternative and better 

ways to handle the shown situation. All discussions were filmed and evaluated with 

qualitative tools. A similar approach for the training of early childhood educators was taken 

by Lerner and Parlakian (2007). For the assessment of in-service teachers, Lindmeier, Heinze 

and Reiss (2013) developed a test to assess mathematics teachers’ abilities to react 

spontaneously to student prompts. Video vignettes from high school mathematics lessons 

were presented, showing students discussing mathematical issues. The vignettes stopped at 

given points, and the participants were asked to verbally react to the shown situation. The 

task was, for example, to help a student overcome a misconception. To simulate the pressure 

to act in the moment that is present in real classroom situations, participants were given 

limited time to answer. Each attempt was recorded and analysed using a coding scheme. 

Knievel et al. (2015) used a video vignette test to examine primary school teachers’ action-

related competencies with special regard to their ability to handle primary school students’ 

misconceptions. The video vignettes could only be seen once, and after the scene, the 

participant had a limited time to answer as though to the student. Transcriptions of the 

answers were used for category-based coding.  

Tests with Written Answers 

A variety of studies to examine teachers’ skills were conducted using a written answer 

format. We would regard the following as representative examples of this type of testing. As 

this is not the focus of the present paper, we only give a brief overview here. 
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Hoth et al. (2017) assessed early career mathematics teachers in Germany by reanalysing data 

from the Teacher Education and Development Study in Mathematics (TEDS-M) longitudinal 

follow-up study TEDS-FU. The aim of the assessment was to measure the ability of early 

career teachers to identify gifted students. Scripted lessons were used to imitate actual 

classroom dialogues. The participants answered both Likert and written text items.  

Bruckmaier et al. (2013) used video material from the Cognitive Activation in the Classroom 

study (COACTIV) for a video vignette test. After watching a video, the participants gave 

written answers on how they would continue the shown lesson. A similar approach was used 

by Kersting (2008).  

Dannemann, Niebert, Affeldt and Gropengießer (2014) used video vignettes in their biology 

teacher education programme. The videos showed high school students in science classes 

talking about biology content while demonstrating misconceptions. The student teachers were 

asked to use the vignettes as an initial point for planning a biology lesson fitting the needs of 

the students shown in the vignettes. 

Tests with Likert or Multiple-choice Answers  

Tests with closed answers are often set up in a computer environment, allowing automatic 

scoring of participants’ inputs. This requires an expert-based definition of right and wrong 

answers beforehand. Forster-Heinzer and Oser (2015) developed a video vignette test for 

teachers with fully standardised answers. They presented video vignettes of classroom 

situations to their participants, including interactions between teachers and students. A so-

called Advocatory Approach, first used in the study from Oser, Heinzer and Salzmann (2010), 

was taken to allow participants to judge the competencies of the teacher shown in the 

vignettes using Likert items. The underlying assumption was that their sensitivity to other 

teachers’ competencies allowed diagnosis and carried information about the participants’ 
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competencies. These competencies were measured by calculating the accordance of the 

participants’ judgment with the judgment of experts. A similar approach was taken by Seidel 

and Prenzel (2007) for teacher trainees and in-service teachers.  

 

König and Lee (2015) used video vignettes for an assessment of teachers’ Classroom 

Management Expertise. Instead of Likert Items, they used multiple-choice items to ask their 

participants about several aspects of the presented vignettes. 

Application Scenarios of Video Vignette Tests  

In teacher education research, video vignette tests are used as part of contextualised 

assessment. As outlined above, including a higher degree of actual teaching action (e.g., a 

verbal response) is promising with regards to the measurement of action-related 

competencies. Such a measurement more closely models actual teaching behaviour than does 

writing a reaction, since the latter always includes a retrospective reflection on the situation 

that is not possible under the pressure that exists in real classrooms to instantly react verbally 

(Knievel, et al., 2015; Aufschnaiter & Blömeke, 2010). However, rather than categorising 

video vignette tests by the format taken by their answers, it is more powerful to categorise 

them in terms of the pedagogical or research goals of those administering the tests. Three 

broad categories emerge under such analysis: 

• Using video vignettes as a base for discussion on teaching and to foster the abilities of 

(future) educators in teacher education programmes (Goffree & Oonk, 1999; Lerner 

& Parlakian, 2007 and, in a more output-oriented approach, Dannemann et al., 2014). 

• Using data generated by participants analysing/judging video vignettes as an indirect 

measure for their own teaching abilities (Forster-Heinzer & Oser, 2015; Hoth et al., 

2017; Kersting, 2008; König & Lee, 2015; Oser et al., 2010; Seidel & Prenzel, 2007). 
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• Using reactions to video vignettes (“what would you do next?”) as a direct measure of 

teaching quality (Bruckmaier et al., 2013; Knievel et al., 2015; Lindmeier et al., 

2013). 

One purpose of this paper is to discuss the use of video vignettes to predict teachers’ 

behaviour in real classrooms. We will focus on the usability of test designs fitting the second 

and third categories, while recognising the value of video vignettes for pedagogical purposes 

in teacher education.  

 

The review above reveals two promising approaches. The first is to ask the participant to 

react to a shown situation in a teaching-like manner directly (e.g., Knievel et al., 2015). In 

this case, the participant’s reaction is a direct measure of the way in which s/he would be 

expected to act in a classroom. The second approach is to ask the participant to evaluate a 

given classroom situation or another teacher’s behaviour from a reflective perspective (e.g., 

Oser et al., 2010). In this case, the participant’s reaction is an indirect measure. While using 

direct measures has always been possible to realise, albeit at some cost, by coding recorded 

answers, test setups using indirect measures allow, but are not limited to, closed answer 

formats such as multiple-choice or Likert items. This has an impact on the effort required in 

data analysis. While direct measures are likely to yield higher prognostic validity than 

indirect, the cost of coding may make them prohibitive for some applications. Indirect 

measures using more easily scored written responses offer the potential to conduct larger-

scale, lower-cost tests. The remainder of this paper describes a proposed instrument of this 

kind that we are developing. 
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Towards a New Kind of Performance-oriented Assessment 

Can Video Vignette Tests Predict Performance? 

As mentioned above, the three most important aspects of a performance test are (i) 

professional relevance of the test content for the daily routines of the profession studied, (ii) 

authenticity, and (iii) interactivity. If a video vignette test is intended to predict performance, 

these criteria should be fulfilled. In the following, we will show how the chosen kind of 

measure affects the ability of the test to predict performance. 

The professional relevance of the test content reflects the choice of subject matter. 

Tests with both direct and indirect measures allow a focus on situations which are highly 

relevant for the routines of the profession. This can be seen, for example, in the studies from 

Hoth et al. (2017) for indirect and Knievel et al. (2015) for direct measures. Concerning 

authenticity, the chosen kind of measure has a much bigger influence. Tests with indirect 

measures rely on a reflective perspective. In all studies with indirect measures presented 

above, the participants were asked to judge or analyse a given situation (e.g., Forster-Heinzer 

and Oser 2015). While this is an important part of teachers’ skills, it is not an authentic test 

situation in terms of real teaching simulation. Tests with direct measures, on the other hand, 

allow much more authentic situations (e.g., Bruckmaier et al. 2013). Although this is still not 

as authentic as established performance tests like the DEA (Kulgemeyer and Tomczyszyn, 

2015), the setting allows real teaching performances and investigates real teacher actions. A 

main difference between the approach described in this paper and the DEA is the fact that in 

video vignette tests the classroom situation does not react to the participants’ attempt at 

teaching. This leads to the issue of interactivity. None of the studies presented above allows 

real interaction with the classroom situation shown in the videos. This inherent lack of 

interactivity might be one of the main issues with computer-based test instruments in social 
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science research. They rely on a certain reality in the test situation, which can hardly be 

fulfilled by a computer.  

 

In a nutshell, video vignette tests cannot be seen as actual performance tests as they differ in 

the degree of interactivity and authenticity. Even though many studies rely on the prediction 

of real behaviour using video vignette test scores, a higher degree of actual teaching action 

within the test might enhance the chance to cover action-related competencies in a sufficient 

way.  

From Performance Tests to Performance-oriented Testing 

The following part of this paper outlines the use of what we have described as a 

‘performance-oriented test’. It is not an actual performance test with ‘live’ students or 

patients as described by Miller (1990) but draws on the affordances of both video vignette 

tests with written answers and computer-based interactivity to address issues of professional 

relevance, authenticity and interactivity and to keep costs and test effort relatively low. We 

claim that this approach offers a suitable measure for teaching performance, addressing some 

of the issues identified with indirect measures. We illustrate the features of this approach in 

the context of a performance-oriented test of how beginning physics teachers explain physics 

concepts to their students. We use a well-evaluated performance test, the DEA, as a starting 

point to develop this novel approach. This allows us the opportunity to compare the effects of 

performance-oriented testing and actual performance assessment. 

Part 2: Developing a Performance-oriented Video Vignette Test for Physics 

Teachers’ Explaining Skills 

Explaining skills are crucial for science teachers (Osborne & Patterson, 2011). A measure of 

explaining skills would be helpful to allow evidence-based decisions in relation to modifying 
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physics teacher education to enhance graduates’ skills in relation to explaining physics 

concepts. This is a challenge as action-related competencies such as teachers’ explaining 

skills cannot credibly be measured with paper-and-pencil tests (Vogelsang & Reinhold, 

2013). 

Theoretical Background: Science Teaching Explanations 

While sometimes treated as synonymous, the concepts ‘explanation’ and ‘argument’ in 

science differ in various aspects (Osborne & Patterson, 2011). In brief, an explanation is 

intended to lead to the development of understanding on the part of the addressee (the person 

receiving the explanation), while an argument is intended to persuade the recipient to adopt a 

position. 

We wish to distinguish between scientific explanation and science teaching 

explanation (Treagust & Harrison, 1999). A scientific explanation is of the kind given in a 

scientific paper and connects phenomena with an underlying principle relying on a logical 

connection. Science teaching explanations as described by Treagust and Harrison, on the 

other hand, have the intention of fostering an addressee’s knowledge.  

In order to operationalize the process of physics-related explaining, Kulgemeyer and 

Schecker (2013) proposed a dialogic model for explaining in science communication, which 

is based on empirical findings and has been used to describe both student explanations 

(Kulgemeyer & Schecker, 2013) and teacher explanations (Kulgemeyer & Riese, 2018; 

Kulgemeyer & Tomczyszyn, 2015). In contrast to a naïve ‘transfer of knowledge’ 

(transmissivist) understanding, it relies on a constructivist understanding of explaining which 

involves the explainer in a dynamic interaction with the addressee. It describes the situation 

of an explainer in the attempt to explain a science topic to one or more addressee(s). The 

explainer provides a communication offer to the addressee(s), which can be accepted or 

rejected. The explainer receives verbal or non-verbal feedback and modifies the explanation. 
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To increase the chance of successful explaining, the explainer must consider two main 

aspects: (i) what is to be explained? (the content of the scientific concept under discussion) 

and (ii) to whom is it to be explained? (the addressee). Following the model, four main 

‘variables’ of explaining can be modified in order to adapt an explanation to an explainee’s 

requirements: (1) the language code (e.g., scientific language vs. everyday language), (2) the 

level of mathematics, (3) the used examples/analogies, and (4) the representational forms 

used (e.g., photos vs. scientific diagrams).  

A Performance-oriented Instrument for Measuring Explaining Skills 

While some approaches to judging the quality of science teaching explanations have been 

made (e.g., Norris, Guilbert, Smith, Hakimelahi, & Phillips, 2005; Sevian & Gonsalves, 

2008), the DEA from Kulgemeyer and Tomczyszyn (2015) described above was the first 

attempt to assess teachers’ explaining skills. While much is known about the validity and the 

reliability of this attempt, the collection and analysis of data are extremely time-consuming 

and not applicable for large-scale assessments (Kulgemeyer & Tomczyszyn, 2015). That 

makes the DEA an ideal starting point for the development of a performance-oriented test 

instrument. 

 

We developed a two-tier instrument that is intended as an alternative to the DEA. The aim 

was to find a way to measure explaining skills in a highly standardised setting, allowing 

easily applicable large-scale assessments while ensuring high prognostic validity regarding 

teachers’ actual classroom performance by fulfilling the quality criteria for a performance test 

to the greatest degree possible. 

In order to ensure maximum large-scale ability, we worked with an online test, using 

multiple choice items. These items were built with a two-tier design, which has been 

described as appropriate to measure competencies beyond declarative knowledge (see, e.g., 
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Tan, Goh, Chia & Treagust, 2002; Urban-Woldron & Hopf, 2012). The test was implemented 

using the free test software LimeSurvey (LimeSurvey Project Team, 2015), broadening its 

applicability and lowering cost. 

Each test item begins with a video vignette, showing a teacher attempting to explain a 

physics situation to a student. During the dialogue, the student asks a question or signals 

incomprehension. The video stops and the participant is asked to select the most suitable way 

to continue the explanation from among four given answers (Tier 1, single selection). Each of 

the available answers is scientifically correct. On the next slide, the participant is asked to 

give reasons for the selected approach (Tier 2, multiple selection). For each item, six answers 

are available, including both subject and addressee oriented reasons. Afterwards, the reaction 

of the teacher in the video is shown, which marks the beginning of the next item. 

The way the teacher continues explaining represents one of the four offered 

possibilities, but it is not always the best possible way to continue. All video vignettes shown 

in the test belong to the same dialogue, and therefore the given situation continues throughout 

the whole test.  

Two content variations of this test have been developed, both taken from the area of 

mechanics, which is an integral part of high school physics. In this paper, we focus on 

Variation I, which is about saving Earth from an approaching asteroid by breaking it into two 

equal sized parts, which pass Earth on two sides at the same distance.  

To ensure that all participants are able to use the test software, an introduction video 

presents an example item. As the video vignette items only include scientifically correct 

possibilities in Tier 1, the participants’ content knowledge is measured using six single choice 

items before the actual test starts. This also helps the participants to get in touch with the 

science subject matter that is to be explained, before they actually have to think about 

developing an explanation. 
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An example, taken from the scenario with the approaching asteroid, will help to 

clarify the nature of the instrument. Figure 1 shows a film still from a video vignette. It deals 

with a teacher called Mr Miller and a high school student named Sarah. The shown item is 

from the middle of the test. In the vignette before, Sarah signalled trouble in understanding 

the principle of superposition. Mr Miller asks her to specify the issue of misunderstanding: 

Slide 1: Video vignette 

Miller Can you tell me what part you did not understand? 

Sarah I'm not sure; there were so many science terms… couldn't you explain the 
principle of superposition in an easier way so that I can understand it?  

 

 
Figure 1: Screenshot of a video vignette 
 
Slide 2: Tier 1 (single choice, shortened) 

1 The principle of superposition describes how two forces which apply at different angles 
have to be summed up. The result is another force which points in the direction of the 
body’s actual acceleration. This is exactly what happens to the parts of the asteroid. 

2 Let's have a closer look at this. First, the asteroid moves straight towards earth and has 
a certain velocity. When it is blown up, the asteroid is separated into two parts which 
diagonally pass the earth on the right and the left. This is why the earth is missed, and 
mankind survives. 
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3 We just found out that the parts of the asteroid each have two parts of their velocity, 
pointing in different directions. As the asteroid moves towards earth, one part points 
towards it. The second part is added by the detonation and points sidewards. Now the 
principle of superposition says that these two velocities are added to give the object’s 
velocity. Therefore the parts of the asteroid move forward diagonally. 

 
Slide 3: Tier 2 (multiple choice, shortened) 

1 Use language that fits the student's language level. 

2 Use language with appropriate physics terms. 

3 Use a context that might be interesting for students. 

 

While only one option can be chosen in Tier 1, multiple selections are allowed for Tier 2. 

This is to consider the possibility that more than one reason might be of importance when 

thinking about the best explanation. In order to gather as much information as possible about 

the participants’ thinking, participants can also enter free text to explain their decisions.  

During test development, a qualitative study was conducted to explore the 

applicability of the test. It consisted of think-aloud studies (see e.g., Ericsson & Simon, 1993) 

which were conducted with 8 participants (teacher students) in order to reveal the main 

considerations which went on in the participants’ minds. This study showed that participants 

spent less than 5% of the test time on construct-irrelevant considerations (e.g., technical 

operation of the test software or misunderstandings in the provided explanations). Several 

technical issues were resolved and some unclear explanations edited.  

Applying the Criteria for Appropriate Performance Tests to the Instrument 

In the following we will discuss how the criteria for performance tests outlined above were 

applied to develop the test instrument. We will discuss how we aimed to fulfil these criteria. 

The relevance of explaining skills for teaching physics in general has been discussed above. 

With regard to the characteristics of performance tests, two aspects remain: authenticity and 

interactivity.  
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Authenticity and Interactivity of the Test 

While the closed answer format limits the ability of the test to measure real performance or 

provide a direct measure, we implemented several aspects to ensure the highest authenticity 

and interactivity of real classroom action possible for a multiple-choice test. Rehm and 

Bölsterli (2014) recommend using real classroom observations as a base for the video 

vignettes and possible items. We met this by using real videotaped teacher explanations from 

the DEA (Kulgemeyer and Tomczyszyn, 2015).  

Typical attempts at explaining the given topic were identified and used to create a script 

for the video scenes. Both the actual video dialogues and the answers for the first tier were 

developed in this way. The first tier answers were modified slightly to ensure that each item 

only relied on one of the four ‘variables’. This was necessary to allow the identification of 

clearly right and wrong answers (see below). However, this approach requires the student 

shown in the video to mention the reason for his/her trouble in understanding in an explicit 

manner. The reasons listed in the second tier for choosing a particular option in the first tier 

were taken from free text answers given in a pilot study, ensuring that the possible answers 

represent things that actually go on in participants’ minds while performing the test. The 

video vignettes were scripted and reproduced with actors. This allowed the avoidance of non-

construct-specific stimuli but ensured maximal authenticity of the dialogues (see also Knievel 

et al., 2015). The video vignettes, therefore, mirror interactions which occur in private 

tutoring situations but in classrooms, too (e.g., if a student needs assistance during learning). 

Another aspect of authenticity concerned the time available to decide how to continue 

the explaining process. The video vignettes could only be seen once. Participants were given 

a limited time of three minutes to decide which of four possibilities represented the best way 

to continue explaining. Taking into consideration the average reading time of two minutes, 

only one additional minute was left to decide. While we are aware that actual teacher 
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reactions in classrooms are more spontaneous than this, we still aimed to realise a decision-

making setup which was as authentic as possible within this standardised test. 

Interactivity was aimed for by offering a row of vignettes following the same 

dialogue. Even if participants could not influence the actual behaviour of the teacher shown 

in the videos, they at least took part in a coherent conversation and followed the learning 

progress of the student throughout the whole assessment. While this is not a real simulation 

of a classroom, it still goes beyond other vignette tests, which have been criticised for their 

lack of interactivity (Lindmeier, 2013).  

By implementing these aspects, we wanted to ensure that participants performed in a 

way predictive of their actual classroom explaining when responding to Tier 1 in the test 

items. To put it slightly differently, we sought to access Schön and DeSanctis’ (1983) 

‘reflection-in-action’ rather than ‘reflection-on-action’. Because participants were required to 

select from among a set of given answers and the creativity of providing an individual 

explanation (for example by inventing an engaging example) was not available, the results 

cannot be seen as representing a direct measure. However, as dicussed, above, we aimed to 

develope the test instrument focussing on its authenticity and interactivity. 

Coding the Test Responses 

Given that an explanation is ‘right’ in terms of scientific correctness, whether a certain way to 

explain is better or worse still depends heavily on the needs and characteristics of the 

addressee – adaptation to the needs of the person receiving the explanation has been 

described as the most important variable for successful explaining (Wittwer & Renkl, 2008). 

With regard to a video vignette test, where only limited information on the addressee is 

available, this means especially that the behaviour of the student in the vignettes should be 

taken into consideration when deciding if a particular way of explaining is appropriate. For 

example, it is obviously not a good choice to increase the level of formal mathematics when a 
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student has signalled that s/he does not understand the low-level mathematics that has been 

mentioned before.  

To find the most suitable answers within the four choices for Tier 1, we chose a 

theory-driven approach first, ensuring that the most appropriate answers met criteria of good 

explaining as discussed above. As a second step, we conducted an iterative consensus process 

with experts. This included feedback from two university professors of physics regarding 

scientific correctness and numerous discussions with experienced physics education staff. 

According to the suggestion of Liebold and Trinszek (2009), experts with significant 

practical experience in explaining were chosen. We decided to choose experts with (a) 

physics teaching experience who were familiar with (b) theories of instructional design and 

(c) the theory of explaining. We ended up with ten experts, all of them either holding a PhD 

in physics education or currently working as physics education researchers. 

Each of the video vignettes was shown to the experts, and they were asked to decide 

the most appropriate way to continue. In a follow-up discussion, the experts were asked to 

suggest modifications so that one answer would clearly be identified as the best. These 

modifications were implemented and presented at the next meeting with the experts. This 

procedure was repeated until a clearly favourable answer had been identified for each item. A 

rating with actual addressees like high school students was not conducted as literature 

suggests that students are not able to judge explaining videos with respect to actual 

explaining quality but tend to rate explaining based on non-construct-specific aspects like the 

charisma of the explainer. Students tend to fall for the so-called ‘illusion of understanding’ 

(e.g., Chi, Bassok, Lewis, Reimann & Glaser, 1989; Chi, de Leeuw, Chiu & LaVancher, 

1994): they sometimes consider explanations to be sufficient that actually do not provide 

them with scientifically correct knowledge. Some explanations sound convincing at first but 

if the knowledge needs to be applied afterwards it becomes obvious that they are not 
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appropriate. However, the think-aloud study mentioned above revealed that participants who 

performed above average followed the experts reasoning to decide on the most appropriate 

way to continue the explaining. 

The item shown above is an example. The student signaled trouble with science 

terms. This focuses on the language code. Taking into consideration the student prompt, it 

seems best to avoid using too many scientific terms, which means Answer 1 is not 

appropriate. Answer 2 comes with the easier language. However, it only describes the 

situation but does not offer an explanation. Answer 3 avoids complex science terms and uses 

appropriate language. The experts agreed that this answer is the best.  

Exploring the Validity of the Performance-oriented Test 

Research Goal 

In this paper, we present findings regarding construct validity in order to support our claim 

that the performance-oriented test is appropriate for assessing science teachers’ explaining 

skills at scale. We chose to report on construct validity because it is the most fundamental 

insight into validity (Messick, 1995). Following Kane (1992), we understand research on 

validity as the collection of arguments that corroborate the claim that we interpret the test 

data as a measure of physics teachers’ actual performance in explaining physics. One 

approach to research construct validity is the analysis of a nomological network (Cronbach & 

Meehl, 1955), which makes assumptions about the correlations between the measured 

construct and related traits. This approach is very promising for us because we already have 

such correlations from prior studies concerning the DEA. If the newly developed test 

instrument mirrors theses correlations, there is a high likelihood that both instruments 

measure the same construct.  

 

Methods 
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We sought to reproduce the findings by Kulgemeyer and Riese (2018), presented above, on 

the correlations between explaining skills measured with the DEA and pedagogical content 

knowledge (PCK), epistemological beliefs and time engaged in a teacher education 

programme (measured by the number of semesters enrolled in a programme) in order to 

demonstrate comparability of the measurement of explaining skills using the DEA and the 

performance-oriented test. As we expect the participants to be exposed to learning 

opportunities during teacher education (in university seminars as well as in praxis during 

school internships) a correlation of the test scores with the number of semesters studied is of 

special importance, since sensitivity of an assessment to learning opportunities is seen as a 

significant hint for construct validity (e.g., Kirschner, Borowski, Fischer, Gess-Newsome, 

and Aufschnaiter, 2016, p. 1354). In addition, we expect participants involved in a teacher 

education programme to achieve higher scores than pure physics students. The reason for this 

claim is that, even though recent findings are ambiguous, a positive correlation between 

teacher education programmes and teaching performance is still expected (e.g., Cauet, et al., 

2015). Further, a direct correlation between explaining skills as measured using the 

performance-oriented test and the DEA would be a strong indicator for comparability of the 

assessments. 

 

Sample 

We collected data from participants with different backgrounds (e.g., students from teacher 

education or pure physics programmes). Regarding the performance-oriented explaining 

skills test, data from N = 154 participants was collected. The sample consisted of 110 

students from physics teacher education programmes in Australia and Germany and 44 

participants in a pure physics programme at a German university. The average age of the 
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participants was 28 years (SD = 9) and 46% of them were female. The average test time was 

52 min (SD = 15).  

For all of the 154 participants data were collected regarding their epistemological 

beliefs (both constructivist and transmissive beliefs) and demographics regarding their 

participation in a teacher education program and, if so, the number of semesters enrolled in it.  

Because of the high effort required by the qualitative analysis of the performance test 

DEA we could only collect data from a sub-sample of 16 students from a teacher education 

program at a German university regarding their explaining skills using the DEA. For all other 

used instruments this sub-sample did not differ significantly from the average. Of course, 

such a small number of participants only allows analysis of large effects. However, large 

effects are what would be required to support the hypothesis that the DEA and the 

performance-oriented instrument measure comparable skills.   

Instruments   

In order to measure the explaining skills of student teachers using the performance-oriented 

test, the number of answers in Tier 1 (in which students decide on how to proceed in the 

explaining process) which matched the experts’ opinion about the correct answer (described 

above) was counted. The sum led to a score on explaining skills. 

For Tier 2 (in which students select a reason for their decision about which is the best 

way to proceed), only those reasons were considered which could be assigned to either an 

addressee- (Tier2_A) or subject-oriented reasoning strategy (Tier2_S). For each of these 

strategies, a measure was built by counting the number of reasons given. These scores, 

therefore, represent strong beliefs on the part of participants about the relevance of 

considering the addressee’s needs (Tier2_A) and scientific appropriateness (Tier2_S) during 

an explanation. 
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Table 2 shows descriptive findings from the three scales of the performance-oriented 

test. 

The construct of interest is of quite a complex shape and a high reliability cannot be 

expected (see e.g., Schecker, 2014; Schmitt, 1996). To cover all aspects of this construct (a 

criterion for content validity) only a low number of items per aspect can be included if the 

testing time is to be acceptable. This, however, results in a low reliability. Indeed, the 

reported reliability for explaining skills is rather low but because of the factors mentioned 

here, α = .56 can still be considered as tenable.  

 

Scale Items Mean SD 
Score 
Range 

Cronbach’s α 

Tier1 (Explaining skills) 17 8.8 2.7 1-16 0.56 
Tier2_A (Reasoning from an 
addressee-oriented perspective) 

34 17.1 5.8 3-32 0.79 

Tier2_S (Reasoning from a 
subject-oriented perspective) 

16 3.8 2.5 0-10 0.60 

Table 2: Descriptive findings regarding the performance-oriented test instrument. Sample 
size: N = 154 

We used different established instruments to measure the variables for which we 

needed data in order to analyse the nomological network.  

• Epistemological beliefs: Constructivist and transmissive beliefs towards explaining were 

measured using short Likert item scales, as reported in Riese (2009) and Riese et al. 

(2015). Sample items would be “when I explain something, I try to encourage the 

explainee to find the correct explanation by him/herself” (constructivist view) and “at the 

end of a good explanation, the explainee needs to have a clear understanding” 

(transmissive view).  
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• Explaining skills (in the DEA): The data from the performance test were analysed 

following the approach documented in Kulgemeyer and Tomczyszyn (2015) and 

Kulgemeyer and Riese (2018) as described above.  

• Pedagogical content knowledge: The assessment of PCK was conducted with the test 

from Riese, Gramzow and Reinhold (2017). It covers the areas of students’ 

misconceptions, instructional strategies, strategies to experiment and general PCK 

concepts with multiple choice and written answer items. It covers the most important 

aspects of the PCK from the curricula of German academic teacher education and has 

been researched for validity in various studies (Riese, Gramzow, and Reinhold, 2017). 

Participation in a teacher education program was coded with yes and no. The number 

of semesters enrolled in a teacher education program was treated as an ordinal variable. 

Descriptive findings and sample sizes are shown in Table 3. As the data are not normally 

distributed, only median and scale scatter are given. 

 

Scale Items 
Median 
(Mean) 

Score Range Sample size 

Epistemological beliefs 
(constructivist view) 

16 13 4-16 154 

Epistemological beliefs 
(transmissive view) 

12 6 3-11 154 

Explaining skills (DEA) 12 4 1-6 16 
Pedagogical content 
knowledge 

43 21 13-26 12 

Participation in teacher ed. 
program (yes/ no)  

1 (0.41) 0-1 154 

No of semesters enrolled in 
teacher ed. program 

1 (5.9) 1-11 79 

Table 3: Descriptive findings and sample sizes regarding external instruments. 

Findings 

Figure 2 shows a nomological network in order to examine the assumptions described above. 
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Due to the small sample size, Kendall’s tau was used for the correlation between Tier 1 and 

PCK as well as Tier 1 and DEA Scores. The point-biserial correlation coefficient was used to 

calculate the correlation between Tier 1 score and participation in a teacher education 

programme. For all other correlations Spearman's rank correlation coefficient was used. We 

found small (> 0.1) and medium (> 0.3, see Cohen, 1988) correlations between explaining 

skills, reasoning from an addressee-oriented perspective, and a constructivist view on 

explaining. A small negative correlation was found between explaining skills and a 

transmissivist view on explaining. Reasoning from an addressee-oriented perspective and 

from a subject-oriented perspective also slightly correlate. Both the general attendance in a 

teacher education programme and the number of semesters studied in a German teacher 

education programme correlate with the participants’ decisions about the best way to proceed 

with the explanation (Tier 1 of the test instrument). A strong correlation was found between 

the Tier 1 and DEA scores as well as between Tier 1 and PCK. 

 

Figure 2: Map of correlations. *p < 0.05, **p < 0.01 
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Discussion 

The nomological network suggests three things: First, the correlations between the students’ 

decision on the best way to proceed with the explanation (Tier 1 of the test instrument), 

participants’ beliefs, PCK and participation in teacher education programmes reproduce the 

findings of Kulgemeyer and Riese (2018), which means that the measured construct is closely 

related to explaining skills as measured with the DEA. Second, there is a connection between 

a constructivist view on explaining, explaining skills, and reasoning from an addressee-

oriented perspective, which indicates that participants who perform well in the performance-

oriented test tend to use strategies which are described in literature as promising for 

successful explaining. Third, these preliminary results with a small sample hint at the ability 

of the vignette test to predict performance measured with the DEA, which again suggests that 

the measured constructs of both assessments are closely connected.  

Although some of the samples used are quite small and allow only cautious 

interpretations, these aspects are seen as positive for the eligibility of the performance-

oriented test to measure the intended construct and are, therefore, seen as hints about 

construct validity. Hence, it is likely that test scores from the performance-oriented 

instrument can be interpreted similarly to the test scores from the performance test DEA. 

However, it took much less time and effort to conduct the performance-oriented test.  

Summary and Outlook 

We discussed different approaches to measuring action-related competencies in various 

disciplines and showed that performance tests allow a high level of authenticity. They may be 

able to predict the behaviour of participants in real situations while being easier to handle 

than assessments in real professional situations. On the other hand, performance tests still 

require significant effort regarding data collection and analysis. Video vignettes, as used in 
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teacher education research, may be one approach to addressing this dilemma, but recent 

studies lack authenticity and interactivity. We presented a potential alternative: a video 

vignette test which uses answers to multiple choice questions and aims to allow performance-

oriented testing of science teachers’ explaining skills in the context of a one-on-one dialogue. 

We presented data suggesting that this assessment is suitable to predict physics teachers’ 

performance in explaining dialogues.  

It requires much less effort in data collection and analysis than the DEA. However, 

the performance-oriented approach primarily addresses situations where large samples are to 

be dealt with. For such conditions, it might represent a reasonable trade-off between 

authenticity and test effort. However, it reduces the degrees of freedom available in a real 

professional situation and can, therefore, only capture limited aspects of the underlying 

construct. That fact is also expressed by the less than perfect correlation between the 

performance-oriented instrument and the DEA (r = .47 (p < .05)). This may suggest that for 

detailed insights into the professional actions of individuals, other approaches such as video 

studies or real performance assessments are still more appropriate than a performance-

oriented test instrument. It also shows that additional studies are needed to research the 

possible potential of performance-oriented testing. These studies might focus on which 

aspects of real performance performance-oriented testing can measure appropriately. In the 

present paper, only a small sample size was used for this important aspect and the results, 

therefore, should be regarded as a starting point. 

In the medium term, this performance-oriented test might contribute to the improvement of 

teacher education quality. Most teacher education curricula are probably still based on 

normatively selected content. Of course, that does not mean that this content is not evidence-

based – it means that the impact of knowing this content on instructional quality is unclear. 

Performance-oriented tests may help to provide more evidence for the design of teacher 
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education programmes. We also regard it as likely that integrating performance-oriented tests 

into teacher education might be useful. Bartels and Kulgemeyer (2018) present a way to use 

the test instrument described in the present paper in teacher education. They propose to use 

the test instrument in a framework for effective teacher education (Salas & Cannon-Bowers, 

2001) by (a) conducting the test, (b) reflecting on theoretical knowledge on effective 

explaining with regard to the test, and (c) conducting the test again afterwards to show how 

the knowledge about explaining is connected with performance. Similar approaches might 

work for similar test instruments as well. Short and standardized performance situations 

might be used in teacher education to show the applicability of both pedagogical content 

knowledge and content knowledge. Even more, it might be useful to actually train student 

teachers how to behave in standard situations of science teaching – and to reflect on the ways 

in which professional knowledge might help them to behave even better. However, with 

respect to consequential validity (e.g., Messick, 1995, p. 746) more research on the test 

design is needed. 

Future work could aim to enhance the number of content aspects included. At this 

stage, we are in the process of developing further test variations which cover additional 

physics phenomena from the area of mechanics. As the DEA dealt with four different 

phenomena, we are seeking to measure each of those phenomena using the performance-

oriented test in order to further test the mapping between the instruments. A transfer to other 

fields, maybe even other STEM-related areas of teaching, seems possible but an extensive 

study of actual explaining situations (e.g., a video study) will be needed as a base for 

authentic explaining dialogues. 
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