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Abstract—Logic-Labeled Finite State Machines (LLFSMs) offer model-driven software development (MDSD) while enabling correctness at a high level due to their well-defined semantics that enables testing as well as formal verification. While this combination of the three elements (MDSD, validation, and verification) results in more reliable behaviour of software components, semantics is severely constrained in several areas. Here, we argue that it should be possible to rapidly and efficiently configure the semantics and Logic-Labelled finite-state machines, where a system is modelled as being in a finite set $S$ of states, and where transitions 'immediately' fire upon arrival of an event (more complexity usually results as event handling can itself fire a series of resulting events). The mathematical model of instantaneous (zero-time) transition is rapidly discarded because "the software actually consumes time when processing those events" [8, Page 50].

By following a limited, precise semantics that is based on a synchronous concurrency model, LLFSM enable the design of software that can achieve high levels of complexity and sophistication while guaranteeing deterministic execution and facilitating formal verification [2]. The LLFSM semantics specifies precisely when variables (affected by sensors outside the system) are inspected as well as the particular points in the execution of the software where snapshots of the environment variables are taken [3]. However, this constrains the semantics of the executable model to one specific frequency and pace, which limits the expressiveness of the designer in a way that may not be well-suited for a specific robotic or embedded target system.

Therefore, our new framework removes the need to adhere to the strict semantics currently implemented in tools such as CLFSM [3]. Importantly, we demonstrate that LLFSM can maintain the ability to perform formal verification. To this end, we illustrate two areas, where we create abstractions to the LLFSM semantics and show how instantiation of these abstractions into concrete derivations maintain the ability to perform formal verification. We extend SwiftFsm [4], a framework for LLFSMs written in Swift, enabling formal verification, while allowing developers more freedom to design, adapt and create new LLFSM models that suit particular, application-specific use cases.

II. LOGIC-LABELLED FINITE STATE MACHINES

Finite state machines are ubiquitous models of system behaviour. Variants of finite-state machines appear in many system modelling languages, most prominently SysML [5] and UML [6], [7], [8]. Despite their widespread use and penetration in model-driven software development, the semantics of SysML [5] and UML [9] are ambiguous [10] and restricted versions are offered to create executable models [11], real-time systems [12] or enable formal verification [13], [14]. Moreover, languages such as SysML and UML have historically adopted the event-driven form of finite-state machines inspired by Harel’s STATEMATE. Unfortunately, event-driven systems cannot offer a simple semantics, as the possibility of concurrent event arrivals (e.g., from the environment or other components), can create unintended complexities emerging from subsystem interaction. This issue is intrinsic to these types of machines, where a system is modelled as being in a finite set $S$ of states, and where transitions ‘immediately’ fire upon arrival of an event (more complexity usually results as event handling can itself fire a series of resulting events). The mathematical model of instantaneous (zero-time) transition is rapidly discarded because “the software actually consumes time when processing those events” [8, Page 50].

An example of the event-driven approach is the Specification and Description Language (SDL) formalised by the ITU-T [15]. SDL allows the modelling of reactive systems ¹, and with SDL-RT [16], an extension to SDL, 

¹Later we highlight the distinction between event-driven systems, reactive systems, and real-time system.
the notation aims at modelling of real-time systems. SDL (and SDL-RT) model a system as a set of asynchronously executing finite state machines called processes. Each process can communicate through the use of signals which constitute communication channels between processes. A sender does not wait for an acknowledgement from the receiver and the receiver places the signal on a queue where it remains until it is able to handle the event.

Each process may be listening for external events, i.e., events that are generated from other processes or the environment. Lamport [17] demonstrated the fundamental composability limitations of event-driven systems. Event-driven systems are designed for the best or the average case, but can result in unbounded delays or message queue sizes in the worst case, resulting in devastating consequences for real-time systems. This is because the execution of the process is completely dependent on the ordering and timing of events that the process has no control over. In extreme situations, such as an event shower, this leads to race conditions resulting in non-deterministic behaviour.

An event shower also has the added problem of making the time it takes to react to an event non-deterministic. The reason for this is that (under the standard run-till completion semantics [6], [8]) the system must process all events in the queue before reacting to future events. When a new event happens, the current queue size can hold a few or a large number of disparate events, making it all but impossible to predict how long the new event will be in the queue until it can be dealt with. Most notations, such as UML, SysML, and even SDL, compound this problem by allowing processes to generate new events as part of the transition actions: “A transition performs a sequence of actions. During a transition, the data of an agent is possibly manipulated and signals possibly output (depending on the content of the transition).” [18, p. 53]. That is, the firing of a transition triggers further events “instantaneously” and “simultaneously”; again, violating the ideal mathematical model that “as close as they might be in time, events are never simultaneous” [8, Page 50].

Therefore, an event shower, rather than been avoided by the notation, can, in fact, be fostered by the modelling language and caused by the composition of, individually benign subsystems; thus, placing a huge burden on system designers as they must now anticipate subsystem interactions, including how all possible combinations of events could influence the execution of the system. It quickly becomes impossible to discern how the combinations of all executing process contribute to the execution and timing of a particular sub-system. The solution is to move away from the event-triggered paradigm entirely.

Complementary to event-driven fsms, LLFSMs model a system as being in a finite set \( S \) of states. As before, each state \( (s \in S) \) represents a possible situation that the system may find itself in. But here it is more explicit that, while in that state, the LLFSM will execute some actions.

The system also moves from state to state by means of transitions. However, in sharp contrast with the event-driven approach, each transition is predicated by a logical expression (those familiar with UML would find this as restricting the labels of transitions to only using guards; and such models have been named procedural [8]). States are executable states. A state machine is not waiting for events to happen and reacting to them. Instead, it keeps executing its current state \( s_c \), and at a precise point in the execution within its own sphere of control, the expressions labelling the associated transitions are evaluated. If one of these expressions evaluates to true, the system moves to the target state of the transition, updating the current state. Each LLFSM has a state designated as the initial state \( (s_0 \in S) \), representing the state at the point when execution commences.

Each state contains a set of executable actions. These actions are executed at specific times and under certain conditions. For example Wagner et al. define four distinct types of actions [19]:

1) **Entry Actions**: Executed when the system first enters a state.
2) **Exit Actions**: Executed when the system leaves the state.
3) **Transition Actions**: Executed when the system is transitioning between states.
4) **Input Actions**: Executed when an input satisfies a particular condition. These actions can be independent of the state.

We use Wagner et al. to illustrate the first point of why a general framework is of interest. We suggest that the fundamental execution cycle is the very simple notion of two states between a transition: a source state \( s_a \) and target state \( s_t \). The distinction of an Entry Action \( a \) is merely semantic sugar for the removal of an extra state. We illustrate this in Figure 1. Wagner et al.’s **Entry Actions** [19] are essentially a pre-state to the state \( s \). Figure 1a is the construct that actually has the semantics of Figure 1b. This is important, because if the expression \( e \) in Figure 1 is also true, it becomes very clear that the action \( a \) will be performed at least once, even if execution exits state \( s \) immediately (we note that ambiguities of this
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**Figure 1.** Equivalence Wagner et al. [19] **Entry Actions** in terms of states without sections and transitions.
The proper specification of semantics becomes even more important when the actions in a state access a set of variables that affect subsequent actions and transitions. That is, the attached Boolean expressions (as we mentioned, in UML and OMT these are named guards) involve variables. The first issue is the scope of the variables and the second issue is that of potential race conditions that could be generated due to these variables being shared in some way. Common cases of variables that are shared are the variables where sensors record a status of the environment. Thus, while the software is executing, the value of a sensor variable may change, without the software being able to control or influence the timing of these changes. Similarly, control variables for effectors are shared. The software modelled by LLFSMs may set a control variable and the driver of the effector reads such a variable to act.

The clfsm [3] implementation of LLFSMs provides three levels of scope for variables.

1) **External Variables**: Variables external to the system from the perspective of the software, usually corresponding to the sensors and effectors. They may change at any point in time.

2) **FSM Local Variables**: These are variables that are shared between all states within a single LLFSM.

3) **State Local Variables**: These are variables that are local to a state.

Naturally, one can specify more variants. For example, why not have variables that are shared between all the LLFSMs of a system, but not sensors and effectors? Why not have variables whose scope is even more local than that of a state, e.g., only local to the **OnEntry** section? These examples illustrate the need for a flexible approach to extending the possibilities of LLFSM constructs. This need inspires the framework proposed in the present paper.

### III. Protocol Oriented Design

Protocols in Swift are a refinement of an object-oriented construct that enables a developer to define the intent or semantics of a type without necessarily providing a concrete implementation. In this respect, protocols are similar to Java interfaces; a type that implements (or conforms to) a protocol enters into a contract, where the conforming type must implement the constraints imposed by the protocol. The advantage is that any type that conforms to the protocol conforms to the same set of semantics as any other type that also conforms to the same protocol. This enables the use of either type interchangeably. In this sense, protocols are a way to enforce semantic constraints. They enable the modelling of individual pieces of the software without the burden of defining how each piece is implemented. This creates loose coupling between types as a type may depend on a protocol (or rather the semantics which are defined within the protocol) and any type which conforms to the protocol may provide the necessary implementation.

Unlike interfaces, however, Swift takes this idea further with protocol extensions, providing a mechanism of aspect-oriented programming. This enables conforming types to receive default implementations. In other words, a conforming type may receive some or all of its implementation for free, based on the contracts provided by protocols alone. This is not to be confused with standard class inheritance. Standard class inheritance imposes a strict implementation hierarchy and close coupling on inherited types. An implementation within a class may depend on private members or other strict types, an implementation received by a protocol extension simply models how variables and functions in the protocol can be leveraged to provide a default implementation. Importantly, a protocol extension depends only on the contract it and other protocols provide, and only on the public interface provided by these protocols.

However, the true power of a protocol extension is with conditional extensions. A conditional extension enables the developer to define rules on which conforming types receive which default implementation (if any). This way, the protocol extension can also be restrictive so that only types that conform to a specific set of protocols may receive the implementation.

Consider the example in Figure 2, showing the Collection protocol that contains a generic parameter **Element**. In Swift, a generic parameter on a protocol is known as an **associated type**. This protocol models a collection that contains zero or more elements. **Element** represents the type of the elements within the collection. Two concrete implementations conform to this protocol: **Array** and **Set**. These behave differently: **Set** only contains unique elements, while **Array** may contain duplicates. Swift models equality operations in the Equatable protocol. This protocol defines that conforming types must provide == and != functions. A protocol extension can be created on the Collection protocol which provides a default implementation for the == and != functions. These functions compare all the elements within two collections to find if they are equal, assuming that the individual elements within the collections can be compared. This is shown in Extension 1.

**Extension 1. Extend Collection where Element is Equatable:**

```swift
function == (lhs: Collection, rhs: Collection)
    for le in lhs, re in rhs
        if le != re
            return false
    end
    return true
end

function != (lhs: Collection, rhs: Collection)
    return !(lhs == rhs)
end
```

**Examples:**

```swift
nums := [1, 2, 3]
nums == nums // Ok
people := [Person(), Person(), Person()]
people == people // Person is not Equatable
```
Now all types that conform to Collection (Array, Set) are able to use equality operators, assuming that the elements within the collections are able to be compared.

We use protocols and protocol extensions extensively in swiftfsm to define rules on how certain things must be implemented. This way, the developer is constrained to semantics that enable verification and model checking without otherwise restricting the language.

The swiftfsm framework minimises the possibility of creating a semantics whose tools for composition result in combinatorial explosion. For example, nesting in UML’s statecharts is what enables the modelling of larger systems; however “the Cartesian product machine is used as the interlingua semantics of statecharts” [8, Page 63]. On the other hand, we shall not restrict expressivity so that only trivial systems can be modelled. We want to remain Turing complete although all properties of some executable models would not be verifiable (such as the famous Halting problem). The challenge is to enable developers to tailor the semantics to their most effective constructs while retaining small Kripke structures verifiable by standard tools.

IV. Modelling States and Transitions
We are now ready to present our first abstraction: the type used for transitions. To introduce the idea, consider the following scenario, where allowing developers to create custom semantics leads to more robust designs. Let’s focus on a state A (Fig. 3). The clfsm semantics [2] explicitly specifies that the onEntry action will execute once and only once for each state, after which the sequence of transitions will be evaluated in the order a, then b. If the associated expression (not shown) evaluates to true, the corresponding transition will fire and the state will execute its onExit action. If none of the transitions fire, the Internal action will be run. In either case, the execution token passes to the next LLFSM in the arrangement.

Importantly, with this restricted semantics, it is not possible to implement an atLeastOnce semantics for the Internal action without adding another state. If transitions a or b cause a state transition, (in the clfsm semantics [2]), then the Internal action will never execute. If this functionality is required, a pattern similar to Figure 4 needs to be implemented. Note that this involves creating two states and copying (duplicating) implementation, obstructing factorisation and creating the danger of introducing failures. Both a1 and a3 need to be copied into the new state A0 in order to implement the atLeastOnce semantics. State A1 is almost the same as the original state A. This becomes arduous to maintain and modify as the developer must keep the A0 actions in sync with the A1 actions.

With swiftfsm, we overcome this problem by allowing developers to define custom state types that represent such a semantics. The result is shown in Figure 5. As can be seen, the figure demonstrates how a developer may define the new atLeastOnce action. While this approach may seem unnecessary to apply in such a simple case, it does show the added expressiveness of the semantics which the developer may choose to employ.

Nothing is stopping the developer from creating further changes to the semantics of how states execute. Ideas such as transition actions (actions which are triggered when specific transitions are taken) become possible. The ability to create more complicated models which could utilise ideas such as state clustering or hierarchies of state machines is also viable now that a developer has the ability to proactively define the state models that they are working with. This allows the developer to tailor the tool-set to the problem they are trying to solve. Most importantly we can achieve all of this, while maintaining a strong type hierarchy and verifiable semantics as shown in Section VII.

The design of custom state types is achieved using a protocol hierarchy. Figure 6 demonstrates how this protocol hierarchy can be used to define the clfsm se-
mantics. First, we present the protocol at the top of the hierarchy: **Identifiable**. Instances of types conforming **Identifiable** are able to be distinguished from each other. This is achieved using the name field. Every unique instance is required to have a unique name. The **Identifiable** protocol conforms to the **Equatable** protocol, allowing equality checks by comparing the names of the two instances.

The next protocols are **StateType** and **Transitionable**. These are the protocols that are responsible for representing states and transitions. Because of the wide breadth of state models, **swiftfsm** only assumes that a state has a unique name. Therefore, **swiftfsm** defines the **StateType** protocol only containing that name (which is inherited from **Identifiable**). The developer has complete freedom to define any number of phase actions that make up a state. This is done by defining another protocol. For the **clfsm** semantics, this is encapsulated within the **CLFSMActions** protocol. Each action that a state may perform is represented as a member function of the protocol.

The **swiftfsm** framework does not even assume that a state can transition. This is a separate requirement, modelled as a separate protocol. The **Transitionable** protocol adds a sequence of transitions to conforming states. All transitions contain

1. a predicate function that, when it evaluates to `true`, represents a situation where the LLFSM will transition; and
2. a target state the LLFSM will transition to.

The type of the transition predicate function is defined as:

\[\text{StateContext} \rightarrow \text{Boolean}\]

This abstracts a state context type that encapsulates all (and only) the necessary variables that influence the evaluation of the predicate function. In this way, a transition function can access the necessary variables through its source state. This is an important concept when generating the corresponding Kripke structure of an executable model in order to perform formal verification. We profit and explicitly use referential transparency for the generation of Kripke structures. That is, transitions emanating from a state will be evaluated with a fixed state context variation that has no further dependencies or side-effects.

This allows for an important optimisation. Typically, an LLFSM state corresponds to several Kripke states, because of

- state sections (e.g., `onEntry`, `onExit`, `Internal`, `atLeastOnce`, etc.), and
- the potential semantics of snapshotting external variables between these state sections.

However, our semantics recognises that external variables that are not involved in a transition will not need to create a new transition evaluation context. Therefore, the above transition type is side-effect free and removes the need to consider all possible combinations of external variables outside those appearing in the transaction.

The traditional conceptualisation of the class of transitions is that transitions have a source and a target state. Such a conceptualisation complicates the optimisation we just mentioned, as the transition is in a static relationship with its source state (typically implemented as a reference). Our approach does not need to change the source state of a transition in an LLFSM to create the Kripke states for sections. Our framework only updates the possible changes to the external variables of relevance, and submits the State with this new context for evaluation to the transition. Importantly, this means that the evaluation of any transition is referentially transparent, as it is a pure function with explicit inputs and outputs and no side-effects. The Kripke structure generated in this way is guaranteed to obtain the effect of evaluation of the transition without possible side effects influencing the transition as all the variables are in the context attached to the state.

Notice that **CLFSMState** does not contain an **addTransition** function. This is provided by a default implementation shown in Extension 2.

```plaintext
Extension 2. Extend StateType where Self is Transitionable:

function addTransition(t: _TransitionType ...)
    transitions := transitions ∪ t
end
```

V. Modelling Logic-Labelled Finite State Machines

The ability to create custom LLFSM semantics can be beneficial. Within the confines of the **clfsm** semantics, an LLFSM is capable of being suspended, restarted or stopped. The LLFSM is also responsible for executing states. While this semantics is expressive, it can be somewhat restrictive. For example, why not make it possible to allow an LLFSM to control a given set of LLFSMs in a master/slave relationship? This would make it possible to create strict LLFSM hierarchies which form a tree structure. This is quite different from the LLFSM hierarchies described in the literature [20] that does not enforce any hierarchy and allows any LLFSM to control any other LLFSM. Our stricter approach here helps ensure clarity and safety.

The way in which **swiftfsm** models LLFSMs allows the developer to define custom semantics is again achieved using a protocol hierarchy (Figure 7). The **LLFSM** protocol hierarchy, while more complex, follows the same methods we employed to create the state semantics hierarchy. A base protocol is used and further features are added using separate protocols.

We first present the simplest protocol **StateContainer**. This protocol contains no members, instead it simply defines the **StateType** associated type. This associated type must be defined to allow conforming types to refer to a single **StateType** type. That is to say, types that are conforming to **StateContainer** are manipulating or interacting with a single type of state in some way.

The first protocol which conforms to **StateContainer** is **FiniteStateMachineType**. This protocol represents an LLFSM. However, similar to how the **StateType** protocol made no assumptions about the actions contained within a state, the **FiniteStateMachineType** protocol makes
no assumptions on what the LLFSM model may do. The FiniteStateMachineType protocol does not even assume that it will execute a state. This is modelled by the StateExecutor protocol.

We now introduce a new abstraction over the original concept of an LLFSM ringlet [2]. A ringlet defines how the sections within a state are executed, and more specifically, how and in what order each action is executed. We propose to view ringlets as pure functions that take a state and return the next state to execute. Therefore, we have them as objects of the following type.

\[ \text{State} \rightarrow \text{State} \]

If a new state is returned, then the LLFSM has transitioned. By modelling a ringlet in this fashion, we enable developers to create custom ringlets that determine how their states are executed. To illustrate the adaptability of this approach, it is also possible to create different ringlets that execute the same set of states in different ways. Importantly, the execution of the state becomes orthogonal to the definition of the state.

However, in practice it is common that a ringlet may require to modify state information. To this end, the swiftfsm framework provides the Ringlet protocol, which defines an execute function. If we look at previous semantics for LLFSMs, and in particular to the semantics offered by the clfsm compiler, we can see that the ringlet only executes the onEntry section when the previously executed state does not equal the state currently being executed (in particular, if a state has a transition to itself, this is a legal construct, but if the transaction executes, in clfsm this does not re-run the onEntry section). If a developer wishes to extend the semantics that all arriving transitions (including self-transitions) cause the onEntry section to execute, our framework here allows the creation of a CLFSMRinglet that contains a previousState member variable that the execute function refers to and manages when executing the current state. That is we are using the Method pattern, and the developer supplies the method that defines the specific ringlet to sequence sections of a state.

The StateExecutor protocol (in combination with IncrementalExecutor) provides a next function. This function is responsible for executing the current state. However, if the LLFSM contains a ringlet, then the next function may delegate the execution of the state to the ringlet. This functionality is encapsulated in the StateExecutorDelegator protocol that defines a StateExecutor, which contains a Ringlet. FiniteStateMachineType provides a default implementation for the next function when conforming to StateExecutorDelegator. This is shown in Extension 3.

A similar pattern is followed for providing the remaining features of the LLFSM. In this sense, a feature is modelled as a protocol, and further protocols are created to enable default implementations. A further example is with the Restartable protocol. This protocol provides a restart function which, when called, should restart the LLFSM so that the initial state becomes the current state.

```
Extension 3. Extend FiniteStateMachineType
where Self is StateExecutorDelegator and
Self is PreviousStateContainer and
 angrilyType = RingletType._StateType:

    function next()
        temp := ringlet.execute(currentState)
        previousState := currentState
        currentState := temp
    end
```

However, recall that the clfsm semantics state that the onEntry action is only executed if the previous state does not equal the current state. If the LLFSM was truly to restart, then the previous state should also reset to its initial value. This way, there does not exist a situation where the LLFSM does not execute the onEntry action. To provide the default implementation
for a restart function, the `FiniteStateMachineType` protocol requires that there should also exist a conformance to `OptimizedStateExecuter`. This protocol enables an `initialPreviousState` member which represents the first previous state. With this, a default implementation for the `restart` function is now possible. The `restart` function effectively sets the current state and the previous state to their initial values.

To put everything together, the `FiniteStateMachine` type implements the default model in `swiftfsm`. This implements the same semantics as `clfsm`. Notice, however, that the `FiniteStateMachine` type does not need to provide any function implementations, as the type receives its entire implementation from protocol extensions.

### VI. Scheduling

Because LLFSM are not event-driven, they are scheduled using a round robin scheduler. We provide such scheduling as the default in the framework `swiftfsm`. Therefore, a single ringlet, for the current state of each LLFSM, is executed in a sequential fashion. This creates concurrent execution in a predictable manner reducing state explosion for formal verification. The sequential execution avoids thread management and avoids complexities associated with parallel execution, (there are essentially no critical sections or mutual exclusion challenges). Because of the sequential scheduling, we have a deterministic execution of an arrangement of the LLFSMs, thus when the Kripke structure is created for the entire arrangement, we have a

---

**Figure 7. The LLFSM Protocol Hierarchy**

---
smaller Kripke model (a smaller NuSMV input file) that with unconstrained concurrency of event-driven systems. By preventing side-effects (as shown in the previous Section), we further reduce the size of the Kripke structure enhancing the feasibility of performing model checking.

Furthermore, swiftfsm uses a stricter snapshot semantics when executing the ringlets. A snapshot is taken of the external variables before the ringlet is executed. The state then uses the snapshot when executing actions and evaluating transitions (recall our execution context). Only once the ringlet has finished executing, any modifications appear visible externally (e.g., to the environment). This defines the granularity at which the system is reactive to changes observable by sensors in the environment and does not need to make a dangerous assumption of well-behaved environments and that the software always runs faster than any external part of the system. Compare this with many formal verification approaches that only work with ideal event-driven systems, that do not exist in practice. We detach from such ideal conceptions that “events consume no time: they are zero time episodes” [8, Page 50] and “as close as they might be in time, events are never simultaneous” [8, Page 50] because even in UML it is extremely easy to create an event for which there would be several listeners whose response would be the generation of an event (creating simultaneous events). Or admitting upon further analysis that “the software actually consumes time when processing those events” [8, Page 50]. Thus, we avoid approaches where extended finite-state machines handling of external variables is simply assumed to be irrelevant: “During a macrostep, the values of the inputs do not change and no new external events may arrive; in other words, the system is assumed to be infinitely faster than the environment” [21, p. 172]. Alternatively, the environment is assumed to be well-behaved, so that it sends the input the software requires at the right time, forming “a closed model corresponding to the complete mathematical simulation of the pair formed by the software controller and the environment” [22, p. 89]. We also do not follow the simplistic approach that assumes any external stimulus (change of external variables) will not happen until all internal changes take place “giving priority to internal actions over external actions” [23].

We argue that the specification of when a snapshot is taken defines the level of atomicity of the sections within the state run by the ringlet with respect to the external variables. This becomes particularly important when performing formal verification.

VII. Formal Verification

If one strictly follows the derivation of Kripke structures from the artefact of sequential program constructs [24], the corresponding Kripke states would not only be the boundaries of sections of LLFSM states, but every assignment and operation in those sections correspond to extended FSMs, containing programming language statements (e.g., in Swift). The sequential execution of LLFSMs and its default snapshot semantics enables more succinct Kripke structures, where the delicate point is the handling of the external variables [25], [26]. Nevertheless, as we mentioned, such a default semantics requires recording all of the variables influencing the execution before and after every state section in order to generate the Kripke structure [25]. For consistency, we configured a version of swiftfsm that followed such an approach [4].

These earlier approaches relied on the ringlet itself to record variables, influencing the execution of a state. However, a more succinct approach can be used and a further optimisation can be made. Since the swiftfsm framework not only uses a sequential scheduling similar to clfsm, but a ringlet’s execution is atomic with respect to the external variables, ringlet execution can now be treated as a black box.

Consequently, a snapshot should only be taken of the variables before and after the entire ringlet for a state’s execution. This variation also prevents statements being executed that make modification to variables that are not reflected in the final context for the next Kripke state. For example, a state may make changes to an external variable during an onEntry section that is cancelled by a further modification in the onExit section. Since no effect of this will occur during the state’s execution, as we now identify a Kripke state before and after an entire ringlet execution, interim changes are not reflected in the resulting Kripke structure.

Importantly, we argue that this is a benefit, not a problem! In swiftfsm, the statements within sections of the state operate within a context derived from a snapshot of the external variables, which gets taken precisely when the state is scheduled. There is absolutely no way that any modification could (nor should) affect the environment until the snapshot is saved. External variables are updated precisely once when the ringlet has finished executing. Similarly, since swiftfsm uses sequential scheduling, there is no way for the modification of non-external variables to have side-effects and influence the execution of other machines, because the semantics is equivalent to a single thread. The only important record for the construction of the Kripke states (to be part of the Kripke structure or verification) is the context (of the variables) before and after each ringlet is executed.

To demonstrate the approach for creating a Kripke structure, consider the Incrementing LLFSM shown in Figure 8. This LLFSM is responsible for incrementing a counter by one. When the value of the counter reaches a non-zero number, the LLFSM transitions to the Exit accepting state. However, this LLFSM provides two boolean external variables, each representing the state of a button in the environment. When both buttons are pushed, the LLFSM transitions to the Exit state regardless of the value of the counter.

Using the round-robin sequential scheduler requires that a snapshot be taken before and after a state is executed. This is represented in the Kripke structure. An execution of a state results in several nodes. Firstly, taking a snapshot will result in a node being created for each combination of external variables. For the Incrementing LLFSM, this will result in a total of 4 nodes. However, the advantage with swiftfsm is, as stated previously, treating the execution of a ringlet as an atomic action. Each 4 nodes that represent the reading of a snapshot will each transition to a single node. We therefore classify each node within the Kripke structure as an R (read) node or a W (write) node. R nodes represent the state of the system...
before a ringlet has been executed, whereas the W nodes represent the state of the system after the ringlet has finished executing. When executing using the round-robin scheduler, a single ringlet execution will result in multiple R nodes each leading to a single W node. This is shown in Figure 9.

VIII. Microwave Case Study

We present a case study where we simplify the model of a microwave oven, a ubiquitous example in the software engineering literature of behaviour modelling through states and transitions [27]. This model has been extensively studied in formal verification [24, p. 39], as the safety feature of disable cooking when the door is open is analogous to the requirement that a radiation machine should have a halt-sensor [28, p. 2]. Software models for microwave behaviour are widely discussed [29], [30], [31], [32], [33], [34]). Figure 10 shows the standard executable model with LLFSMs. While this model is transparent and formal verification establishes requirements, the full machinery of Kripke states for each of the three state-sections is not required (note that all Internal sections are empty and the only onExit section that is used is in the timer LLFSM, in state 3 to Add_1_Minute). Moreover, the model would also be simplified if the timeLeft variable were to be removed by making it equivalent to the condition 0<currentTime. With respect to the requirements specified in Myers and Dromey [34, p. 27, Table 1] or in Shlaer and Mellor [30, p. 36] the behaviour of such a simplification is irrelevant. But, for model checking, removing the Boolean variable timeLeft alone would half the number of Kripke states (and the corresponding size of the NuSMV file where formal verification is conducted is thus halved). By removing the state sections, the number of Kripke states would be halved again. Thus, it would be advantageous to derive LLFSMs, where states have no onExit nor Internal actions.

The new model would globally replace timeLeft by 0<currentTime. All declarations of external timeLeft disappear from all LLFSMs. Thus, the timer machine changes to Figure 11. This change results in slightly different behaviour. With the executable model of Figure 10, when the button is pressed for the first time and not released, nothing would happen. Now, when the button is pressed for the first time and not released, if the door is closed, cooking will commence and the light will go on. As long as the button is pressed and not released such cooking with the light on will continue and the timer will not be decremented. This behaviour does exist in a slightly similar form in Figure 10, but only happens from the second time onwards. That is, the user must press the button; upon releasing the button, cooking starts and the light turns on. If the user presses and holds the button now that cooking has started, it also blocks timing counting down. Again, we do not consider this subtle difference in behaviour relevant as it is never identified in the requirements. With our framework, the designers can easily alternate between the two executable models, and conduct model checking on both.

A further optimisation can be made when considering how swiftfsm currently handles the snapshots of external variables. Recall that a snapshot is taken before the ringlet executes, and then saved back to the environment once the ringlet has finished executing. By changing these semantics to a per-schedule cycle, as opposed to a per-ringlet cycle, we can further minimise the number of Kripke States that are generated. Taking the microwave as an example, instead of taking a snapshot of the external variables before executing each state, we instead take a single snapshot of the environment for each execution of one schedule over the arrangement of LLFSMs. Each LLFSM would therefore share the same snapshot and any modifications made to the snapshot will only be saved once all LLFSMs have executed their current state.

This has a drastic impact to the number of Kripke States that are generated for the Kripke Structure. Consider all possible combinations of a snapshot of the external variables. The microwave uses three Boolean variables, therefore this results in 2^3 = 8 possible combinations. There are normally four snapshots taken per schedule cycle as there are four LLFSMs executing and a snapshot is taken when a ringlet in each LLFSM is executed. Therefore, there are 2^34 = 4096 possible combinations of snapshots per schedule cycle. When taking a single snapshot at the start of the schedule cycle, the result is 2^3 = 8 possible combinations of snapshots. Removing the timeLeft variable further reduces this to 2^23 = 4 combinations of
snapshots per schedule cycle, a reduction by three orders of magnitude.

To demonstrate the effect that limiting the snapshots has on the Kripke structure size, we provide a git repository which contains the Kripke structures in several formats for the Incrementing LLFSM and the one-minute microwave LLFSMs. When following the original semantics (those where a snapshot of the external variables is taken and saved before and after each ringlet execution) the Kripke structure for the microwave contains 369,260 nodes. By using a single snapshot semantics where a snapshot is taken per schedule cycle, the Kripke structure for the microwave contains 60,674 nodes. A massive reduction.

The Kripke structures can be located at https://github.com/mipalgu/VersatileKripkeStructures.

IX. Conclusion

In software engineering, there is a prevalence for modelling using UML state charts (which is a derivation of Harel’s State Charts [35]) and which are event-driven. Moreover, Sommerville [27], states that “state models are often used to describe real-time systems” [27, p. 544], citing UML. We note that Sommerville also uses a microwave to illustrate how FSMs model the behaviour of systems [27, p. 136]. Because of these associations among systems that respond to stimuli, it is important to clarify the terminology regarding what constitutes an event-driven system, a reactive system and more importantly, a real-time system. Reactive-systems are responsive systems without much processing, as opposed to deliberative systems (which reason, plan, learn) [36].

We refer to an event-driven system as one typically based on a software architecture built around stimulus-driven call-backs, a subscribe mechanism and listeners that enact such call-backs (very much as GUIs are composed for desktops today). Reacting to stimuli in this way implies uncontrolled concurrency (e.g., using separate threads or event queues). Event-driven programming is also illustrative of this mechanism that follows the inversion of control (IoC) design principle; call-backs are custom code only.

Figure 10. Complete model of one-minute microwave.

Figure 11. Simplified timer with onEntry sections only.
Real-time systems are required to meet time-deadlines in response to stimuli [37]. Therefore, although closely related, these terms are not the same, and in this paper, we argue (supported by the work of Lamport [17]) that there are many solid reasons why real-time systems may be better served by time-triggered systems and predetermined schedules, rather than the unbounded delays that may occur in event-driven systems.

There is nothing wrong with using a loosely defined semantics in visual and textual notations (in particular the event-driven state charts of UML) when communicating the main ideas of software designs to stakeholders [38]. However, advocates of model-driven software development (MDSD) argue that software developers shall mostly work with models and that UML is the programming language [39]. However, in this scenario the UML has shortcomings. For example, the relevance of MDSD to the synthesis of behaviour intended for embedded systems has been strongly emphasised [40]; particularly stressing that UML state charts are the prevalent diagrammatic tool for behaviour. But, for instance, modelling behaviour for FPGAs has consistently avoided the event-driven approach of UML state charts: Wood et al. [40] reviewed earlier attempts to generate VHDL from UML and found that either 1) translation was incomplete (aimed at simulation and not hardware synthesis), 2) covered a tiny subset of UML’s state chart notation or 3) were far from following closely an MDSD methodology. Wood et al. [40] attempt to directly define a model transformation semantics (from the syntactic construct of UML state charts to the VHDL code) also ran into issues; in particular, the asynchronous nature of UML was replaced by synchronous specification in VHDL [40, Page 1362] (other semantic changes are also listed [40, Page 1364], as well as a table of unsupported features [40, Table 11]). Wood et al. [40] removed the run-until-completion semantics of UML requiring designs where all the consequences of an event must terminate by the next clock tick [40]. They eliminated events from labelling transitions, and now a Boolean expression of the form event has happened (that pool the state of an input signal) replaces each instance of an event. Thus, their UML models allow only guards that monitor signals (they enforce a system of syntactic priorities in case several signals become true in nesting state charts, but for each model, transitions must cover all cases and be mutually exclusive). Thus, we have another scenario where LLFSMs are being used with precise but particular semantics.

The work presented in this paper illustrates how LLFSMs can be used as executable models. Moreover, we argue that their deterministic execution and verifiability is more suitable for real-time systems than systems where threads proliferate. In this paper, we have introduced a flexible semantic model for logic-labelled finite-state machines. Compared to traditional event-driven state machines and LLFSMs, our approach allows redefining while retaining precision of the semantics of executable models [6], [7]. Our framework allows high-level, executable models, which are less error-prone and eliminate duplication. Moreover, we have shown these semantics can be modelled in a referentially transparent way that creates simpler Kripke structures, allowing formal verification of our executable models, that is orders of magnitudes faster for the same model than previous approaches.

Figure 12. States transitions in a sequence diagram for the use case of running the microwave for one minute and a pause in another minute.
REFERENCES


