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Abstract—Various methods for automatic building extraction from remote sensing data including light detection and ranging (LiDAR) data have been proposed over the last two decades but a standard metric for evaluation of the extracted building boundary has not been found yet. An extracted building boundary from LiDAR data usually has a zigzag pattern with missing detail, which makes it hard to compare the boundary with its reference. The existing metrics do not consider the significant point (e.g., corner) correspondences, therefore, cannot identify individual extralap and underlap areas in the extracted boundary. This article proposes an evaluation metric for the extracted boundary based on a newly proposed robust corner correspondence algorithm that finds one-to-one true corner correspondences between the reference and extracted boundaries. Assuming a building has a rectilinear shape, corners and lines are first detected for the extracted boundary. Then, corner correspondences are obtained between the extracted and reference boundaries. Each corner has two corresponding lines on its two sides that ideally are perpendicular to each other. The corner correspondences are finally ranked based on their distance, angle, and parallelism of corresponding lines. The metric is defined as the average minimum distance \(d_{\text{avg}}\) from the extracted boundary points to their corresponding reference lines. Extralap and underlap areas are identified by comparing the point distances with \(d_{\text{avg}}\). In experiments, the proposed metric performs more realistic than the existing metrics and finds the individual extralap and underlap areas effectively.

Index Terms—Building boundary extraction, evaluation, object-based shape similarity, performance, polygon comparison.

I. INTRODUCTION

BUILDING outlines are a standard part of recent topographic databases. For many applications such as 3-D city modeling, urban planning, and disaster management, the mapping of building outlines is important. Therefore, studies have been conducted and numerous approaches have been developed in fully automated or semiautomated manners using airborne light detection and ranging (LiDAR) data and/or remote sensing images to extract building boundaries [1]–[5].

A building boundary or outline can be defined as a closed polygon that represents the outer shape of a building roof. In order to evaluate the results of a building outline extraction method, extracted boundaries are compared with the corresponding reference data. The existing evaluation methods for extracted 2-D and 3-D building boundaries can be mainly categorized into two types, i.e., object-based [6]–[8] and area-based [8]–[10] methods. They use evaluation metrics to estimate the performance of an involved building extraction method. In object-based evaluation either a boundary is labeled as correctly or wrongly extracted or a quality measure is assigned to each extracted boundary [11]. It offers a quick assessment. The area-based approach corresponds to the horizontal accuracy of the extracted building footprint. Different metrics such as, completeness (recall), correctness (precision), and/or quality values are calculated using the traditional formulas that are based on the total area of overlapping building parts and the area of corresponding reference buildings [12]. If the image data are used as an input, then a rasterization process must be performed on the extracted building area [8]. But for the case of LiDAR data, rasterization of the vector data [13] may lead to a severe misalignment error and the estimated performance can distort considerably when the average building size is small [6].

The existing metrics [12], [14] for evaluating the performance of building boundary extraction techniques can be categorized based on matched rates (e.g., completeness, correctness, and quality rates) [6], [15], shape similarity (e.g., turning angle, Fourier descriptors, and dominant angle rotation) [16], [17], positional accuracy (e.g., the root mean square error (RMSE), the normalized median absolute deviation (NMAD), and the mean absolute error (MAE)) [18]–[22]. The matched rates are mainly used by the area-based, also known as the pixel-based, approach [12]. Boundary level shape similarity metrics have been used by many authors to evaluate the extracted buildings [16], [23], [24]. Different topological relations such as corner positional difference, perimeter difference, and overlapping areas between the reference and extracted buildings are used to define a metric in this case [25], [26]. The RMSE is a frequently used metric to measure the positional accuracy [7], [16], [24], [26]. It is based on the distance of each corner of an extracted building polygon to a corresponding reference corner. The NMAD and the MAE are used to investigate the accuracy of the reconstructed 3-D buildings from the satellite imagery [21], [22]. Yet, there is no standard metric for evaluation of the extracted building boundaries in the remote sensing community [27].

In a strict mathematical terminology, a metric or a distance function \(d\) should follow three basic properties for each pair of

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/
elements in a set \( \rho \), such as, nonnegativity \( (d(x, y) \geq 0) \), symmetry \( (d(x, y) = d(y, x)) \), and triangular inequality \( (d(x, y) \leq d(x, z) + d(z, y)) \) for all \( x, y, z \in \rho \) [28]. For different shape matching applications and extracted building boundary evaluation, the Hausdorff [29] and the Chamfer [28] distances, which allow different number of points in the reference and extracted shapes, are used [30]–[32]. These distance metrics obviously fulfill the nonnegativity and the triangular inequality properties, but not the symmetry property because the distance measured from the extracted boundary to the reference boundary is not the same as that of from the reference boundary to the extracted boundary [11], [12].

To fulfill the symmetry property, Avbelj et al. [28] proposed the polygon and line segments (PoLiS) metric, where they applied a symmetrization technique by simply averaging the two distances (from the extracted to the reference and vice versa). The PoLiS is straightforward and easy to implement [33]. It considers only the shortest distance from a corner of one boundary to any point in the other boundary. However, this may mislead the actual result sometimes, particularly, in the case of segmentation errors (extralap and underlap areas) in an extracted boundary. Moreover, for a complex building with a higher number of extracted corner points than the number of reference corner, or vice-versa, influences the actual distance value considerably [12].

Extralap and underlap errors [10] in the extracted building boundary are a common issue (see Fig. 1). Due to dissimilar sources and methodologies involved in generation of the reference and extracted boundaries, in practice, an extracted boundary has always some misalignment (e.g., Areas \( D \) and \( E \) in Fig. 1) with its reference boundary. Actual segmentation errors (e.g., Areas \( A \), \( B \), and \( C \) in Fig. 1) happen when the involved building extraction method fails to handle the various issues (e.g., resolution, point density, shadow, and occlusion) with the input data. The existing evaluation methods [6], [34], [35] do not differentiate between the misalignment and segmentation errors. Therefore, they also do not individually identify these errors.

This article proposes a new performance evaluation metric that is based on robust corner correspondences between the extracted and reference boundaries. The newly proposed robust corner correspondence (RCC) algorithm finds one-to-one true corner correspondences between the reference and extracted boundaries. The obtained corner correspondences are ranked based on distance, angle, and parallelism of lines. The proposed metric, coined as the RCC metric, is then defined as the average minimum distance \( d_{\text{avg}} \) from the extracted boundary points to their corresponding reference lines. The RCC metric fulfills all three conditions of a mathematical metric. During performance evaluation, extralap and underlap errors are separately identified by comparing the point to line distances with \( d_{\text{avg}} \). While long distances indicate a possible segmentation error, short distances represent a misalignment error.

The particular contributions of the article are as follows.

1) The RCC algorithm finds one to one true corner correspondences between the extracted and reference building boundaries. The algorithm works in the presence of noise (e.g., zigzag pattern) and extralap and underlap errors.

2) The newly proposed RCC metric offers a realistic measurement of distances between the extracted and reference building boundaries. Since the existing metrics do not use corner to corner correspondences, they may sometimes find unrealistic measurements.

3) During evaluation, we can identify the extralap or underlap errors based on the proposed RCC metric. An extensive experimentation has been carried out on datasets from three geographic locations.

Note that like the exiting distance metrics (e.g., PoLiS, RMSE), the proposed RCC metric finds the distance between a reference building and its corresponding extracted building. Each building correspondence, i.e., reference-extracted pair, is chosen based on the maximum overlap between the reference and extracted buildings [10].

The rest of this article is organized as follows. In Section II, we review some existing metrics and their challenges. The proposed metric is presented and discussed in Section III. Section IV represents the experimental results, and finally, Section V concludes this article.

II. REVIEW OF EXISTING METRICS

The extracted building boundary \( B_e \) from a building extraction method can be represented as an ordered set of \( n \) points \( \alpha_i \in S_e, 1 \leq i \leq n \), where any two consecutive points \( \alpha_i \) and \( \alpha_{i+1} \) present two neighboring points on the boundary. Thus, the representation is like a polygon consisting of \( n \) points (vertices) and \( n \) lines (vector format) [28]. The reference boundary \( B_r \) also usually comes in the vector format consisting of points and lines, \( b_j \in S_r \), where \( 1 \leq j \leq m \).

In practice, while \( B_e \) contains roof corner points (or points close to corners) as well as the points between two consecutive corners, \( B_r \) contains only corner points. However, for the sake of discussion in this article, we assume both \( B_e \) and \( B_r \) contain...
roof corners (or points close to corners) and the points between successive corners. In $B_\epsilon$, if the points in between corners are not available, they can be simply inserted in an equal distance depending on the input LiDAR point density. In $B_\epsilon$, corners can be detected and inserted following the method presented in [36]. Let the number of corners in $B_\epsilon$ be $p$ and that in $B_\chi$ be $q$. Also, let the sets of corners in $B_\epsilon$ and $B_\chi$ be $a_k \in \zeta \subseteq S_\epsilon$ and $b_l \in \zeta \subseteq S_\chi$, respectively, where $1 \leq k \leq q$ and $1 \leq l \leq p$.

In this section, we discuss the challenges of some existing metrics that are used for evaluation of the extracted building boundary.

Recall $R_\epsilon$, precision $P_\epsilon$ (also known as completeness $C_m$ and correctness $C_t$, respectively [37]) and quality $Q_t$ defined in (1)–(3) are frequently used area-based metrics for evaluating the extracted building boundary or individual roof parts of buildings for generating 3-D models [37]–[40]. These are based on the matched rates between the extracted and corresponding reference polygon areas. Four different parameters are defined for these three metrics. These are true positive (TP, common area between $B_\epsilon$ and $B_\chi$), true negative (TN, area which is neither in $B_\epsilon$ nor in $B_\chi$), false positive (FP, area in $B_\chi$ but not in $B_\epsilon$), and false negative (FN, area not in $B_\epsilon$ but in $B_\chi$) [16], [41]. Fig. 1 shows an example of these parameters.

$$R_\epsilon = \frac{TP}{TP + FN}$$  
$$P_\epsilon = \frac{TP}{TP + FP}$$  
$$Q_t = \frac{TP}{TP + FP + FN}. $$

Although $R_\epsilon$, $P_\epsilon$, and $Q_t$ are frequently used by many authors, most of the times these three metrics require the rasterization process that may introduce errors and should be avoided [6], [12]. $R_\epsilon$ and $P_\epsilon$ do not fulfill the symmetry property of a mathematical metric and they are more appropriate for the applications like change detection [11]. Moreover, $R_\epsilon$ ($C_m$) does not consider about the FP and $P_\epsilon$ ($C_t$) does not consider the FN rates that sometimes give a false estimation when a large part of a vegetation is extracted as building part or a large part of a building remains undetected [11].

Metrics such as Matthew’s correlation coefficient (MCC) and F1-score (F1), defined by (4) and (5), respectively, as follows based on the point coverage of extracted boundaries, are used by some authors to evaluate the reconstructed 3-D buildings [42], [43]. Individual extracted roof parts are evaluated with the corresponding reference data in this case. Orthogonal distances from the points of the extracted plane to the corresponding reference plane and the minimum distance of the detected corners are also used by some authors to evaluate the extracted 3-D roof planes [10], [44].

$$MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}$$  
$$F1 = \frac{2 \times TP}{2 \times TP + FN + FP}. $$

Li et al. [39] use three different metrics to evaluate the quality of the extracted 3-D roof planes of individual buildings. These are boundary precision ($B_{pr}$), boundary recall ($B_{rc}$), and average of precision-recall ($F_{m}$). Equations (6)–(8) define these metrics, respectively, where $D_{p}$ and $D_{b}$ denote the boundary points of the extracted and corresponding reference planes, respectively, and $| \cdot |$ indicates the number of points in a set. The least-squares 3-D surface matching (LS3D) method is applied by Akca et al. [45] to assess the quality of 3-D building data. The metric they used is based on the Euclidean distance between each extracted plane to its reference plane.

$$B_{pr} = \frac{|B_\epsilon \cap B_\chi|}{|B_\epsilon|}$$  
$$B_{rc} = \frac{|B_\epsilon \cap B_\chi|}{|B_\chi|}$$  
$$F_{m} = \frac{2 \times B_{pr} \times B_{rc}}{B_{pr} + B_{rc}}. $$

The Hausdorff and the Chamfer distances are frequently used by many authors to quantify the object-based similarities between two shapes [30]. These metrics do not require to establish the point correspondences [30], [46]. The Hausdorff distance $h(S_\epsilon, S_\chi)$ between point sets $S_\epsilon$ and $S_\chi$ is a max-min distance and the Chamfer distance $c(S_\epsilon, S_\chi)$ is a sum of distance between each point in $S_\epsilon$ and its closest point in $S_\chi$ (see (9) and (10), where $||\cdot||$ represents the Euclidean distance [47]). Both $h$ and $c$ do not follow the symmetry property of a mathematical metric [i.e., $h(S_\epsilon, S_\chi) \neq h(S_\chi, S_\epsilon)$ and $c(S_\epsilon, S_\chi) \neq c(S_\chi, S_\epsilon)$] and they are very sensitive to outliers. Thus, the evaluation result using $h$ or $c$ is found to be unrealistic for a given extracted building boundary [28].

$$h(S_\epsilon, S_\chi) = \max_{a_i \in S_\epsilon} \min_{b_j \in S_\chi} ||a_i - b_j||$$  
$$c(S_\epsilon, S_\chi) = \sum_{a_i \in S_\epsilon} \min_{b_j \in S_\chi} ||a_i - b_j||. $$

The RMSE $\lambda$ is another frequently used object-based metric to measure the positional accuracy of the extracted boundary with respect to its reference boundary [26]. For each point $a_i \in S_\epsilon$, it finds the nearest point $b_j \in S_\chi$. Using the Euclidian distance between the points, the RMSE is then calculated using (11) [48]

$$\lambda(S_\epsilon, S_\chi) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( \min_{a_i \in S_\epsilon, b_j \in S_\chi} ||a_i - b_j|| \right)^2}. $$

Some authors calculate the RMSE from the points of the reference building to the extracted building. However, the RMSE distance also does not follow the symmetry property of a mathematical metric, that is, $\lambda(S_\epsilon, S_\chi) \neq \lambda(S_\chi, S_\epsilon)$ [49]. Some authors instead of using all points along the boundaries, use the corners. So, they regularize the extracted building boundary and detect corners on the regularized boundary. Then, they calculate the RMSE using the corners from the extracted and reference boundaries. Sometimes, they use a threshold to exclude some distances,
which reduce the objectivity. Consequently, it brings several complications because of not finding the correspondences between the corner points of the reference and extracted boundaries, even though the extraction method is effective enough [12].

The NMAD is considered as a robust metric to evaluate the extracted building shapes in the presence of outliers with a non-normal distribution [22], [50]. The MAE is another frequently used metric, similar to the Chamfer distance used by several authors to evaluate the extracted 3-D buildings [21]. The NMAD \( \nu \) and MAE \( \mu \) are defined in (12) and (13), respectively, where \( \triangle h \) is the set of all minimum distances from the extracted points \( (S_i) \) to the reference points \( (S_j) \). and \( e_{\nu} = 1.4826 \) is a constant to normalize the distance [22]. However, none of these satisfies the properties of a mathematical metric discussed earlier.

\[
\nu(S_e, S_r) = e_{\nu} \times \text{median}_{i=1,...,n} (\triangle h_i - \text{median}_{j=1,...,n}(\triangle h_j)) \tag{12}
\]

\[
\mu(S_e, S_r) = \frac{1}{q} \sum_{i=1}^{q} \| \triangle h_i \|. \tag{13}
\]

The PoLiS is an object-based metric \( \varphi \) that does not use any threshold [28]. The distance between each corner of the extracted shape to any nearest point in the reference outline [see (15)] and vice versa [see (16)] is calculated first. The average distance is then considered as the final PoLiS distance [see (14)]. The result using \( \varphi \) changes almost linearly with respect to small changes that occur in rotation, translation, or scaling between \( B_e \) and \( B_r \).

\[
\varphi = \frac{\varphi(S_e, S_r) + \varphi(S_r, S_e)}{2} \tag{14}
\]

where

\[
\varphi(S_e, S_r) = \frac{1}{q} \sum_{k=1}^{q} \left( \min_{a_k \in \zeta_e} \| a_k - b_j \| \right)^2 \tag{15}
\]

and

\[
\varphi(S_r, S_e) = \frac{1}{p} \sum_{l=1}^{p} \left( \min_{b_l \in \zeta_r} \| b_l - a_i \| \right)^2. \tag{16}
\]

Since, \( \varphi(S_e, S_r) \neq \varphi(S_r, S_e) \), \( \varphi(S_e, S_r) \), or \( \varphi(S_r, S_e) \) alone does not follow the symmetry property of a mathematical metric, the average in (14) is applied to symmetrize the final PoLiS distance [28].

The PoLiS or the RMSE consider the minimum distance that sometimes results in a wrong distance measure, particularly, when segmentation error happens. For example, Fig. 2 shows an extracted \( B_e \), black dots) and its corresponding reference \( B_r \), red lines) building boundaries. We assume that some part of the building is not properly extracted (extralap or underlap error) due to vegetation or missing LiDAR data. For the corner \( O \) on \( B_e \), the nearest point on \( B_r \) is \( A \). So, by the definition, the RMSE or the PoLiS will consider \( OA \) (dashed orange line) as the estimated distance for \( O \). But practically, if we consider \( Q \) and \( R \) on \( B_r \) as corresponding corners of \( W \) and \( Z \) on \( B_e \), respectively, then \( OC \) should be considered as the estimated distance for \( O \). Therefore, both the RMSE and the PoLiS estimate wrong distance in this case. The same happens for \( U \) as well.

**Fig. 2.** Reference (red line) and extracted (black dots) building polygons. Filled circles represent some representative points or corners on the polygons.

To solve this issue, for each of the reference corners, we first find a true corner correspondence from the extracted boundary. Then, we estimate the distance appropriately by checking the corresponding boundary segments between any two consecutive true corners. For example, we can find the matching corner pairs as \( (P, X), (Q, W), (R, Z) \), and \( (S, Y) \) between \( \zeta_e \) and \( \zeta_r \). Then, the two segments \( QR \) and \( WVUOTZ \) between \( (Q, W) \) and \( (R, Z) \) are checked to estimate the appropriate distances for \( V \), \( U \), \( O \), and \( T \) to \( QR \). By applying an appropriate threshold, we can also correctly locate the extralap and underlap errors.

### II. PROPOSED METHOD

From the aforementioned discussion, we can see that the existing metrics are mainly based on the minimum distance and do not consider the corner correspondences at all. This may mislead the distance estimation. Moreover, they do not locate the extralap and underlap errors. In this section, we first propose a robust algorithm for finding the true corner correspondences between \( \zeta_e \) and \( \zeta_r \). Then, we define the new metric (RCC) that provides the average minimum distance \( d_{\text{avg}} \) from \( B_e \) to \( \zeta_r \). The use of \( B_e \) instead of \( \zeta_e \) in the estimation of \( d_{\text{avg}} \) avoids any changes introduced to the extracted boundary by the involved boundary regularization technique. Finally, extralap or underlap areas are identified based on an appropriate threshold, which can be estimated based on either \( d_{\text{avg}} \) or the input LiDAR point density.

#### A. Robust Corner Correspondence (RCC)

As shown in Fig. 3, let any two consecutive sides (lines) of \( \zeta_e \) be \( AP \) and \( PB \) and those of \( \zeta_r \) be \( SQ \) and \( QR \), where \( A, P, B, S, Q, \) and \( R \) are corners. A corner angle is shown between consecutive lines, i.e., \( \angle APB \) and \( \angle SQR \) are reference and extracted angles, respectively. In a rectilinear building, each such angle is ideally a right angle. If \( P \) and \( Q \) form a pair \( (P, Q) \) of corners between \( \zeta_r \) and \( \zeta_e \), then ideally \( PA \parallel QS \) and \( PB \parallel QR \), which mean there are two pairs of corresponding parallel lines for \( (P, Q) \). However, in practice, a reference or extracted
corner may not show an exact right angle. Even if they show, their orientation may get changed. Therefore, an angle threshold \( \theta_{th} \) is applied to decide parallelism [36]. Yet, parallel lines may not be found for a true corner correspondence, particularly, due to segmentation error or absence of data. Therefore, five different properties including distances and angle difference described as follows are considered to rank the corner pairs between \( \zeta_e \) and \( \zeta_e \).

For each property, a matrix \( M_f \) of size \( p \times q \) is constructed, where \( p \) and \( q \) are number of reference and extracted corners, respectively, and \( 1 \leq f \leq 5 \).

1) Distance between corners: For each reference corner, its distance to each of the extracted corners is calculated. The matrix \( M_1 \) is then constructed where \( M_1(k,l) \) indicates the distance from \( k \)th extracted to \( l \)th reference corner. If \((P,Q)\) is a true corner correspondence, then \( ||PQ|| \) is expected to be the smallest among all the distances [see Fig. 3(a)] in the corresponding column in \( M_1 \).

2) Angle difference between corners: False corners may not have angles close to the right angle. So, for each reference angle, its absolute difference with each of the extracted angles is calculated. The matrix \( M_2 \) is then constructed where \( M_2(k,l) \) indicates the absolute angle difference between \( k \)th extracted angle and \( l \)th reference angle. If \( \angle SQR \) is the corresponding extracted angle for \( \angle APB \) [see Fig. 3(b)], then \( |\angle APB - \angle SQR| \) is expected to be the smallest difference among all the differences in the corresponding column in \( M_2 \).

3) Average distance between corresponding lines: For each pair of the reference and extracted corners, two distances are calculated between the corresponding parallel lines [see Fig. 3(c)]. The matrix \( M_3 \) is then constructed where \( M_3(k,l) \) indicates the average parallel line distance from the \( k \)th extracted corner to \( l \)th reference corner. If \((P,Q)\) is a true corner correspondence and \( PA \parallel QS \) and \( PB \parallel QR \), then their average distance is expected to be the smallest among all the average differences in the corresponding column in \( M_3 \).

4) Position of adjacent corner pairs: Referring to Fig. 3(d), for the corner pair \((P,Q)\), it has two adjacent corner pairs \((A,S)\), which is corresponding to parallel lines \( PA \) and \( QS \), and \((B,R)\), which is corresponding to parallel lines \( PB \) and \( QR \). If \((P,Q)\) is a true corner correspondence, an intuitive observation is that the two corners in each of the adjacent corner pairs resides on the same side of the line \( PQ \). In Fig. 2 for the true corner correspondence \((R,Z)\), corners \( S \) and \( Y \) of the pair \((S,Y)\) reside on the same side of the line \( RZ \). Moreover, corners \( Q \) and \( T \) of the pair \((Q,T)\) reside on the other same side of \( RZ \). For the false corner correspondence \((R,T)\), though the pair \((S,O)\) satisfies this observation, the other pair \((Q,Z)\) does not with respect to line \( RT \). For the false correspondence \((S,T)\), none of the pairs \((R,O)\) and \((P,Z)\) satisfies this with respect to line \( ST \). The matrix \( M_4 \) is constructed such that \( M_4(k,l) = 0.25 \) when both pairs satisfy this, \( M_4(k,l) = 2N \) otherwise where \( N > 1 \).

5) Number of parallel line pairs: For each pair of the reference and extracted corners, the number of parallel line pairs is recorded [see Fig. 3(e)]. The matrix \( M_5 \) is constructed such that \( M_5(k,l) = 0.25 \) when both pairs of lines are parallel, \( M_5(k,l) = 0.5 \) when only one pair of lines is parallel, and \( M_5(k,l) = N \) when no pairs of lines are parallel.

Two different thresholds are used to find corresponding parallel lines. A flexible threshold \( \theta_{th} = \frac{\pi}{4} \) is used for all matrices except for \( M_4 \), for which \( \theta_{th} = \frac{\pi}{8} \) is set [36]. The flexible value allows to find parallel lines even for false candidates, but the tight value offers credits mostly for the true correspondences.

Since the aforementioned first three properties are based on the distance and angle, the values of each of the matrices \((M_1, M_2, \text{or} M_3)\) are normalized by using its maximum value

\[
M_f(k,l) = \frac{M_f(k,l)}{\max(M_f)} \tag{17}
\]

where \( f = 1, 2, 3 \). Finally, the following formula is defined to rank the pairs of extracted and reference corners:

\[
\Re(k,l) = \prod_{f=1}^{5} M_f(k,l). \tag{18}
\]

The values in \( \Re \) are sorted in ascending order, so the corner pair (the \( k \)th extracted and the \( l \)th reference corners) with the smallest value is at the top of the rank.

The position property \((M_4)\) shows high capability in differentiating the true and false corner correspondences between \( \zeta_e \) and \( \zeta_e \). Any corner pair that does not satisfy this property is decided to be an “unsuitable” candidate and remains at the bottom of the rank or removed. For example, as shown in Fig. 2, for the reference corner \( P \), only two \((X\text{ and }U)\) out of eight extracted corners satisfy the property, whereas \((P,X)\) is a true correspondence and \((P,U)\) is a false correspondence. The remaining six
pairs are “unsuitable” candidates. Consequently, only 8 out of a total of 32 correspondences will have \( M_4(k,l) = 0.25 \) and the rest (“unsuitable”) will have \( M_4(k,l) = 2N \). In contrast, the parallel line property \( (M_5) \) has relatively low capability as due to extralap or underlap error, some true corner correspondences may not satisfy this property. Thus, \( M_5(k,l) = N \) is set (as compared to \( M_4(k,l) = 2N \) when the position property is not satisfied for a correspondence which is more likely false) so that a true correspondence that does not meet the parallel property is at a higher rank than an “unsuitable” correspondence that does not meet the position property. For this purpose, the value of \( N \) is chosen to be a large number (say, \( 10^6 \)).

The product of the normalized values of the first three properties in (18) is within the range \([0,1]\). Thus, when a given correspondence satisfies the fourth, the fifth, or both properties, it becomes at a higher rank. On the contrary, if it does not satisfy both the fourth and the fifth properties, it can come at the bottom of the rank.

For a given reference corner, the aforementioned ranking based on the numerical value only may put a false correspondence at a higher rank than its true correspondence. So, the final corner correspondences are decided based on the “adjacent correspondence consistency” property, where to decide a true corner correspondence \((P,Q)\), the adjacent corners of \(P\) and \(Q\) are also checked if they are true correspondences too. For example, from Fig. 2, the reference corner \(P\) has two “suitable” candidate pairs \((P,X)\) and \((P,U)\). If \((P,U)\) has a smaller ranking value than \((P,X)\), \((P,U)\) will be chosen as the true corner correspondence, which is a wrong decision. To avoid this, their adjacent corner pairs are checked. For \((P,U)\), the adjacent pair \((S,O)\) can be ranked high but \((Q,V)\) is not because it is an “unsuitable” candidate. So, \((P,U)\) is eventually decided as a false candidate. In contrast, for \((P,X)\), both of the adjacent pairs \((S,Y)\) and \((Q,W)\) are “suitable” candidates and eventually found to be true correspondences by checking their adjacent corners. Thus, \((P,X)\) is decided to be a true candidate. The recursive procedure, therefore, finalizes all four true correspondences \((P,X), (Q,W), (S,Y), \) and \((R,Z)\). Two stop conditions are considered for the recursion. If for \(P\), no true candidate pair is found, its adjacent corners are decided based on their other adjacent corners. After the “adjacent correspondence consistency” check, if there are more than two “suitable” candidates found for \(P\), the one with the lower numerical value (i.e., \( \mathbb{R}(k,l) \)) is decided to be the true candidate.

Fig. 4 shows the true corner correspondences within red dashed ellipses for another representative building. Green circles represent corners of the reference polygon \( \zeta \), consisting of orange solid lines and red rectangles show corners of the extracted polygon \( B_e \), represented by blue dot (LiDAR) points. \( C, D, E, \) and \( F \) are missed true corners and \( S, T, \) and \( U \) are extracted false corners.

**B. RCC Metric**

Now, in order to quantify the overall dissimilarity between \( B_e \) and \( \zeta \), we find the average minimum distance \( d_{avg} \) from the LiDAR points on \( B_e \) to lines of \( \zeta \).

Because of the nature of remote sensing data, Type-I (false positive) and Type-II (false negative) errors [51] are common in any building boundary extraction methods. The proposed RCC metric finds the best corner correspondences, thus there can be some remaining corners in the extracted or reference boundaries that do not have any matched correspondences. For example, in Fig. 4, the remaining corners in the extracted boundary lead to Type-I error and those in the reference boundary cause Type-II error. Therefore, there can be one of the following three situations between any two consecutive corner correspondences: a reference line corresponds to one extracted segment (e.g., \( AB \) with \( PQ \) or \( AH \) with \( PV \); a reference line corresponds to two or more extracted segments (e.g., \( GH \) with \( RSTUV \)) because of the Type-I error; and an extracted segment corresponds to two or more reference lines (e.g., \( QR \) with \( BCDEFG \)) because of the Type-II error.

For the first two situations, between the two consecutive corner correspondences, we have only one reference line that corresponds to one or more extracted boundary segments. The perpendicular distances are calculated from the LiDAR points on the extracted segments to the corresponding reference line. For example, in Fig. 4, the extracted segment \( PQ \) and the reference line \( AB \) are within the true corner correspondences \((A,P)\) and \((B,Q)\). The green lines between \( PQ \) and \( AB \) are the estimated perpendicular distances. Similarly, within the true corner correspondences \((G,R)\) and \((H,V)\), there are four estimated segments \( RS, ST, TU, \) and \( UV \) for the reference line \( GH \) and the perpendicular distances, shown by green and red lines between \( RSTUV \) and \( GH \), are calculated.

For the third situation, between the two consecutive corner correspondences, we have only one extracted segment that corresponds to one or more reference lines. The perpendicular distances are again calculated from the LiDAR points on the extracted segment to its corresponding parallel reference lines. For example, in Fig. 4, the extracted segment \( QR \) has five corresponding reference lines \( BC, CD, DE, EF, \) and \( FG \) within the true corner correspondences \((B,Q)\) and \((G,R)\). In
this situation, the corresponding reference line for an extracted boundary point is selected based on the 2-D position (i.e., the start and end points) of the reference line and the extracted point. The perpendicular distances, shown by green and red lines between $QR$ and $BCDEFG$, are calculated. The explanation for choosing two different color lines will be provided in Section III-C.

After calculation of all such distances, the RCC metric that calculates $d_{avg}$ from the extracted to the reference boundaries is defined as follows:

$$d_{avg}(S_e, S_r) = \frac{1}{n} \sum_{p=1}^{n} d_p$$  \hspace{1cm} (19)

where $n$ is the total number of LiDAR points along $B_e$, and $d_p$ is the perpendicular distance from a LiDAR point to the corresponding reference line. Two consecutive pair of corner correspondences indicate the exact reference lines for which $d_p$ is calculated for the extracted boundary points within the consecutive matched corners on the extracted boundary. Like the PoLiS distance in (14), the aforementioned RCC metric can be symmetrized by taking the average of $d_{avg}(S_e, S_r)$ and $d_{avg}(S_r, S_e)$.

C. Segmentation Errors

We identify the segmentation errors (extralap and underlap areas) automatically by using the average minimum distance of the perpendicular distances between two consecutive corner correspondences. The extralap and underlap areas can be distinguished based on the overlap and nonoverlap areas between the extracted polygon and its reference polygon [10], [27], [52]. We mainly follow the definition in Awrangjeb and Fraser [10]. The common area shared by both the reference and the extracted boundaries is called the overlap area. When the boundary of the reference building splits the extracted boundary into more than one part, then the parts of the extracted boundary that fall outside the reference polygon are considered as extralap areas. Similarly, when a reference polygon is split by the extracted boundary into more than one part, then the parts which fall outside the extracted polygon are known as underlap areas. Figs. 1 and 4 show examples of these three types of areas. So, an extralap happens when some extracted points are found outside $B_e$ and an underlap happens when some extracted points are found inside $B_e$. However, many such areas (e.g., Areas $D$ and $E$ in Fig. 1) are not important since a misalignment between $B_e$ and $B_r$ always happens in practice. So, we follow the following three steps to find noticeable errors (e.g., Areas $A$, $B$, and $C$ in Fig. 1) using (19) between two consecutive corner correspondences, where we have one of the three situations discussed in Section III-B.

First, between two consecutive true corner correspondences, there is only one reference line that corresponds to more than one extracted segment. The perpendicular distances from the LiDAR points on the extracted segments to the reference line are compared with their average minimum distance ($d_p > c \cdot d_{avg}$, where $c > 1$). For example, in Fig. 4, for the reference line $GH$, there are four segments $RS$, $ST$, $TU$, and $UV$. The perpendicular distances (green and red lines) from these segments to $GH$ are compared with their average distance. The red lines related to the points with high $d_p$ are decided to be in an extralap area since these LiDAR points on the extracted segments are outside $B_r$. Green lines indicate the distances with no extralap or underlap areas. Similarly, in Fig. 2, the points within the extracted segments $VU$, $UO$, and $OT$ form an underlap area with the reference line $QR$ since these points are inside the reference $PQRS$.

Second, similarly we find the errors when between two consecutive true corner correspondences, there is only one extracted segment that corresponds to more than one reference line. For example, in Fig. 4, for the extracted segment $QR$, there are five reference lines between corners $B$ and $G$. The perpendicular distances (green and red lines) from these segments to $BC$, $DE$, and $FG$ are compared with their average distance. The red lines related to the points with high $d_p$ are decided to be in an underlap area since these LiDAR points on the extracted segments are inside $B_r$.

Finally, we exclude the extracted points related to the extralap and underlap areas found previously, and the overall $d_{avg}$ is recalculated using (19). Then, we find the errors (extralap or underlap) when between two consecutive true corner correspondences, there is only one extracted segment that corresponds to only one reference line. For example, in Fig. 4, for the extracted segment $PV$, there is only one reference line $AH$. The perpendicular distances (red lines) between $PV$ and $AH$ are compared with their average distance. These lines are related to the points with high $d_p$, therefore, are decided to be in an underlap or extralap areas depending on their positions inside or outside $B_r$. This last step is iteratively followed until no extralap or underlap is found between two consecutive corner correspondences where there is only one reference line corresponding to only one extracted segment.

To choose the value for $c$ in real datasets, first, we visually identify 12 different extrapol and underlap areas, shown in Fig. 5, as the ground truth from the buildings of three different test datasets. Fig. 6 plots the number of the identified segmented areas against different values of $c$. We can see that for $c = 3$, all 12 true extralap and underlap areas are identified correctly. For low values of $c$, we observe that many false segmented (extralap or overlap) areas are found, whereas for high values of $c$, many true extralap and underlap areas remain unidentified. Therefore, $c = 3$ is chosen in the algorithm. In our performance study, presented in the following section, $c = 3$ has been used for all synthetic and real test datasets.

IV. PERFORMANCE EVALUATION

To evaluate the proposed RCC metric, we first use some synthetic building polygons with their corresponding reference boundaries. Thereafter, we evaluate the extracted building boundaries from three real datasets with different LiDAR point densities [10]. We compare the proposed RCC metric with the existing metrics. Using our method, we also find the individual extralap and underlap areas, if exist, between the extracted and reference building polygons. Finally, we present the time complexity of the proposed RCC metric. We used the MATLAB
platform (R2016a) to implement our method and conducted the experiments on a computer with Intel Core i7 2.6-GHz CPU and 16-GB RAM.

A. Datasets

We use Aitkenvale (AV) and Hervey Bay (HB) areas from the Australian benchmark datasets and Vaihingen (VH) area from the ISPRS benchmark datasets [10]. The AV datasets contain two different areas. The first area (AV1) covers 66 × 52 m² with a high point density (40 points per m²) and contains five different buildings. The second area (AV2) contains 61 different buildings with point density 29 points per m². AV2 covers 214 × 159 m² area. The HB area has a medium point density (12 points per m²) and covers 108 × 104 m² area with 28 different buildings. The ISPRS benchmark datasets have three different sites from Vaihingen (VH) area of Germany. We evaluated the buildings from all of these sites. The first site (VH1) consists of 37 different buildings with point density 3.5 points per m². The second site (VH2) has 14 large high rising buildings with 3.9 points per m² and the third site (VH3) contains 56 buildings with point density 3.9 points per m². Fig. 7 shows the three sites from the Australian benchmark datasets with the corresponding reference polygons and Fig. 8 shows the three sites of the ISPRS benchmark datasets with corresponding reference buildings by cyan polygons. The buildings with area less than 5 m² were not considered for evaluation in our experiments. We follow the method proposed by Dey et al. [53] for building boundary extraction. Fig. 9 shows the steps of extracting individual roof planes and the boundary of
a sample building from the AV1 dataset using the method. The reference boundary polygons of buildings and individual roof planes have been extracted by monoscopic image measurement using the Barista software [19] (see Figs. 7, 8, and 13). Corners on an extracted building boundary have been detected by the method proposed in [54].

We also apply the proposed method to three simple synthetic building shapes with no extralap or underlap errors (SB1), with an underlap error (SB2), and an extralap error (SB3) generated from real point cloud data (see Fig. 11).

B. Experimental Results

First, we present and compare the estimated distances by different metrics when they are applied to evaluate the 2-D building polygons as well as the 3-D roof boundaries (both distances are estimated in 2-D). Second, we provide a sensitivity analysis when the number of points is varied in the building boundary or small geometric transformations are applied to the building boundary, and third, we present some visual results illustrating the identification of the individual extralap and underlap errors by the proposed RCC method.

1) Distance Estimation: For every pair of the reference and its corresponding extracted boundaries, we compute the distance using the proposed RCC metric and compare the result with the PoLiS [28], the Hausdorff, the Chamfer [28], [29], the RMSE [7], and the NMAD [20] distances. Fig. 10 shows some examples of the estimated distances using different metrics on the building shown in Fig. 2. The extracted building boundary has an underlap area $VUOT$, which means $V$, $U$, $O$, and $T$ are false corners. For each metric, the distance is measured twice, $(S_e, S_r)$ (from the extracted to the reference, green dashed lines) and $(S_r, S_e)$ (from the reference to the extracted, magenta dashed lines). As can be seen in Fig. 10(a)–(d), the existing metrics mostly find wrong distances (green lines $(S_e, S_r)$) for the false corners. For instance, for the false corner $U$, they obtain the distance to either a noncorresponding reference corner ($P$ using $h(S_e, S_r)$, $c(S_e, S_r)$, $\lambda(S_e, S_r)$, and $\nu(S_e, S_r)$) or a point (using $\wp(S_e, S_r)$) on the reference boundary. Clearly, these do not represent a realistic distance estimation using the existing metrics. In other word, the existing metrics do not work well if there is any segmentation error. In contrast, the proposed RCC metric is based on the true corner correspondences that are shown in Fig. 10(d) (blue lines). It finds the distances from the points on an extracted segment to its corresponding reference line. Therefore, these distances (see cyan lines from $V$, $U$, $O$, and $T$ to $QR$) represent more realistic estimation.

For a fair comparison, we estimate the symmetrized distance for all metrics and present in this article. Table I shows the comparison of different metrics using three synthetic building polygons. We can see that for SB1, all metrics show almost the same result except the Hausdorff distance. This is because SB1 is
TABLE II

<table>
<thead>
<tr>
<th>Area</th>
<th>RCC</th>
<th>PoLiS</th>
<th>Hausdorff</th>
<th>Chamfer</th>
<th>RMSE</th>
<th>NAMD</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV1</td>
<td>0.22</td>
<td>0.21</td>
<td>0.53</td>
<td>0.21</td>
<td>0.36</td>
<td>0.26</td>
</tr>
<tr>
<td>AV2</td>
<td>0.58</td>
<td>0.53</td>
<td>1.41</td>
<td>0.54</td>
<td>0.63</td>
<td>0.44</td>
</tr>
<tr>
<td>HB</td>
<td>0.48</td>
<td>0.47</td>
<td>1.41</td>
<td>0.51</td>
<td>0.60</td>
<td>0.37</td>
</tr>
<tr>
<td>VH1</td>
<td>0.42</td>
<td>0.39</td>
<td>1.77</td>
<td>0.41</td>
<td>0.46</td>
<td>0.41</td>
</tr>
<tr>
<td>VH2</td>
<td>0.37</td>
<td>0.35</td>
<td>1.71</td>
<td>0.39</td>
<td>0.60</td>
<td>0.44</td>
</tr>
<tr>
<td>VH3</td>
<td>0.39</td>
<td>0.33</td>
<td>1.81</td>
<td>0.34</td>
<td>0.53</td>
<td>0.48</td>
</tr>
<tr>
<td>Average</td>
<td>0.41</td>
<td>0.38</td>
<td>1.44</td>
<td>0.40</td>
<td>0.53</td>
<td>0.40</td>
</tr>
</tbody>
</table>

All the distances are calculated in meters.

a very simple building polygon with no-segmentation error and the corresponding reference looks also almost the same as the extracted polygon. When the extracted and reference building polygons are almost the same, ideally the distance between the polygons should be close to zero, and so, each metric should calculate the similar evaluation result. However, the Hausdorff distance provides a different result because according to (9), it estimates the maximum among all the minimum distances from all the extracted points ($S_e$) to all the reference points ($S_r$). This is better explained and visualized using building SB2, where there is an underlap area as shown in Fig. 11. The Hausdorff distance finds the distance from $U$ to $P$ (marked by yellow dashed line) as the maximum among all the minimum distances from $S_e$ to $S_r$. The same phenomenon is observed with SB3 where there is an extralap area as shown in Fig. 11(c). Therefore, the Hausdorff distance estimates the highest distance in all three synthetic buildings. The proposed RCC metric shows slightly larger than the PoLiS, the NMAD, and the Chamfer distances but slightly smaller than the RMSE distance. It is expected as the proposed metric considers the true corner correspondences as explained in Section III. We also observe that the Chamfer distance is very close to the PoLiS and the NMAD distances for all of the three polygons. It is because of the symmetric nature of the Chamfer, the NMAD, the PoLiS, and the proposed RCC metrics and this was clearly explained in Avbelj et al. [28].

Table II compares the results on the real datasets. Each value in this table represents the average result of all the buildings in a test datasets, except the last row that shows the average on all test datasets. Again, we can observe that the average distance by the RCC metric is close to the results of the PoLiS, the Chamfer, and the NMAD metrics.

Fig. 12 shows $d_{avg}$ using the RCC for some selected buildings from three different sites of the test datasets with their corresponding extracted (cyan) and reference (blue) boundaries. The color bar is scaled to show from the best estimated distance (green) to the worst (red). We can see that while the three extracted buildings in Fig. 12(a), (b), and (e) are well estimated, the two extracted buildings in Fig. 12(d) and (f) are not. For the building in Fig. 12(b), although there are some underlap areas because of probable missing LiDAR data, the extracted boundary mostly coincides with the reference boundary. In contrast, the extralap areas in Fig. 12(f) because of similar height vegetation has contributed to the high RCC distance estimation.

The 3-D model reconstruction using a data-driven approach requires individual roof planes to be extracted properly [38], [55], [56]. The proposed RCC metric is also applicable to evaluate the 2-D shapes of the individual extracted roof planes of a building. For this purpose, we tested our method on individual roof planes of 12 selected buildings from the AV1, HB, and AV2 datasets. Fig. 13 shows these selected buildings with individual reference roof plane boundaries in blue polygons. We used the method proposed by Dey et al. [53] to extract the individual roof planes and apply the RCC metric to evaluate the extracted planes.
TABLE III

<table>
<thead>
<tr>
<th>Metric</th>
<th>AV1</th>
<th>HB</th>
<th>AV2</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>RCC</td>
<td>0.42</td>
<td>0.51</td>
<td>0.55</td>
<td>0.49</td>
</tr>
<tr>
<td>PoLiS</td>
<td>0.37</td>
<td>0.48</td>
<td>0.58</td>
<td>0.47</td>
</tr>
<tr>
<td>Hausdorff</td>
<td>0.92</td>
<td>1.32</td>
<td>1.09</td>
<td>1.11</td>
</tr>
<tr>
<td>Chamfer</td>
<td>0.38</td>
<td>0.52</td>
<td>0.55</td>
<td>0.48</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.46</td>
<td>0.56</td>
<td>0.62</td>
<td>0.55</td>
</tr>
<tr>
<td>NMAD</td>
<td>0.29</td>
<td>0.37</td>
<td>0.48</td>
<td>0.38</td>
</tr>
</tbody>
</table>

All the distances are calculated in meters.

Fig. 14. Sensitivity of different metrics with respect to the change of the number of points in the reference boundary: (a) Green polygon represents the extracted boundary with eight points (black circles) and blue polygon represents reference polygon with four points (red circles). (b) First three examples of added points (orange circles) to the reference polygon. (c) Estimated distance by different metrics when the number of points in the reference boundary changes.

Table III shows the average distances using different metrics including the proposed RCC metric. Like the building footprint extraction performance, the RCC, the PoLiS, and the Chamfer offer almost the same distance. The NMAD provides a shorter distance than these three. As usual, the Hausdorff distance is the highest among all the tested metrics.

2) Sensitivity Analysis: The proposed RCC metric is not sensitive to the number of points in the boundaries. It shows almost the same distance from the extracted polygon to the corresponding reference polygon irrespective of the number of points in the boundaries, which is expected. This situation can be explained using Fig. 14. We initially consider an extracted polygon (green) with eight points and corresponding reference polygon with four points (blue) building polygon with four points (red circles). (b) First three examples of added points (orange circles) to the reference polygon. (c) Estimated distance by different metrics when the number of points in the reference boundary changes.

Like the PoLiS, in the case of small georeferencing errors, the performance of the RCC metric can also be approximated by a linear function. This means with the change of small geometric transformations, the estimated distance changes linearly in each situation, e.g., translate horizontally in the right direction, rotate clockwise, and scale up. Fig. 15 shows the three types of geometric transformations for the reference building polygon of Fig. 14(a), while the extracted building polygon is kept unchanged. During distance estimation, the metrics are not symmetrized, i.e., only the distance from the extracted points to the reference shape are considered. It can be observed that while the Chamfer, the PoLiS, and the RCC metrics mostly maintain the linear property, the other metrics show a parabolic nature.

3) Segmentation Errors: Fig. 16(a) shows some automatically detected extralap and underlap building areas (marked with green lines) by the proposed RCC method. The reference and extracted boundaries are shown in blue and cyan colors, respectively. Fig. 16(b) explains the detection process for an underlap area of a complex building from the Vaihingen area of the ISPRS datasets. The underlap area indicated in the left side of Fig. 16(b) is automatically marked with green lines, as shown in the right side of Fig. 16(b), by the proposed RCC method. For this building, the two consecutive true corner correspondences are \((P, A)\) and \((Q, B)\). Initially \(d_{avg}\) is calculated using (19)
as 0.75 m. But the perpendicular distances (green lines) from the LiDAR points between corners \( P \) and \( Q \) to the reference line \( AB \) are in between 5 and 6 m. So, by using the technique presented in Section III-C, we find these points and consider this area as an underlap area since the LiDAR points are within the reference polygon.

C. Time Complexity

There are three main steps in the proposed RCC method: finding the corner correspondences (see Section III-A), estimating the distance (see Section III-B), and identifying the segmentation errors (see Section III-C). For a pair of an extracted building and its reference building, the extracted and reference boundaries \( B_e \) and \( B_r \) and the corners \( \zeta_e \) and \( \zeta_r \) are provided as inputs. In the first step, five \( M_f \) matrices are constructed for the five different properties we considered. The size of each of these matrices is \( p \times q \), where \( p = |\zeta_e| \) and \( q = |\zeta_r| \). So, the construction of each \( M_f \) takes \( O(pq) \) time. Their normalization and multiplication in (17) and (18) also take \( O(pq) \) time. In the second step, the estimation of the RCC distance in (19) takes \( O(n) \) time, where \( n = |B_e| \). Similarly, the third step takes \( O(n) \) time to compare the perpendicular distances with their average. Consequently, the total time complexity of the proposed RCC method is \( O(pq + n) \). Since, in practice, \( n \gg p \) and \( n \gg q \), particularly for large buildings and when the LiDAR point density is high, the best-case time complexity is \( \Omega(n) \). However, when all points on \( B_e \) and \( B_r \) are corners, i.e., \( n = q \) and \( m = p \), the worst-case time complexity is \( O(mn) \approx O(n^2) \), where \( m = |B_r| \) and \( m \approx n \).

V. Conclusion

To assess the quality of the extracted building boundaries from a dataset in a more realistic way is the main contribution of this article. For this purpose, we propose the RCC metric to estimate the average dissimilarity for an extracted building polygon compared to the corresponding reference building. It is a combined measure of the positional accuracy and shape similarity. We have tested its performance using several real datasets from three geographic areas and synthetic polygonal shapes where we obtained the expected result. Experimentally, it is shown that the proposed method provides the similar distance as the existing Chamfer and PoLiS distances. However, while the existing metrics offer unstable measurements in the presence of noise, segmentation errors, and variable number of points in the boundary, the RCC metric offers a quite stable performance.

Moreover, unlike the existing metrics, the proposed metric can be used to find individual underlap and extralap areas automatically. Some area-based metrics such as the area omission and commission errors Awrangjeb and Fraser [10] can estimate the overall extralap and underlap errors, respectively. So, they do not differentiate between the acceptable misalignment between the extralap, underlap areas, and the noticeable segmentation errors. In contrast, the proposed method makes differentiation between these two types of segmentation issues and indicates individual underlap and extralap areas.

We used the proposed metric to evaluate the shapes of the 2-D extracted building and plane boundaries. However, a further investigation can be done to extend the proposed RCC method to apply it to evaluate the 3-D building shapes. In this case, to calculate the corner correspondences between the reference and extracted polyhedrons, the five properties in Section III-A need to be modified to find true 3-D corner correspondences. After obtaining the corner correspondences, the orthogonal distances from the extracted plane points to the reference planes would be estimated. Moreover, we have so far considered the residential buildings that are mainly in simple and complex rectilinear shapes. We have not considered the nonrectilinear complex buildings, e.g., round-shaped buildings with nonplanar roof parts or building with atrium. Our future research could include a full investigation to evaluate such buildings and planes.
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