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Thesis Abstract 

 

Emerging zoonoses from wildlife present an increasing threat to global public health. 

Bats, in particular, host some of the most significant viral families to have emerged in 

recent decades, including coronaviruses, henipaviruses and filoviruses. Hendra virus 

(Genus: Henipavirus) is one such virus, which emerged in 1994 to cause lethal disease 

in horses and humans in eastern Australia. Increased incidence of spillover in recent 

decades has been concurrent with observations of dramatic ecological shifts in host 

flying-fox (Family: Pteropodidae) populations. Wide-spread land clearing in south-

eastern Australia has compounded the effects of inter-annual climate cycles on flying-

fox food availability, resulting in large-scale fragmentation and fissioning of flying-fox 

roosts. This has manifest as an increasing transition from a nomadic ecology, where 

individuals move across the landscape and form large roosts in response to ephemeral 

foraging opportunities, to residency, where individuals continuously occupy a single 

roost in an area with predictable (often exotic) food sources. Typical roosting habitat 

has shifted as a result, moving from forest remnants with dense roosting habitat, to 

urban areas with more sparse roosting habitat. Incidence of Hendra virus spillover has 

been correlated with the formation of these urban, continuously occupied population 

groups, suggesting that recent changes in host ecology may play a role in spillover 

dynamics. In order to predict and manage pathogen spillover from bats, we require a 

detailed understanding of infection dynamics within host bat populations. 

 

In this thesis, I employ a multidisciplinary approach to investigate patterns and 

mechanistic drivers of Hendra virus infection dynamics in flying-fox populations, 

focusing on bat roosting structure as a driver of virus transmission. In Chapter 1, I 
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describe the spillover process, and outline Hendra virus as a model to understanding 

spillover of bat-borne viruses. In Chapter 2, I present a spatio-temporal analysis of 

Hendra virus infection prevalence and excreted viral load from flying-fox populations, 

to estimate the dynamics of pathogen pressure over space and time, and to elaborate on 

possible drivers contributing to differences between roosts. This chapter presents a new 

longitudinal dataset of Hendra virus excretion dynamics, collected over 2.5 years (June 

2017- December 2019), and comprising 4,343 samples from five main roost sites. A key 

finding of this chapter is that infection intensity is variable between roosts within the 

same regional area, suggesting that spillover risk is more nuanced than previously 

identified variation between broader regions.   

 

To understand the ecological context for transmission in aggregative bat populations, I 

then assess spatio-temporal patterns of flying-fox density and distribution within roosts 

in Chapter 3. I present insights from detailed roost structure surveys, comprising a 13-

month dataset from 2,522 spatially referenced roost trees across eight roost sites. A key 

finding is that tree structure density drives patterns of bat abundance within trees, with 

implications for transmission in emerging, urban roost types. I then integrate this 

ecological context into mathematical models of infection in Chapter 4, where I develop 

spatially explicit, compartmental models of bat roosts, and explore dynamics of 

infection invasion and spread. I utilise empirical data on roost tree structure and flying-

fox aggregation from Chapter 3 to capture the spatial structure of roosts, and contrast 

scenarios of tree structure density that are representative of observed ecological shifts 

with urbanisation. In my last research chapter (Chapter 5), I propose a modelling 

framework to holistically integrate between-host and within-host contexts into these 

transmission dynamics. Specifically, I propose an alternative transmission model 
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structure to allow the integration of dose-response relationships into epidemiological 

models. I also demonstrate how changes in the design and accessibility of dose-response 

experiments would facilitate integration into epidemiological modelling, to ultimately 

enable more realistic predictions of zoonotic transmission outcomes.  

 

Collectively, insights from this thesis further our understanding of Hendra virus 

infection dynamics and spillover risk in a situation of changing host ecology. Beyond 

Hendra virus, the information presented highlights how aggregative spatial structuring 

of bats within roosts can add substantial heterogeneity to the contact structure of roost 

populations, with implications for models of bat-virus interactions. I present compelling 

evidence that spatial structure and flying-fox aggregation may be a missing piece to 

understanding differences in shedding intensity and spillover risk from roost sites across 

eastern Australia, particularly in the context of urbanisation and shifting roost structure. 

These insights will be relevant for modelling studies of other communally roosting 

species of zoonotic interest, as well as other emerging diseases linked with habitat 

modification and changing populations, including coronaviruses like SARS-CoV-2. 
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Preface 

 

Research undertaken as part of this thesis falls into a larger, collaborative study 

investigating mechanisms of bat zoonotic spillover. Our team is comprised of over 70 

scientists working across seven countries, with field teams in Australia, Ghana, 

Bangladesh and Madagascar, using henipaviruses as a model to understand spillover. 

Our collective aim is to integrate knowledge from each aspect of the spillover process 

(Figure 1-1) to understand, predict, and prevent spillover of viruses from bats into 

humans and other wildlife.  

  

My involvement with the project began in 2017 when, roughly three weeks into my 

PhD program, the group won a Dynamics of Coupled Natural and Human Systems 

grant to start a field program in Australia. Being the only student on the project in the 

country (willingly co-opted), I played a major role in the establishment and initial 

running of fieldwork. This included major decisions for the broader project (e.g. site 

selections and developing sampling protocols), and negotiating various administrative 

and feasibility hurdles (e.g. permits, permissions, and the sourcing and training of 

volunteers). I coordinated monthly under-roost sampling (included in this thesis) and bi-

monthly catching (not included in this thesis) for the initial years of the project, later 

with the help of US-based PhD student Maureen Kessler. The role then transitioned to 

other US-based PhD students, Devin Jones and Adrienne Dale, with help from (US-

based PhD students) Caylee Falvo and Dan Crowley. 

 

A major focus of the Australian program has been to better understand the role of winter 

food shortages on the physiology (Maureen and Adrienne’s theses) and immune 
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function (Caylee and Dan’s theses) of flying-foxes, with an ultimate aim to restore the 

foraging landscape and natural ecosystem processes that act as natural barriers to 

spillover. From my early observations in the field, I could see roosting structure as a 

missing piece to this puzzle and initiated a new, separate project to complement the 

broader study. This allowed me to benefit from the broader collaboration while also 

exploring independence as a researcher. While this is a highly collaborative research 

group, this thesis, and the focus and output of research contained within, is the result of 

my own work. Contributions from collaborators are explicitly stated at the beginning of 

each co-authored body of work.  
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   Chapter 1 – General Introduction 

 

1.1.1 Pathogen spillover from bats to humans 

Emerging infectious diseases from wildlife pose a substantial threat to global public 

health and global economies (Jones et al. 2008; Kuzmin et al. 2011; Smith et al. 

2014b). Zoonotic (animal-borne) pathogens cause more than 60% of infectious diseases 

in humans, and around a billion cases of illness in people every year (Taylor, Latham & 

Woolhouse 2001). Bats, in particular, have come to the forefront of zoonotic disease 

research as hosts to some of the most significant and virulent emerging zoonoses 

globally (Han, Kramer & Drake 2016; Olival et al. 2017). Over 100 viruses have now 

been associated with bats (Calisher et al. 2006), including viruses that cause lethal 

disease in humans and nonhuman primates. Among these are rabies and related 

lyssaviruses, Ebola (EBOV) and Marburg (MARV) filoviruses, Hendra (HeV) and 

Nipah (NiV) henipaviruses, and coronaviruses like Middle East respiratory syndrome 

coronavirus (MERS-CoV) and severe acute respiratory syndrome coronavirus (SARS-

CoV) (Calisher et al. 2006; Zheng 2020). At the time of writing, the SARS-CoV-2 virus 

(responsible for COVID-19 disease) had infected over 79.2 million people, with 1.7 

million deaths globally since the start of the pandemic (World Health Organization 

2021). Though the exact source of SARS-CoV-2 is still unknown, it is believed to have 

originated from an ancestor of several closely related coronaviruses circulating in bat 

(Rhinolophus spp.) populations in south-central China (Wu et al. 2020; Zheng 2020; 

Zhou et al. 2020). Despite the public health significance of bat-borne viruses, and their 

potential threat to global security, relatively little is known about bat-pathogen 

interactions and the drivers of infection in these animals (Plowright et al. 2016). 
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Accurately predicting the spillover of pathogens from bats to humans is important for 

effective prevention, detection and management of zoonotic disease. Beyond simply 

identifying broad ‘hotspots’ of viral emergence, however, prediction of spillover is 

often difficult to achieve (Peel et al. 2018). Initial analysis of datasets on emerging 

infectious diseases typically focus on patterns of past spillover or shedding events in 

order to gain broad insights about viral prevalence and spillover risk (e.g. Field et al. 

2012). These datasets are highly valuable for generating hypotheses on the dynamics of 

transmission and infection and provide relatively prompt information needed to manage 

spillover risk. Subsequent, targeted studies are required to explicitly test hypotheses on 

the underlying mechanisms driving spillover events. Without more detailed information, 

prediction of fine scale spillover risk, and variability of risk in changing environments 

and ecosystems, is unattainable (Baker et al. 2014). To extend from broad identification 

of spillover ‘hotspots’, to prediction, management and prevention at meaningful scales, 

there is a need to better understand mechanistic drivers of infection dynamics in 

reservoir hosts (Peel et al. 2018). 

 

1.1.2 Within-host processes, between-host processes and pathogen pressure 

In a mechanistic framework, pathogen spillover from wildlife to domestic animals or 

humans consists of a series of nested barriers that must be overcome for an infection to 

move from a reservoir host to a new host (Figure 1-1) (Plowright et al. 2017). Broadly, 

these barriers include infection dynamics within reservoir hosts, mechanisms for inter-

species contact, and mechanisms that result in infection within the new species. Within- 

and between-host processes drive the first layers (i.e. infection dynamics within 

reservoir hosts) (Plowright et al. 2016) and are the focus of this thesis.  
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Figure 1-1: Schematic of pathogen spillover, modified from Plowright et al. (2017). 

Pathogens must overcome a series of hierarchical barriers (depicted as the passing of the 

pathogen through holes) aligned perfectly in space and time (blue arrow) to move from 

a reservoir host to a spillover host.  
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Various within- and between-host processes have been proposed as drivers of viral 

infection dynamics, and may be largely universal across diverse bat-virus systems 

(Baker et al. 2014; Plowright et al. 2016). Within-host processes occur at the cellular 

level within hosts and can alter the abundance and distribution of susceptible 

individuals by influencing immune function. The precise dynamics of within-host 

immune dynamics have not been well resolved for the majority of bat-viral systems (for 

a detailed discussion of this issue see Plowright et al. 2016). Briefly, hypothesised 

scenarios of within-host immune dynamics include: (i) viral clearance with lifelong 

immunity (producing Susceptible-Infected-Recovered dynamics, or SIR dynamics), (ii) 

viral clearance with waning host immunity (producing Susceptible-Infected-Recovered-

Susceptible dynamics, or SIRS dynamics), and (iii) latent infection without viral 

clearance (producing Susceptible-Infected-Latent-Infected dynamics, or SILI dynamics) 

(Plowright et al. 2016). Infection can also include an incubation period between initial 

exposure and infection (thereby adding a lag period to dynamics, e.g. Susceptible-

Exposed-Infected-Recovered dynamics, or SEIR dynamics) (Glennon et al. 2019a). 

Regardless of the precise immune dynamics, a common driver of the availability of 

susceptible individuals (S) among these scenarios is seasonal forcing, which can occur 

in bats through discrete seasonal birth pulses, waning maternal immunity in young, or 

periods of environmental or physiological stress (Peel et al. 2014; Plowright et al. 2016; 

Kessler et al. 2018).  

 

Between host processes driving viral infection dynamics include behaviours that 

increase transmission rate. In many bat species, communal roosting creates frequent 

opportunities for direct and indirect contact between often large numbers of individuals, 

and is thought to be a major driver of infection dynamics (Kerth 2008; Willoughby et 
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al. 2017). Spatial and temporal changes in bat aggregations can occur in response to 

ecological factors like season, mating and gestation, food availability, thermoregulation, 

parasite accumulation, or site disturbance (Lewis 1995; Kerth 2008). Where the nature 

of these changes is similar across bat species, infection dynamics may also be 

predictable. For example, many species show tightly synchronised breeding (O'Brien 

1993; Barclay & Harder 2003; Hayman 2015). Tight birth pulses can lead to high 

amplitude oscillations in prevalence interspersed with localised pathogen extinction, 

potentially driving seasonally increased spillover risk (Peel et al. 2014). As another 

example, population threats are largely similar across different bat species, chiefly 

habitat loss and degradation from land clearing and urbanisation (IUCN 2020). 

Observed responses to habitat loss have been strikingly similar among Pteropodid bat 

species, with fissioning of Pteropus spp. in Australia (described in more detail below) 

similar to fragmentation of roosts observed in P. medius and P. giganteus across 

Bangladesh (Hahn et al. 2014; Epstein et al. 2020; Olival et al. 2020). Implications of 

ecological change on Hendra virus circulation is currently being investigated in 

Australia (Eby et al in prep) and may be insightful for understanding Nipah virus 

circulation in Bangladesh. 

 

Both within- and between-host processes culminate in driving pathogen release (Figure 

1-1) and ultimately pathogen pressure (the amount of pathogen available to recipient 

hosts at a given point in space and time) (Plowright et al. 2016; Plowright et al. 2017). 

The extent to which each operate and interact to influence pathogen pressure remains a 

topic of high and continued interest to disease ecology research, though remains largely 

unclear in bat-virus systems (Plowright et al. 2011). However, the described ecological 

and epidemiological commonalities across systems make selecting a model system for 
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detailed study an effective and appropriate way to improve understanding of infection 

dynamics in bat-viral systems (Baker et al. 2014). This is particularly important for 

understanding bat-borne zoonoses, as unique challenges associated with studying bats 

(e.g. their large, migratory populations), combined with the high diversity of potential 

host-virus combinations, means that data for any one system are generally sparse.  

 

1.1.3 Hendra virus as a model system 

Hendra virus is a good model system to study spillover of pathogens from bats to 

humans and domestic animals (Plowright et al. 2015). Firstly, patterns of infection and 

shedding of Hendra virus are congruent with other zoonotic bat viruses. Experimental 

infections of Hendra, Nipah, MERS-CoV, and Marburg viruses in bats have shown that 

infection is characterised by a short incubation period followed by a short infectious 

period with no apparent clinical disease. Shedding (viral excretion) periods range 

between 3-19 days for Hendra virus (Halpin et al. 2011), 6 days for Nipah virus 

(Middleton et al. 2007), 9 days for MERS-CoV (Munster et al. 2016), and 5-19 days for 

Marburg virus (Amman et al. 2015; Jones et al. 2015; Paweska et al. 2015; Schuh et al. 

2017). In addition, viral shedding is highly seasonal for Hendra virus and other bat-

borne viruses, with periods of low shedding prevalence interspersed with discrete pulses 

of high shedding prevalence. Off seasonal shedding prevalence ranges between 2-3% 

for Hendra virus, 0.6-2.4% for Nipah virus, and 2.4-5.1% for Marburg virus, while peak 

seasonal shedding can reach 30% for Hendra virus, 12.5% for Nipah virus, and 13% for 

Marburg virus (Towner et al. 2009; Wacharapluesadee et al. 2010; Amman et al. 2012; 

Field et al. 2015; Plowright et al. 2015). These pulses of high shedding prevalence 

coincide with increased incidence and risk of spillover for each of these viruses (Luby et 
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al. 2009; Amman et al. 2012; Plowright et al. 2015) suggesting that the spillover 

process may also be comparable across the bat-virus systems.  

 

Prior research into the viral ecology of Hendra virus, coupled with the availability of 

complementary host ecological and environmental datasets, also contributes to the 

feasibility of Hendra virus as a model study system. These datasets have allowed the 

generation of many plausible hypotheses explaining the nature of Hendra virus 

dynamics and spillover risk and will facilitate new, targeted research to test hypotheses 

and gain more mechanistic understandings of dynamics and risk. This contrasts with 

many other bat-virus systems in Asia and Africa (e.g. MERS-CoV, MARV and EBOV) 

where data are sparse, and many aspects of viral and host ecology remain unknown 

(Kuzmin et al. 2011), making thorough investigation into the mechanisms of spillover 

difficult. In addition, the logistics of identifying spillover events can be challenging in 

countries where cases are often handled locally and not formally reported (Glennon et 

al. 2019b). Hendra virus, by contrast, is a notifiable pathogen in Australia, meaning that 

it is a legal requirement to report suspected and confirmed cases (Communicable 

Diseases Network Australia 2017). This makes the early and comprehensive detection 

of spillover events feasible, increasing ability to test and identify causal drivers of 

spillover of this pathogen. 

 

1.1.4 Hendra virus transmission ecology 

Hendra virus is a paramyxovirus (Genus: Henipavirus) endemic to eastern Australia. 

Flying-foxes (Family: Pteropodidae, Genus: Pteropus) have been identified as the 

reservoir hosts. While infection is possible in all four mainland species of Australian 

flying-fox (Figure 1-2), prevalence studies of wild flying-foxes suggest that only black 
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(P. alecto) and spectacled (P. conspicillatus) flying-foxes readily excrete virus in their 

urine, and are therefore thought to be the primary reservoir hosts (Field et al. 2015; 

Burroughs et al. 2016). Flying-foxes roost in tree foliage through the diurnal period in 

colonies that can range in abundance from hundreds to hundreds-of-thousands of 

individuals (National Flying-Fox Monitoring Program 2017). Transmission between 

bats is indirect through contact with infectious urine (Edson et al. 2015b), and possibly 

occurs within roosts through a combination of close contacts with co-roosting 

individuals, contacts through the vertical tree column (e.g. with excretion from bats 

roosting above), or exposure to clouds of aerosolised urine over small distances (Field 

et al. 2001; Plowright et al. 2015). Transmission from flying-foxes to horses is also 

thought to occur through contact with infectious urine, possibly through ingestion of 

contaminated pasture, food or water, or through contact with ororonasal or conjunctival 

surfaces, where foraging areas overlap (Field et al. 2001; Plowright et al. 2015). All 

human cases have occurred from subsequent horse to human transmission (Playford et 

al. 2010).  

 

Spillover of Hendra virus results in lethal disease in horses and humans, with a case 

fatality rate approaching 90% in horses and 60% in humans (Field et al. 2010; Playford 

et al. 2010). Since the first detection of the virus in 1994, 105 confirmed or suspected 

equine cases and 7 confirmed human cases have been reported (Queensland Queensland 

Government 2020; World Health Organization 2020), with equine cases reported on an 

annual basis, despite the introduction of an effective (but not widely adopted) vaccine in 

2012 (Balzer 2011; Middleton et al. 2014; Parliament Agriculture and Environment 

Committee 2016).  
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Figure 1-2: Distribution of Australia’s four mainland flying-fox species. Figure from 

Currey et al. (2018). 
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The exact drivers of Hendra virus transmission remain unresolved. Hendra virus 

spillover from bats to horses often coincides with discrete pulses of Hendra virus 

excretion from bat populations, with peak shedding and spillover observed in the 

Austral winter in subtropical Australia (~June-August) (Field et al. 2015; Plowright et 

al. 2015). In addition, spillover events in recent decades have been concurrent with 

observations of dramatic ecological shifts in flying-fox populations. Wide-spread land 

clearing in south-eastern Australia (involving the clearance or degradation of more than 

40% of all forest and 80% of Eucalyptus-dominated forests since European settlement 

(Bradshaw 2012)) has compounded the effects of inter-annual climate cycles on flying-

fox food availability. This has resulted in large-scale fragmentation and fissioning of 

flying-fox roosts, manifest as an increasing transition from a nomadic ecology, where 

individuals move across the landscape and form large roosts near ephemeral foraging 

opportunities, to residency, where individuals continuously occupy a single roost in an 

area with predictable (often exotic) food sources. Typical roosting habitat has shifted as 

a result, moving from forest remnants with dense roosting habitat, to urban areas with 

sparser roosting habitat (Markus 2001; Snoyman & Brown 2010; Eby et al in review). 

Clustering of spillover cases near roosts in these highly modified landscapes has been 

observed, potentially highlighting the role of this changing host ecology in the spillover 

of Hendra virus (Plowright et al. 2011; Eby et al in review). Moreover, observed spatial 

clustering of spillover events to specific localities, and repeat spillover events attributed 

to the same roost, indicates a currently unknown localised determinant of spillover risk 

(Field 2016).  

 

Empirical, mathematical and conceptual studies have contributed substantial advances 

to our understanding of Hendra virus dynamics and several hypotheses have been 
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proposed to explain the observed spatio-temporal patterns in shedding and spillover risk 

(see Table 1-1 for a comprehensive review of this research). However, few of these 

hypotheses have been evaluated systematically, and the mechanisms driving infection 

dynamics of Hendra virus remain poorly characterised (Plowright et al. 2015). 

Importantly, the observed ecological changes, impacting both spatial and temporal 

aspects of aggregation structures within roosts, could be a major contributor to altered 

transmission and infection dynamics in these species, but information on fine-scale 

aggregation and spatial structing of flying-fox roosts is not available to systematically 

address this hypothesis. There is a need to better characterise the drivers of shedding 

and transmission in this system, both to improve predictive capacity for Hendra virus 

spillover risk in changing Australian ecosystems, as well as aid local level prediction, 

management and prevention of emerging bat pathogens more broadly.  
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Accepted view/perception Support  Contradict  Outstanding knowledge gap 

Williamson et al. (2000) – Failed to isolate 

HeV from nasal, oral, rectal and urinary 

samples from experimentally infected bats 

(GHFF). 

 

Daniels et al. (2007) – reference to K. 

Halpin unpublished data of isolation from 

LRFF. 

 

Excretion prevalence is 

correlated with BFF and 

SFF occurrence but not 

GHFF or LRFF 

Field et al. (2015) – could not definitively 

attribute prevalence to particular species 

within mixed roosts (methodological 

limitation) but suggest that latitudinal 

differences relate to the presence/absence 

of BFF and SFF. 

 

Field et al. (2011) – detection of HeV RNA 

shedding from single species roosts of BFF 

and SFF. 

 

 Inferences to date have been made with pooled under roost 

sampling, but has not been evaluated with prevalence 

estimates from individual data.  

 

Methodical limitations of pooled sampling in mixed species 

roosts have inhibited insights into the relative contribution of 

particular species to the probability of detection from sheets, 

and the total estimated prevalence from roosts. From these 

data it is unclear how the composition of roosts affects the 

overestimation or underestimation of prevalence within roosts 

(and so, how species composition may confound spatio-

temporal patterns in inferred prevalence).   

 

The number of individuals contributing to samples is either 

unknown or not reported in the Field et al. (2015) dataset. 

Variability in group size and the number of individuals 

contributing to samples may contribute to overestimation or 

underestimation of prevalence within roosts, yet this has not 

previously been quantified. Also see Field et al. (2011) for an 

initial discussion of bias introduced via by differing 

contributions to pooled samples by individual bats.  

 

Excretion prevalence is 

correlated with BFF and 

SFF abundance or density, 

but not GHFF or LRFF 

abundance or density 

Páez et al. (2017) – HeV prevalence 

positively correlated with BFF abundance. 

 

Páez et al. (2017) – HeV prevalence 

negatively correlated with SFF abundance. 

 

 

Existing studies have only evaluated population abundance 

(though have used the terms ‘abundance’ and ‘density’ 

interchangeably). It is unclear what role bat density has in 

driving transmission and infection, as abundance and density 

are unlikely to be linearly related for flying-fox species. 

 

Excretion prevalence varies 

by latitude 

Field et al. (2011) – highest HeV 

prevalence in far north-east Queensland, 

 The factors underlying these differences remain unclear, 

outside of southern NSW (absence of primary hosts P. alecto 
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Accepted view/perception Support  Contradict  Outstanding knowledge gap 

then south-east Queensland, then Northern 

Territory. 

 

Field et al. (2015) – moderate in north-

eastern and central east QLD, highest in 

south-eastern QLD/north-eastern NSW, 

moderate in central east NSW, and 

negligible in south-eastern NSW. 

 

and P. conspicillatus). Differences in relative prevalence 

between studies may reflect inter-annual differences. 

Prevalence of excretion 

reaches a peak in winter in 

subtropical Australia 

(south-eastern QLD to 

central east NSW) 

 

Field et al. (2015) – strong winter epidemic 

pattern interspersed with low-level endemic 

viral excretion outside winter periods, in 

the south-eastern QLD/north-eastern NSW 

and central east NSW regions. 

 

 

Field et al. (2011) – prevalence higher in 

September than August, January, February, 

March, or October (though, data aggregated 

sampling in tropical and subtropical 

Australia).  

 

Páez et al. (2017) – re-analysis of the Field et 

al. (2015) dataset identified nuances in 

epidemics: peaks occurred throughout the 

year, but the largest amplitude peaks occurred 

over winter. Suggested that seasonal factors 

(e.g. birth pulses, immigration and seasonal 

transmission) are not alone driving Hendra 

virus dynamics.  

 

The factors underlying spatio-temporal patterns in prevalence 

remain unclear, particularly the difference in epidemic cycling 

between tropical and subtropical regions. 

 

The longest longitudinal dataset, (from Field et al. (2015)), 

encompassed a maximum duration of sampling of three 

complete seasonal cycles (at 3 roost sites). It is possible that 

this is not reflective of the long-term intra-annual patterns of 

excretion, or representative of all roosts.  

 

How common off seasonal epidemics are remains unclear in 

southern QLD to central NSW. 

 

The definition of a pulse (and threshold level of infection) has 

not been defined, and therefore the point at which variation in 

low-intensity continuous shedding constitutes a pulse is 

unclear.  

This seasonality is 

consistent between years 

Field et al. (2015) – fairly consistent, 

winter seasonality between years within a 

certain latitudinal range, though some 

between-year variability noted (for 

example: lack of winter 2012 peak at 

‘Boonah’, lack of 2014 peak at 

‘Alstonville’). 

 

Páez et al. (2017) – re-analysis of the Field et 

al. (2015) dataset identified inconsistent 

annual trends. 

 

Field et al. (2011) – highest prevalence in 

July 2009-June 2010 (> July 2008-June 2009 

> July 2010-June 2011). 

The longest longitudinal dataset, (from Field et al. (2015)), 

encompassed a maximum duration of sampling of three 

complete seasonal cycles (at 3 roost sites). It is possible that 

this is not reflective of the long-term inter-annual pattern of 

excretion, or representative of all roosts. 

 

This seasonality is 

consistent between roosts in 

the same region 

Field et al. (2011) – no statistical difference 

between roost sites in the number of 

surveys where Hendra virus was detected 

in at least one sample.   

 

Páez et al. (2017) – large variation in the 

timing of pulses between roosts. Suggest that 

site-specific prevalence values are 

determined by dynamics occurring at small 

spatial scales. 

Drivers of differences in shedding prevalence between roosts 

remains unknown, beyond broad regional (latitudinal) 

differences. It is unclear whether there are features of 

individual roosts that predispose them to infection or 

epidemics. 
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Accepted view/perception Support  Contradict  Outstanding knowledge gap 

 

Giles et al. (2018a) – spatial resource 

concentration is highest in late-summer and 

lowest in winter.  

McMichael et al. (2015) & McMichael et al. 

(2017) – association between some 

physiological biomarkers and body condition, 

but not these same biomarkers and Hendra 

virus RNA shedding (serum and urine), 

suggesting no causal link between body 

condition and Hendra virus (BFF). 

 

- Cortisol levels  Edson et al. (2015a) – Positive correlation 

between HeV excretion and urinary cortisol 

concentration (and note – associations 

between cortisol and season/region). 

 

 Supporting evidence is consistent with the hypothesis, but 

additional empirical data should be collected to confirm this 

relationship. 

- Reproduction and reduced 

immune system function 

during gestation 

Halpin et al. (2011) – female bias in RNA 

detection (serum). 

 

Breed et al. (2011) – highest prevalence 

and antibody titres in gestating females. 

 

Plowright et al. (2008a) – higher 

seroprevalence in pregnant and lactating 

females (LRFF) than in adult males and 

non-reproductive females. 

 

McMichael et al. (2015) – Differences in 

haematology and biochemistry between 

sexes and in reproductive females, 

compared with non-reproductive females 

(BFF).  

 

Edson et al. (2015b) & Edson et al. (2019) 

(same dataset) – Association between RNA 

detection (serum) and sex (female>male) 

with detection coinciding with early- to 

mid-gestation (BFF). 

 

Boardman et al. (2020) – antibody (MFI) 

levels higher in pregnant bats (GHFF). 

 

Field et al. (2015) – speculate from the lack 

of seasonality in tropical Australia, that 

reproductive cycles are unlikely to explain 

seasonal dynamics. 

 

Edson et al. (2019) - No direct association 

between HeV RNA shedding (urine) or 

antibody detection, and pregnancy or 

lactation. Also, no association between RNA 

shedding (urine) or antibody detection and 

sex (BFF).  

 

Goldspink et al. (2015) – reproductive status 

not a significant predictor of HeV RNA 

detection (tissue). 

 

It is unclear how the progression of gestation (from early to 

late) influences immune function and detection of Hendra 

virus. It is plausible that the strongest effect of gestation 

should be seen at later stages of gestation, when immune 

function is biased towards anti-inflammatory responses that 

are important for a successful pregnancy outcome, but which 

can increase virus susceptibility (Raghupathy 2001; Lee 2006; 

Robinson & Klein 2012). Existing datasets have low power to 

demonstrate this relationship, owing to a low number of 

positive detections overall, and even fewer positive detections 

when divided by females at different stages of gestation.    

 

Supporting evidence is largely consistent with the hypothesis, 

but additional empirical data should be collected to 

demonstrate a causal link.  
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Accepted view/perception Support  Contradict  Outstanding knowledge gap 

- Waning of maternal 

antibodies in juveniles  

Edson et al. (2019) – show subadult (12-24 

months) to be the youngest age for 

detection of HeV RNA (no positive young 

of the year). Also highlight age as a risk 

factor for infection (subadults > adults). 

 

Plowright et al. (2008a) – Apparent 

maternal immunity waned over the first six 

months of life, after which seroprevalence 

increased with age. 

 

Field et al. (2015) – speculate from the 

timing of the winter pulse, and the duration of 

maternal antibodies, that this is unlikely to 

explain seasonal dynamics in isolation. 

 

 

Supporting evidence is consistent with the hypothesis, though 

more data and modelling studies are needed to confirm the role 

of waning maternal antibodies, possibly in conjunction with 

other likely drivers.  

- Thermoregulation and 

reduced immune system 

function 

 

 

Field et al. (2015) – speculate from the lack 

of seasonality in tropical Australia that this 

is plausible. 

 

McMichael et al. (2017) – association 

between low winter temperatures and 

elevated cortisol levels (BFF). 

 

McMichael et al. (2017) – no association 

between low winter temperatures and Hendra 

virus excretion (BFF). 

Existing evidence is largely inconsistent with this hypothesis, 

but additional data should be gathered to confirm this 

relationship.  

- Seasonal recrudescence of 

latent infections (due to a 

biological factor)  

Wang et al. (2013) – simulation evidence 

that seasonal recrudescence is a plausible 

explanation for seasonal excretion. 

 

Morris et al (in prep) – disease models with 

recrudescence fit well to empirical 

shedding data. 

 

 Supporting evidence is consistent with the hypothesis, but 

several barriers constrain more conclusive investigation of 

recrudescence. See Plowright et al. (2016) for a detailed 

discussion on the data and studies that would be required to 

differentiate recrudescence dynamics (SILI) from other 

dynamics (SIR and SIRS) in bats.  

 

- Increased virus survival in 

winter (and so increased 

sampling detection) 

See below studies that investigate increased 

virus survival in winter and correlation to 

spillover. 

Field et al. (2015) – speculate from the lack 

of seasonality in tropical Australia that this is 

not a sole determinant. 

 

Existing studies on virus survival in the environment do not 

explicitly investigate a relationship with excretion (and instead 

investigate the relationship to spillover), though this evidence 

is largely inconsistent with this hypothesis. Additional studies 

could be done to confirm this, but studies should note that field 

sampling alone may not provide a causal link owing to strong 

conflating effects of temperature, season, and Hendra virus 

seasonality. Laboratory studies exploring virus survival under 

realistic field conditions (similar to Martin et al. 2015) could 

be used to investigate this hypothesis further.  
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Accepted view/perception Support  Contradict  Outstanding knowledge gap 

Spillover risk increases with 

proximity to flying-fox 

roosts 

Smith et al. (2014a) – 40km foraging 

radius suggested as a measure for 

identifying risk. 

 

McFarlane, Becker and Field (2011) – 

postal areas in QLD in which flying-fox 

roosts occur are forty times more likely to 

be the location of Hendra spillover events. 

 

Martin et al. (2016) – spillover events 

occur disproportionately closer to the niche 

centroid of BFF and SFF. 

 

Giles et al. (2018a) – distance to roost an 

influential variable in spillover model. 

 

McFarlane, Becker and Field (2011) – no 

known roosts within 50km of the Bowen 

(2008-09) spillover. 

 

Presence of flying-fox roosts in the landscape are a 

requirement for spillover. However, it is currently unknown 

whether some roosts pose a higher spillover risk than others 

(e.g. if features of individual roosts predispose them to 

infection or epidemics, or individuals are more/less likely to 

overlap with horses depending on roost location). Repeat 

spillover events attributed to the same roost may indicate that 

there are some differences in spillover risk between roosts.  

 

Spillover risk increases with 

density of BFF and SFF 

flying-fox roosts (but not 

GHFF or LRFF roosts) 

Smith et al. (2014a) – density of roosts 

containing BFF and SFF roosts have the 

strongest positive correlation with equine 

case location (note – density of roosts, not 

density of individuals within roosts). 

 

Martin et al. (2016) – Density of bat roosts 

is higher closer to the niche centroid (note 

– this is density of roosts weighted by 

maximum observed abundance). Speculate 

that, as spillover events occurred closer to 

the niche centroid, that either large roosts 

(or several roosts in close proximity) could 

be a determinant of spillover.  

 

 Supporting evidence is consistent with the hypothesis but see 

above. 

 

Spillover risk increases with 

abundance/density of bats 

within roosts 

 Giles et al. (2016) – the relationship between 

spillover risk and population abundance is 

heterogeneous. 

 

There are very few existing studies that have investigated the 

relationship between population size and spillover (only one 

known) and this has only evaluated total population abundance 

as a driver. Whether total abundance is representative of 

density at scales appropriate for transmission has not been 

investigated, but substantial heterogeneities in the structuring 

of flying-fox roosts may explain the observed inconsistency 

between Hendra virus spillover and abundance. More 
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Accepted view/perception Support  Contradict  Outstanding knowledge gap 

empirical information on the fine-scale, spatial roosting 

structure of bats is required to more adequately evaluate this 

relationship.  

 

Spillover risk increases with 

density of horses 

 Smith et al. (2014a) – horse density not 

correlated with spillover location. 

 

McFarlane, Becker and Field (2011) – 

location of spillover events were independent 

of horse density. 

Existing evidence is inconsistent with the hypothesis, though 

the occurrence of (at least one) horse is a requirement for 

equine spillover. Holistic modelling of the spillover process, 

including the distribution and abundance of horses, would be 

valuable to understand the importance of horse density relative 

to other drivers.   

 

Spillover risk could 

increase with roost 

disturbance 

 Edson et al. (2015a) – no difference between 

HeV excretion before, during and after roost 

disturbance  

 

Existing evidence is inconsistent with the hypothesis, but there 

have been too few studies to conclusively evaluate this. The 

single known study also noted that there could have been 

variability introduced by season over the 15-month study 

period. More data would be required to demonstrate causal 

link between spillover and roost disturbance. 

 

Changing flying-fox 

ecology (decreased 

migration and spatially 

clustered roosts) is a 

contributing factor to 

contemporary spillover 

events 

Plowright et al. (2011) – simulation results 

show that under a contemporary scenario of 

flying-fox ecology (decreased migration 

and spatially clustered roosts), epidemics 

became larger, but less frequent when 

migration declined. Suggest that high 

intensity epidemics are responsible for 

sporadic spillover events (even though 

overall, long-term number of infected bats 

are lower than in the historical flying-fox 

ecology scenario). 

 Simulation outputs from Plowright et al. (2011), in addition to 

observations of spatio-temporal clustering of spillover events 

(e.g. Cairns and Townsville in 2004, Peachester and 

Murwillumbah in 2006), isolation of identical strains of HeV 

from separate locations, and the sporadic nature of HeV 

outbreaks, support a wave-like pattern of HeV spatial spread. 

Monitoring of HeV in Australian flying-foxes will be 

necessary to empirically confirm whether HeV exhibits this 

spatial pattern of spread (Plowright et al. 2011). 

 

  

Spillover risk is seasonal in 

subtropical Australia 

(highest risk in winter) but 

not in tropical Australia 

Martin et al. (2018) – above latitude -22° 

spillover is not affected by seasons. Below 

latitude -22° spillover risk increases from 

April to October. Spillover is associated 

with cold-dry and wet conditions in the 

north, and cold-dry conditions in the south. 

 

McFarlane, Becker and Field (2011) – 

spillover cases observed in tropical areas 

 Supporting evidence is consistent with the hypothesis, 

however the factors underlying these differences remain 

unclear, outside of southern NSW (absence of primary hosts P. 

alecto and P. conspicillatus).  
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Accepted view/perception Support  Contradict  Outstanding knowledge gap 

(Cairns and Townsville) outside the April 

to October period. 

Intra-annual variation in 

observed spillovers is 

driven partly by:  

 

   

- Nutritional stress, due to 

reduced food resources in 

winter  

 

(See evidence for seasonal excretion)  (See notes for seasonal excretion) 

- Reproduction and reduced 

immune system function 

during gestation 

 

(See evidence for seasonal excretion)  (See notes for seasonal excretion) 

- Waning of maternal 

antibodies in juveniles  

 

(See evidence for seasonal excretion)  (See notes for seasonal excretion) 

- Thermoregulation and 

reduced immune system 

function 

 

(See evidence for seasonal excretion)  (See notes for seasonal excretion) 

- Increased virus survival in 

winter 

Smith et al. (2014a) – weak positive 

correlation between spillover location and 

annual minimum temperature. 

 

Martin et al. (2015) – Simulated virus 

survival by temperature did not predict 

spillover events. 

 

Scanlan et al. (2015) – conclude that 

temperature is an important factor in virus 

survival, but additional factors contribute to 

effective transmission and spillover. 

 

Existing evidence is largely inconsistent with this hypothesis, 

but additional data should be gathered to confirm this 

relationship. 

Intra- and inter-annual 

variation in observed 

spillover can be partly 

explained by variation in 

flying-fox food availability 

 

 

(See evidence for intra- and inter-annual 

excretion) 

 (See notes for seasonal excretion) 

This is driven by a delayed 

(not immediate) effect of 

Peel et al. (2017); Eby et al. (2020);  – 

transition from warm/wet El Niño 

 Supporting evidence is consistent with the hypothesis, but 

does not demonstrate a causal link. 
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Accepted view/perception Support  Contradict  Outstanding knowledge gap 

 

(+ see above) 

 

The existence of an 

intermediate (e.g. vector) 

host is unlikely  

Vidgen et al. (2016) – no evidence of HeV 

in bat flies, including 10 bat flies collected 

from BFF in which HeV RNA was 

detected. 

 

Field (2004) – failed to detect HeV RNA 

from bat flies. 

 

Barker (2003) – no empirical evidence, just 

flagged that I. holocyclus feeds on flying-

foxes, horses and humans. 

 

 

While there is a persistent belief held by some members of the 

public that bat flies or other vectors play a role in Hendra virus 

transmission, there is no evidence to support this. 

Transmission to horses is 

likely through contact with 

infectious urine (e.g urinary 

contamination of pasture, 

feed and water, or contact 

with ororonasal or 

conjunctival surfaces) 

 

This is technically indirect 

transmission, but may 

behave dynamically like 

direct transmission in 

conditions where virus 

survival is low 

Behavioural: 

 

Edson et al. (2015b) – observation of urine 

falling to the ground during flying-fox 

foraging.  

 

Field et al. (2016) – 

Overlap of habitat utilization by flying-

foxes and horses.  

 

Virus survival in environment: 

 

Fogarty et al. (2008) – survival for >4 days 

at 22C in urine.  

 

Scanlan et al. (2015) – survival of up to 

30% of virus by 4 days. But flag substantial 

variation with temperature and location. 

(Also see Martin et al. (2015) for 

discussion of calculation errors within this 

paper) 

 

Martin et al. (2015) – flags that the most 

likely pathways of transmission should not 

require long periods of virus survival and 

so are likely to involve relatively direct 

contact with flying-fox excreta shortly after 

excretion. 

 

 As above, transmission events cannot be observed directly so 

inferences must be drawn from multiple sources of indirect 

evidence. Existing evidence is supportive of the hypothesis. 

 

We note some terminology variation between studies – some 

studies specify indirect transmission as transmission through 

ingestion (i.e. ingestion of contaminated pasture/feed/water) 

and direct transmission as “direct contact with urine” (i.e. if a 

bat urinates into grass and a horse then inhales urine from the 

grass) (e.g. Edson et al. 2015b). Both cases are technically 

indirect transmission, but may behave more dynamically like 

direct transmission in conditions where virus survival is low.  

  





50 

 

Accepted view/perception Support  Contradict  Outstanding knowledge gap 

 

O'Sullivan et al. (1997) – observation of 

viral latency and recrudescence of Hendra 

virus in a human case. 

 

Population-level 

maintenance occurs through 

meta-population dynamics 

(between roost immigration 

and emigration) 

Plowright et al. (2011) –  

Simulation results show that roost 

connectivity has a strong effect on viral 

persistence. Viral persistence depended on 

a small number of highly persistent 

smouldering epidemics to maintain 

infection, as well as classic metapopulation 

dynamics. (Though note that the likelihood 

of metapopulation dynamics and 

latent/recrudescent dynamics were not 

compared). 

 

 Existing evidence supports meta-population dynamics as a 

mechanism for viral maintenance in the population as a whole. 

Long-distance and frequent migratory/nomadic movements of 

flying-foxes also supports this (Welbergen et al. 2020). It is 

unclear how much altered ecology (with decreased migration 

and spatially clustered roosts) might impact meta-population 

dynamics in contemporary roosts.  

 

The relative extent to which each hypotheses influences virus 

maintenance (recrudescence and meta-population dynamics) 

remains unresolved.  
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1.1.5 Thesis overview 

The overarching objective of this thesis is to investigate patterns and mechanistic 

drivers of Hendra virus infection dynamics in flying-fox populations, focusing on bat 

roosting structure as a driver of virus transmission. I present four core chapters, in the 

form of five independent publishable units, bound by this general introduction (Chapter 

1) and a general discussion (Chapter 6). Figure 1-3 provides a schematic guide to the 

thesis as a whole; summarising research aims per chapter and associated publications or 

manuscripts in the thesis. 

 

Chapter 2 provides an empirical base of Hendra virus dynamics to frame the research 

focus of subsequent chapters. In this chapter, I present a new longitudinal dataset of 

Hendra virus excretion dynamics, collected over 2.5 years (June 2017- December 2019), 

and comprising 4,343 samples from five roost sites. I integrate viral load (number of 

genome copies per ml, indicative of infectiousness) into prevalence estimates to 

quantitatively estimate pathogen pressure and spillover risk from roost sites and 

highlight differences across roosts.   

 

Adequate representation of bat ecology and contact structures in models of bat-pathogen 

interactions is essential for understanding infection dynamics in wild populations, and 

for predicting and mitigating the risk of zoonotic spillover from bats. This is 

challenging, however, as bat population structures can be highly heterogenous and 

underpinned by ecological processes operating across different scales. In Chapter 3, I 

investigate patterns in roosting ecology and spatial structure within these same five 

roost sites plus three additional roosts, and elaborate on possible drivers contributing to 

differences in infection patterns across bat roosts. A major focus of this chapter is to 
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provide updated ecological information given recent, widespread ecological shifts in 

flying-fox populations across Australia.  

 

Differences in the structural organisation of roosts has potential implications for 

infection dynamics and may contribute to observed differences in spillover risk between 

flying-fox roosts. In Chapter 4, I build from empirical information presented in 

Chapters 2 and 3 to develop spatially explicit, compartmental models of bat roosts, and 

contrast dynamics of infection invasion between different roost structure types. Outputs 

from these models highlight the importance of spatial structure in driving transmission 

within roosts. 

 

In addition to between-host contact structures explored in Chapters 2-4, there are many 

additional sources of heterogeneities within the infection process (within-host factors) 

that could influence the nature of transmission within populations. In Chapter 5, I 

propose a modelling framework to holistically integrate between-host and within-host 

contexts into transmission dynamics. More specifically, I propose an alternative 

transmission model structure to allow the integration of dose-response relationships into 

epidemiological models. 

 

In my final chapter (Chapter 6), I synthesise key results across my thesis and discuss 

key insights for future models of bat-pathogen interactions in general. Collectively, this 

thesis thoroughly tests the hypothesis of bat roosting structure as a mechanism driving 

infection patterns and spillover risk of Hendra virus, and presents insight into the 

transmission mechanisms underlying heterogenous flying-fox populations.  
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Figure 1-3: Schematic guide to the thesis 
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   Chapter 2 – Chapter Introduction 

 

As discussed in Chapter 1, the study of patterns of variation in the amplitude and timing 

of infection can reveal insights into spatial and temporal drivers of infectious shedding, 

and enhance understanding of risk to predict and manage spillover (Plowright et al. 

2016). In this chapter I present a spatio-temporal analysis of Hendra virus infection 

prevalence to estimate the dynamics of pathogen pressure over space and time, and by 

doing so, provide an empirical base of Hendra virus dynamics to frame the research 

focus of subsequent chapters. Taking altered host ecology into account, data and 

analyses from this chapter also provides updated information on Hendra virus excretion 

dynamics.  
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Chapter 2.1 – Viral shedding, pathogen pressure, and the 

dynamics of Hendra virus in south-eastern Australia 

 

2.1.1 Abstract 

Prediction and management of zoonotic pathogen spillover requires an understanding of 

pathogen infection dynamics within host populations. Hendra virus is a bat-borne 

pathogen in Australia that causes lethal disease in horses and humans. It emerged in 

1994, and equine spillover cases continue despite the introduction of an effective 

vaccine in 2012. Since its initial emergence, collection and analyses of large 

longitudinal datasets, as well as modelling studies and conceptual insights, have 

contributed to substantial advances in our understanding of Hendra virus dynamics. 

However, spillover events remain difficult to predict and long-held notions about 

Hendra virus infection and spillover dynamics must continue to be critically challenged 

as new data and analytical approaches arise. We present a new longitudinal dataset of 

Hendra virus excretion dynamics collected monthly over 2.5 years (July 2017- 

December 2019), comprising 4,343 samples. The dataset spans 5 continuously sampled 

roost sites in eastern, subtropical Australia. To better understand spillover risk, we 

examine both the prevalence of viral shedding from bats within these roost populations, 

and the amount of virus shed. We combine these measurements to estimate pathogen 

pressure – the amount of virus potentially available for recipient hosts. By introducing a 

novel approach of combining viral load and estimates of prevalence, our new dataset 

highlights clearer intra- and inter-annual variation in high-intensity pulses of viral 

shedding. We demonstrate that pathogen pressure and risk of spillover is small outside 

of winter (June-August) for subtropical Australia, and that large peaks of infectiousness 



58 

 

are not observed every year. Our results also show nuanced, roost-specific temporal 

patterns of viral shedding, and differences in shedding and spillover risk between roosts 

within the same regional area. Longitudinal studies across time and space are 

exceedingly valuable but are often rare for wildlife zoonoses. By incorporating 

pathogen pressure to define the places and times of higher spillover risk, these findings 

will inform targeted strategies for managing exposure risk of Hendra virus.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Keywords: bats; bat-borne infections; flying-fox; Henipavirus; Hendra virus; infection 

dynamics; Pteropus; Pteropodidae; spillover; zoonoses  
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2.1.2 Introduction 

Emerging zoonoses from wildlife present an increasing threat to global public health 

(Jones et al. 2008; Smith et al. 2014b). Spillover of pathogens from wildlife to humans 

or other species is often difficult to predict, and can have substantial consequences for 

global economies and public health (Morse et al. 2012; Pak et al. 2020). The intensity 

of pathogen excretion from reservoir hosts (“shedding”) is a key component underlying 

zoonotic spillover risk (Plowright et al. 2017; Washburne et al. 2019). Spillover events 

often coincide with sharp increases, or “pulses”, in pathogen shedding over discrete 

space and time (Amman et al. 2012; Khan et al. 2013; Plowright et al. 2015). Study into 

the variation in the amplitude and timing of pulses can therefore reveal insights into 

potential factors associated with high pathogen shedding, and can enhance ability to 

predict and manage spillover (Plowright et al. 2016).  

 

Hendra virus is a paramyxovirus (genus: Henipavirus) that causes lethal disease in 

horses and humans in eastern Australia (Field et al. 2001). Equine cases are reported 

annually with clusters of cases reported in some years, despite the introduction of an 

effective vaccine in 2012 (Balzer 2011; Middleton et al. 2014; Parliament Agriculture 

and Environment Committee 2016). At the time of writing (January 2021) 105 

confirmed or suspected equine cases, and 7 confirmed human cases, had been reported 

since the first detection of the virus in 1994 (Queensland Queensland Government 

2020; World Health Organization 2020), with a case fatality rate approaching 90% and 

60% for horses and humans, respectively (Field et al. 2010; Playford et al. 2010). As a 

result of the high virulence and persistent spillover of henipaviral diseases, the World 

Health Organisation has listed henipaviruses (including Hendra virus in Australia and 

Nipah virus in Asia) as one of the 10 highest priority pathogen groups for research 
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(World Health Organization 2018). Vaccination is currently the most effective measure 

to prevent Hendra virus in horses, however in the face of limited vaccine uptake 

(Manyweathers et al. 2017a; Manyweathers et al. 2017b), reducing contact between 

horses and infected flying-foxes remains an important way to manage exposure risk 

(Martin et al. 2015; Queensland Government 2018). This management strategy requires 

a comprehensive understanding of the patterns and drivers of infection in flying-fox 

host reservoir populations in order to be effective and targeted (Field et al. 2012; 

Plowright et al. 2016; Edson et al. 2019).  

 

Since it was first discovered, ongoing research efforts have informed risk management 

strategies. Early studies identified flying-foxes as the reservoir host species (Halpin et 

al. 2000; Field 2004), with later studies confirming the black flying-fox (Pteropus 

alecto) and spectacled flying-fox (P. conspicillatus) as primary reservoirs (Goldspink et 

al. 2015; Burroughs et al. 2016; Edson et al. 2019). Various studies have also 

investigated the epidemiology of spillover. These have included studies of between-host 

processes driving infection dynamics within reservoir hosts, spanning studies on 

reservoir-host distribution (e.g. Roberts et al. 2012a; Martin et al. 2016) and density 

(e.g. Smith et al. 2014a; Martin et al. 2016; Páez et al. 2017), and viral prevalence and 

infection intensity (e.g. Field et al. 2011; Field et al. 2015; Plowright et al. 2016; Páez 

et al. 2017). These studies have helped to establish spatial zones of spillover risk, 

corresponding with the distribution and density of primary host species (Australian 

Endurance Riders Association 2016). Research on within-host processes have identified 

shedding routes (e.g. Williamson et al. 2000; Field et al. 2011; Edson et al. 2015b), and 

risk factors for individual infection (e.g. Plowright et al. 2008a; Breed et al. 2011; 

Plowright et al. 2011; Edson et al. 2019). In addition, models of pathogen maintenance 
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within reservoir-host populations have highlighted viral recrudescence as a mechanism 

linking seasonal dynamics and viral maintenance (e.g. Plowright et al. 2011; Wang et 

al. 2013), with drivers of interannual variation in spillover including habitat loss and 

cycles of food availability (Eby et al., in prep). Collectively, these studies emphasise the 

potential importance of nutritional stress and immune functioning on driving seasonal 

dynamics of infection (Kessler et al. 2018). Studies investigating mechanisms for inter-

species contacts have contributed information on additional aspects to the spillover 

process, including virus survival in the environment (e.g. Fogarty et al. 2008; Martin et 

al. 2015; Scanlan et al. 2015; Martin et al. 2017), transmission pathways between 

reservoir and spillover hosts (e.g. Field 2004; Martin et al. 2015; Vidgen et al. 2016; 

Martin et al. 2017), and spillover-host density (e.g. McFarlane, Becker & Field 2011; 

Smith et al. 2014a).  

 

While these studies have greatly enhanced our ability to manage spillover risk, ongoing 

spillover events continue to challenge assumptions about Hendra virus infection and 

spillover dynamics, and prediction of spillover remains difficult beyond broad regional 

and temporal risk zones. The major existing longitudinal dataset of viral surveillance, 

spanning 2011-2015 and encompassing 11 longitudinal roost sites sampled at varying 

intensities, was first presented by Field et al. (2015). Findings of this original work, and 

subsequent re-analyses of the dataset, demonstrated broad-scale patterns of infection 

prevalence within reservoir hosts, including winter seasonality of excretion in 

subtropical Australia (increased shedding between June-August in south-east 

Queensland/north-east New South Wales), variation in shedding between broad 

latitudinal zones (north-east Queensland, central east Queensland and south-east 

Queensland/north-east New South Wales), and inter-annual variation in reservoir host 
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infection (Field et al. 2011; Field et al. 2015; Páez et al. 2017). However, observed 

spatial clustering of spillover events to specific localities, and repeat events attributed to 

the same roost, indicate localised determinants of spillover risk that are more nuanced 

than these broad-scale risks investigated by Field et al. (2015). Moreover, the sampling 

design of that dataset (having few longitudinally sampled roosts within each region) is 

not ideally suited to analysis of within-region variability in infection. As a result, the 

occurrence and drivers of between-roost variability in shedding and spillover risk 

remains an enduring knowledge gap for fine-scale predictions of spillover.  

 

The Field et al. (2015) dataset also include phases of low-prevalence off-season 

shedding from roosts in subtropical Australia (later supported by Páez et al. 2017), and 

consistent, a-seasonal low-prevalence shedding from roosts in tropical Australia (north-

east and central Queensland). The relevance of these often prolonged, low-prevalence 

shedding periods to spillover risk remain unclear. Viral RNA can be detected long after 

the disappearance of infectious virus for many viral infections – though this is often 

non-infectious and/or associated with low viral loads. Prolonged viral shedding has 

been observed, for example, in severe acute respiratory syndrome coronaviruses 

(SARS-CoV and SARS-CoV-2) (Chan et al. 2004; Bullard et al. 2020; Wölfel et al. 

2020), Middle East respiratory syndrome coronavirus (MERS-CoV) (Oh et al. 2016), 

Ebola virus (Sissoko et al. 2017), Zika virus ( Paz-Bailey et al. 2018), Mouse hepatitis 

virus (MHV) (Compton et al. 2004), and Measles virus (Lin et al. 2012), with shedding 

of non-infectious virus detected up to 6-8 weeks after clearance in the case of Measles 

virus. This occurs because the immune response, by lysing or aggregating virus 

particles, does not need to eliminate nucleic/ribonucleic acid to neutralise viruses 

(Atkinson & Petersen 2020). Non-infectious RNA can therefore be shed in the form of 
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non-enveloped, environmentally stable, nucleoprotein complexes that degrade more 

slowly over time (Compton et al. 2004). This creates challenges for interpreting the 

timing and magnitude of viral shedding and the transmission potential of samples 

positive in PCR analysis, as this methodology does not necessarily discriminate 

between infectious virus and non-infectious RNA. The window of infectious shedding 

and exposure risk is therefore likely to be more limited than is implied by detection 

using molecular diagnostic assays, which are used for the majority of viral surveillance 

in wildlife.  

 

We present a new longitudinal dataset of Hendra virus excretion from flying-foxes in 

subtropical Australia. We utilise an optimised pooled sampling method (Giles et al. 

2018b) and quantitative information on viral load to better estimate the prevalence of 

likely infectious flying-foxes. We then quantify pathogen pressure – the amount of virus 

potentially available for recipient hosts (Plowright et al. 2017) – from infected flying-

foxes to evaluate spatio-temporal patterns in spillover risk, including risk from different 

roosts within the same regional area. By incorporating quantitative information on viral 

load to identify samples more likely to be infectious, and quantifying the shedding 

intensity of those samples, our estimates of pathogen pressure give a relevant measure 

for estimating spillover risk to horses, and for building on hypotheses on drivers of 

transmission and spillover within this system. Our findings allow prevailing views on 

Hendra virus excretion and spillover to be reviewed, and lay the groundwork for testing 

new hypotheses about Hendra virus infection and transmission dynamics in reservoir 

Pteropus bat populations.  
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2.1.3 Methods 

The sampling period was between July 2017 and December 2019. Sampling occurred at 

five main study roosts across south-east Queensland to north-east New South Wales 

(“Burleigh”, “Clunes”, “Redcliffe”, “Sunnybank” and “Toowoomba”). These locations 

were selected to target Hendra virus dynamics in newly emerging roost types in 

subtropical Australia, in order to give updated information on Hendra virus excretion 

dynamics in the face of ongoing changes to host ecology. Roost sites were chosen based 

on the following criteria: 1) the roost had continuous occupation by black flying-foxes 

(recorded in >80% of censuses); 2) the roost was active at the time of selection 

(occupied in the most recent census); 3) the roost was a new overwintering site (defined 

as having either formed since 2007 or changed to an overwintering site since 2007) 

(Eby et al in review); 4) the roost had highly restricted access to native winter food 

sources (<10% of feeding area being native winter habitat); 5) the roost population was 

consistently large enough for reliable sample collection (total estimate >500 in >70% of 

censuses); 6) the roost had suitable access & sampling conditions; 7) the roost was not a 

site of high human-bat conflict; and 8) long-term sampling permissions could be 

acquired. Relevant data were acquired from the National Flying-Fox Monitoring 

Program (National Flying-Fox Monitoring Program 2017) and other sources including 

from local government areas, unpublished data and private records, and the Queensland 

Department of Environment and Heritage Protection. Sampling of roosts occurred 

approximately monthly, but the commencement of sampling was staggered across roost 

sites. Regular sampling of all roost sites did not begin until July 2018. 

 

Sample collection 
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Pooled urine samples were collected beneath bat roosts using plastic sheets (0.9 x 1.3 

meters) distributed under the roost before sunrise (~4AM to 6AM AEST). Samples 

were collected once all bats had returned to the roost and within 6 hours of sunrise. 

Urine on each sheet was pooled into a single sample using a pipette with sterile filter tip 

(roughly 20 urine droplets to a volume of ~2ml), and aliquoted into an AVL lysis buffer 

(target 140ul of urine into 560ul buffer), a viral transport medium (VTM, between 200-

1000µl of urine into 1000ul of VTM) or kept without buffer for Hendra virus testing. 

Samples were held on ice during collection in the field, transferred to a CryoShipper (< 

-80°C) for transport, and stored at -80°C in the laboratory. An average of 30 samples 

(interquartile range between 24 and 40 samples) were collected per sampling session. 

Additional information was collected for subsets of sheets, including: time of urine 

collection, collected urine volume, number and species of bats immediately above the 

sheet, temperature at the time of urine collection, whether the sheet was in the sun or 

shade by the time of collection, and whether the sample had begun to evaporate before 

collection. Note that sheet placement was targeted for areas with roosting black flying-

foxes, but other species were also sampled. Urine was not collected from sheets if the 

urine had completely evaporated or was contaminated with faeces. Rain-affected 

sampling events were discarded and re-scheduled. 

 

Our “under roost” sampling approach followed an optimised sampling design described 

by Giles et al. (2018b), to allow for better estimation of true prevalence with minimum 

sampling bias and false negatives, compared with under roost sampling methods used in 

other large scale sampling efforts of Hendra virus (Field et al. 2011; Edson et al. 2015a; 

Field et al. 2015; Burroughs et al. 2016). Key differences in our methodology included: 

1) collection of a single, independent sample per sheet: one sample per sheet compared 

with 3-4 samples per sheet in Field et al. (2015), 2) spacing of sheets at least 1 meter 
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apart to ensure independence of samples, 3) collection from a higher number of smaller 

sheets: an average of 30, 0.9 x 1.3 meter sheets compared with 10, 3.6 m x 2.6 m sheets 

in Field et al. (2015)), and 4) record of the number and species overhead that likely 

contributed to the pooled sample.  

 

qRT-PCR screening of Hendra virus 

RNA was extracted using the QIAamp Viral RNA Kit (Qiagen). Briefly, for urine 

samples in virus transport medium (VTM) or no buffer, 140l of sample was 

inactivated in 560l of virus lysis buffer. For these, and urine samples originally 

collected into lysis buffer, 560l of 100% ethanol was added to precipitate nucleic acid. 

RNA column binding, washing and elution was carried out using a QIAcube HT 

automated system (Qiagen) according to the manufacturer's instructions. RNA was 

eluted in 150l of TE buffer. Hendra virus duplex qRT-PCR assay was used for the 

detection of viral RNA (see Table 2-S1 in the Supporting Information). In the qRT-

PCR, 10μl RNA, 900nM and 250nM final concentrations of primer and probe (see 

Table 2-S1 in the Supporting Information), respectively, were tested with 5l of 

TaqMan Fast Virus 1-Step master mix on QuantStudio 6 flex Real-Time PCR 

instrument (Applied Biosystems). The following thermocyling conditions were used: an 

initial reverse transcription step at 50 °C for 5 min was followed by a RT inactivation at  

95°C for 20 seconds after which was 40 cycles of denaturation, annealing/elongation at 

95 °C for 15 seconds and 60 °C for 60 seconds, respectively (Table 2-S2). Positive 

standards (with known genome copy numbers previously quantified using droplet 

digital PCR) were run in parallel with the samples to determine exact genome copy 

numbers of each positive sample. Reported cycle threshold (Ct) values represent the 

cycle number at which a sample became positive for the detection of Hendra virus 
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genome. Samples were deemed positive if viral genome copies were detected at or 

before 40 cycles.  

 

Effects of methodological choices and environmental influences on Hendra virus 

detection were assessed prior to statistical analysis (see Appendix 2-S2 in the 

Supplementary Information). Specifically, we tested for the effects of: sample volume, 

sample buffer (AVL, VTM or none), time of sample collection, temperature at the time 

of sample collection, and whether sample had begun to evaporate or was in direct sun 

by the time of sample collection. We did not observe systematic effects from these 

covariates, consistent with prior expectations (Munster et al. 2009).  

 

Spatio-temporal analysis 

To estimate prevalence, sample data were aggregated by months per year and infection 

prevalence determined as the proportion of urine samples positive for Hendra virus. 

Prevalence estimates were restricted to sheets documented to have at least one black 

flying-fox roosting above (i.e. at least one black flying-fox contributing to the sample). 

Samples were deemed positive with detection at Ct ≤40. Whether this cut-off 

discriminates infectious from non-infectious RNA is unknown, but functionally 

infectious virus is expected around Ct ≤30-35 for Hendra virus (Yinda 2020, 

unpublished data). These Ct values equate to approximately 53,000 and 8,000 genome 

copies per ml, respectively (with these laboratory methods) and samples around this 

viral load test consistently positive on testing of replicate aliquots (Yinda 2020, 

unpublished data). Moreover, isolation of Hendra virus has been possible at Ct=29 and 

Ct=32 (Halpin et al. 2011). Indeed, for many viral families isolation is more successful 

in samples with more genome copies (lower Ct values) (e.g. Munster et al. 2009). It is 
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reasonable, therefore, to assume that the probability of infectious virus would be higher 

when more genome copy equivalents are detected. To incorporate viral load into 

estimates of prevalence of Hendra virus RNA detection, and gain more 

epidemiologically meaningful estimates of infectiousness, we compare infection 

dynamics with different threshold values of viral load: very strict (Ct ≤25 or ≤623,500 

genome copies per ml), strict (Ct ≤30 or ≤28,500 genome copies per ml), conservative 

(Ct ≤35 or ≤1,300 genome copies per ml) and conventional (Ct≤40 or 59 genome copies 

per ml).  

 

To quantify spatio-temporal patterns in infection dynamics, we fitted a generalised 

additive model smoother (GAM, with natural cubic splines and binomial response) to 

the aggregated data for each viral load threshold. This was done for both aggregated 

roost sites and roost sites separately. The area under the infection curve (between any 

two time points) was also calculated as a quantitative measure of shedding intensity 

over a defined period, calculated this using the Bolstad2 package (Bolstad 2010). This 

provides a measure of pathogen pressure (Lisovski, Hoye & Klaassen 2017; Aiello et al. 

2019; Becker et al in prep) and can be considered a proxy for immediate pathogen 

pressure to horse properties from bats in surrounding roosts. We calculated pathogen 

pressure per year and for the study period overall. For roost comparisons, pathogen 

pressure was also calculated across the period for which all roosts were sampled 

regularly (July 2018 – December 2019). 

 

2.1.4 Results 

A total of 4,343 pooled urine samples from 109 sampling sessions were collected and 

tested between July 2017 and December 2019. This included 3,108 samples with at least 
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one black flying-fox recorded above the sheet. Number of samples collected per 

sampling session varied by month and location, depending on the roost extent (and so, 

availability of space for sampling sheets). An average of 30 samples were collected per 

sampling session (interquartile range: 24-40), Or 29 (23-37) with black flying-foxes 

recorded above (Figure 2-1).  

 

Viral load and prevalence estimation 

Infection patterns varied substantially when prevalence was estimated with different 

viral load threshold values (Figure 2-2). When the conventional diagnostic laboratory 

threshold (Ct≤40, or 59 genome copies per ml) was applied, winter peaks in prevalence 

were observed each year, with some periods of prolonged low-level shedding between 

winters. This is consistent with seasonal dynamics reported in Field et al. (2015) with 

the diagnostic (<40 Ct) threshold. At Ct ≤35 (roughly ≤1,300 genome copies per ml) 

and Ct ≤30 (roughly ≤28,500 genome copies per ml), where samples are more likely to 

contain functionally infectious virus (Halpin et al. 2011; Yinda unpublished data), low-

intensity off-season shedding was negligible and peaks were observed in 2017 and 2018 

only. At the lowest threshold value of Ct ≤25 (623,500 genome copies per ml) very few 

samples were retained as positive for Hendra virus (26 of 3,108). Herein we report 

prevalence estimates and pathogen pressure restricted to positive samples of the 

conservative cut-off, Ct ≤35, attempting to balance between positive detections that 

represent infectious virus capable of transmission, with not being unnecessarily 

restrictive or detached from conventional practice. A sensitivity analysis was performed 

to assess the effect of this decision. 
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Figure 2-1: Overview of sample sites included in the study. Map shows locations of 

roost sites and total number of samples that were contributed to by at least one black 

flying-fox (circle size). Scatter plot shows number of samples taken per site over time 

(circle size) and shedding prevalence (y-axis). Prevalence is estimated assuming the 

conservative cut-off, Ct ≤35 (roughly 1,300 genome copies per ml).  
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Figure 2-2: Hendra virus shedding prevalence estimated from different Ct thresholds for 

positivity. Ct ≤40 is the standard laboratory cut-off for positivity, corresponding to ≤59 

genome copies per ml. Ct ≤35, ≤30 and ≤25 correspond to approximately ≤1,300, 

≤28,500 and ≤623,500 genome copies respectively. Curves show the predicted values 

from GAMs fit to the time-series prevalence data, aggregated monthly (though note that 

regular sampling from all sites occurred between July 2018 – December 2019 only). 
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Spatio-temporal dynamics 

Using the conventional Ct ≤40 cut-off, 250 of 3,108 samples tested positive for Hendra 

virus with a mean viral load of 39,000 genome copies per ml (interquartile range: 380-

3,300). Assuming the conservative Ct ≤35 positive cut-off, 122 of 3,108 samples tested 

positive for Hendra virus, with a mean viral load of 79,000 genome copies per ml 

(interquartile range: 1,600-15,500) (Appendix 2-S3). Using the conservative Ct ≤35 cut-

off, peak prevalence aggregated across roosts was consistently observed in winter (June-

August) but varied over years, with maximum estimated fitted prevalence per year of 

0.33 (95% confidence interval: 0-1.13) for July 2017, 0.11 (0-0.41) for August 2018, 

and 0.03 (0-0.16) for January 2019 (Figure 2-2C). Estimated pathogen pressure 

aggregated across roosts (i.e. area under the fitted curve) also varied across years: 0.603 

(0-2.258) for 2017, 0.239 (0-1.339) for 2018 and 0.088 (0-0.881) for 2019. Peak 

prevalence for 2017 was driven by high prevalence from one site (Clunes). Note also 

that sampling for 2017 did not capture the full season, and the confidence interval of the 

fitted estimate was large. These factors will influence the peak amplitude of the fitted 

prevalence, and how precisely the timing of the peak can be estimated. See Appendix 2-

S4 for a full table of sample sizes and fitted values. 

 

While peaks were contemporaneous within seasons across sites, the magnitude and 

precise timing of peak prevalence varied (Figure 2-3). The largest amplitude peak was 

observed for the Clunes roost in July 2017, with an estimated fitted prevalence of 0.25 

(95% confidence interval: 0-0.89), compared with the lowest peak of 0.04 (0-0.26) 

observed at the Toowoomba roost in July 2019 (Figure 2-3). Timing of peaks were 

consistently around the winter period across roost sites (June-August), but the exact 

month varied (Figure 2-3). In 2018, for example, the Toowoomba roost prevalence 
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peaked in July (0.15, 0-0.53), the Redcliffe and Sunnybank roosts in August (Redcliffe: 

0.18%, 0-0.73 and Sunnybank: 0.12, 0-0.76) and the Clunes roost in September (0.17, 

0-0.60). The Burleigh roost did not show a shedding pulse in that year. In 2019, only 

three roosts showed a discernible peak in infection: the Toowoomba roost in July (0.04, 

0-0.26), the Clunes roost in August (0.07, 0-0.34), and the Burleigh roost in September 

(0.06, 0-0.52). Note that confidence intervals were wide, and overlapping, in some 

cases. See Appendix 2-S4 for a full table of sample sizes and fitted values.  

 

Pathogen pressure was variable across roost sites. The lowest shedding intensity 

measured across the study period was observed at the Burleigh roost site (0.09, 95% 

confidence interval: 0.000-0.88) and the highest at the Clunes roost site (1.85, 0.00-

8.12) (Figure 2-4); noting again that confidence intervals were wide (Appendix 2-S5). 

This observation was consistent even when constrained to the period over which all 

roosts were sampled, and therefore omitting the Clunes 2017 data (July 2018 – 

December 2019) (Burleigh: 0.09, 0-0.88, Sunnybank: 0.32, 0-2.08, Toowoomba: 0.51, 

0-3.08, Redcliffe: 0.56, 0-2.87, and Clunes: 0.79, 0-3.65). Patterns in pathogen pressure 

between sites were also consistent across different threshold values (Appendix 2-S5).   
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Figure 2-3: Hendra virus shedding prevalence. Solid curves show fitted prevalence 

estimates, and shading shows fitted 95% confidence intervals, from GAMs fit to the 

time-series prevalence data. Data is aggregated monthly. Prevalence values are 

estimated with a Ct threshold value of ≤35 (approximately ≤1,300 genome copies per 

ml). 
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Figure 2-4: Pathogen pressure across flying-fox roosts. In (A) points show aggregated 

monthly prevalence estimates calculated as the proportion of urine samples positive for 

Hendra virus. Curves shows predicted values from GAMs fit to the time-series 

prevalence data, with area under the curve (which represents pathogen pressure) shaded 

grey. Total pathogen pressure and corresponding 95% confidence interval is shown per 

roost in (B). Prevalence values are estimated with a Ct threshold value of ≤35 

(approximately ≤1,300 genome copies per ml). 
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2.1.5 Discussion 

We show that inferences on viral transmission dynamics (including the magnitude and 

timing of peak pathogen shedding) are dependent on the threshold number of genome 

copies considered to represent infectious virus. These findings question whether 

previously observed low-intensity shedding of Hendra virus outside of the winter 

months (here and in Field et al. (2015)) reflects excretion of infectious virus or 

prolonged shedding of non-infectious RNA. The latter has been observed for many viral 

infections (SARS-CoV, SARS-CoV-2, MERS, Ebola, Zika and Measles viruses) for 

days to months after clearance of infection (Chan et al. 2004; Lin et al. 2012; Oh et al. 

2016; Sissoko et al. 2017; Paz-Bailey et al. 2018; Wölfel et al. 2020). By recognising 

the potential for non-infectious RNA shedding in Hendra virus, and accommodating 

viral load into estimates of prevalence, our new dataset provides a potentially better 

indication of the prevalence of infectious individuals. Estimates of pathogen pressure 

using a conservative cut-off, by then reflecting the shedding intensity of infectious 

samples, provide a relevant measure of infection intensity for spillover risk. 

Understanding pathogen pressure, as a key determinant of the probability of spillover 

(Washburne et al. 2019), will be crucial for developing effective and targeted strategies 

for managing exposure risk.  

 

Our findings suggest that, while Hendra virus RNA detection at low viral loads (high Ct 

values) can occur year-round in subtropical Australia (Field et al. 2015; Páez et al. 

2017), pathogen pressure from bats, and therefore the risk of spillover to horses, is 

minimal outside of winter (June-August), and that large peaks of infectiousness are not 

observed every year. These intra-annual patterns are consistent with winter clustering of 

equine cases in south-east Queensland and north-east New South Wales (Plowright et 
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al. 2015; Smith et al. 2016), and the cases of spillover documented for this study period 

(all recorded between the months of May-September) (Queensland Government 2020). 

The most parsimonious hypothesis proposed to explain intra- and inter-annual patterns 

in Hendra virus infection has been the temporal availability of eucalyptus blossom, the 

preferred food resource of flying-foxes (Parry-Jones & Augee 1991; Kessler et al. 

2018). Low food availability is thought to increase viral shedding and exposure via 

reduced immunocompetence and recrudescence of infection (Giles et al. 2016; Kessler 

et al. 2018). In winter, few species of eucalyptus are in flower (House 1997; Eby & Law 

2008) in direct correspondence with predictable intra-annual patterns of infection. Inter-

annual patterns of infection follow a partially predictable pattern of eucalypt flowering 

phenology relative to cycles of the El Niño-Southern Oscillation (ENSO). Specifically, 

transition from warm/wet conditions in spring/summer (La Niña phase of ENSO) to 

cool/dry conditions in the following autumn/winter has been correlated with reduced 

flowering and increased winter Hendra prevalence in some years (Giles et al. 2018a). 

These conditions preceded the exceptional number of Hendra virus spillover events 

recorded in winter 2011 (18 in total, the largest spillover cluster to date), and conditions 

in winter 2017 in our study period, which aligned with four Hendra virus spillover 

events in the region, including three within a 4-week period (Peel et al. 2017; Eby et al. 

2020; Queensland Government 2020). We observed higher peak shedding prevalence 

and pathogen pressure in 2017, however limited sampling in this year precludes 

meaningful interpretation of these data. Interestingly, pathogen pressure was also high 

in winter 2018, where only one spillover occurred (Queensland Government 2020). It is 

possible that other drivers (e.g. feeding behaviour driving contacts between infected 

flying-foxes and horses) could also be influencing this epidemiology.  
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Our results also highlight roost-specific temporal infection patterns and differences in 

the magnitude of overall pathogen pressure. While shedding pulses tended to be 

concentrated around the winter period for each roost, the timing of pulses was not 

completely synchronous between roost sites. It is possible that infection dynamics may 

be driven by local factors, consistent with analyses in Páez et al. (2017). Local food 

availability within the foraging vicinity of roosts sites is driven by a combination of the 

distribution of tree species (winter and non-winter flowering species, as well as native 

and introduced fruiting species) and climatic conditions that affect cycles of growth and 

flowering (Moncur 1992; Rawal et al. 2014). The maximum foraging radius for 

Australian Pteropus spp. has been estimated at roughly 30–45 km (Giles et al. 2018a) 

but is generally smaller, especially where there is a high density of roosts (Eby et al. in 

prep). Only two sampled roost sites fall within the maximum foraging radius (~40 km 

between the Sunnybank and Redcliffe roosts), and these were the only roosts showing 

peak shedding in the same month (August 2018) and no discernible shedding in 2019. It 

is possible that the observed synchronicity in temporal dynamics at these roosts sites 

reflect matching cycles of nectar production in their surrounding landscape (Giles et al. 

2016). We acknowledge the large confidence intervals around these data, however, 

which may influence how precisely the timing of shedding peaks can be estimated.  

 

The highest pathogen pressure was observed for the Clunes roost site. This roost was 

the closest known occupied roost to two spillover events that occurred during the study 

period (July and August 2017), both of which occurred at sites within 20 km of the 

roost. It was also the closest known roost to an earlier spillover in 2015. These results 

suggest that there are nuanced differences in infection and spillover risk between roosts 

within the same regional area, in addition to broader latitudinal differences previously 
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identified by Field et al. (2015). In Field et al. (2015) individual flying-foxes were 

assumed to mix evenly between roosts across the landscape, meaning that between-

roost infection should be synchronous. Deviations from the assumptions of free-mixing 

in Field et al. (2015) could result in asynchrony in transmission dynamics among roosts, 

resulting in the differences observed in the data here. Indeed, it has been proposed that 

urbanisation of flying-fox roosts has been associated with an increase in residency 

within these roosts (Markus 2001; Eby et al in prep) despite persistence of vast 

nomadism within the population as a whole (Welbergen 2020). As a result, local factors 

could be expected to drive infection patterns to a greater extent than patterns of 

immigration and emigration (Páez et al. 2017).  

 

There is little understanding of what may drive local spatial variation in Hendra virus 

infection and spillover risk. Research to date has focussed on drivers of bat-horse 

contacts as major contributors to spatial variation, and have identified proximity and 

clustering of roosts as risk factors for spillover (McFarlane, Becker & Field 2011; Smith 

et al. 2014a; Martin et al. 2016; Giles et al. 2018a). Our findings illustrate that 

differences in pathogen pressure between roosts may also be a major driver of spillover 

risk, in addition to spatial variation in bat-horse contact patterns. Features of individual 

roosts that may predispose them to infection or localised epidemics are unclear, 

however. Population abundance may be a driver (Páez et al. 2017) but does not appear 

to have consistent effects on infection and spillover (Giles et al. 2016). This may reflect 

heterogeneities in local patterns of bat density, driven by available roosting area, and the 

availability and spatial structure of roosting trees. Fixed distribution of food sources 

within foraging radius may also be a likely driver, if roosts that are prone to high 

intensity pulses experience frequent winter food scarcity (Giles et al. 2018a).  
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In this study we quantitatively measure viral load by running samples alongside positive 

standards (with known genome copy numbers previously quantified using droplet 

digital PCR) to determine exact genome copy numbers of each positive sample. Our Ct 

thresholds are presented alongside these quantitative measures of viral load. Future 

studies that seek to compare with these results should be conscious that Ct values alone 

are not directly comparable, as these are a qualitative measure of viral load and may be 

variable across laboratories (Munster et al. 2009).  

 

We also acknowledge some limitations to interpreting viral load and prevalence from 

pooled samples. Pooled sampling across many individuals (with estimation of 

prevalence based on detection per pooled sample rather than per individual), was first 

described by Chua (2003) as a pathogen surveillance tool for Pteropus bats, and 

underpins all large scale sampling of Hendra virus to date (Field et al. 2011; Edson et 

al. 2015a; Field et al. 2015; Burroughs et al. 2016). This approach may lead to 

overestimation of total prevalence if only one of many individuals contributing to the 

pool are infected (as described in Field et al. 2011; Giles et al. 2018b). This may also 

complicate interpretation of viral load, as the relationship between detected viral load 

and the number of bats contributing to the sample is unknown. (Though, impacts to 

viral load are expected to be low owing to the non-linear log scaling of this metric). 

Pooled sampling is difficult to avoid for these species, however, where capture and 

handling to sample individual bats is time consuming, potentially hazardous and 

expensive, and detection rate of virus in individuals is very low (~4.2%, 95% CI 3.1–

5.6%) (Edson et al. 2019). In this study, we adopted an optimised sampling approach to 

lessen the impact of sample pooling and gain more realistic predictions of prevalence 
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with minimum sampling bias and false negatives, compared with previous under roost 

sampling methods (Giles et al. 2018b). With these sampling amendments, screening of 

populations rather than individuals remains an effective approach to investigating 

Hendra virus infection dynamics in flying-fox populations (Field et al. 2011).  

 

To confirm patterns of shedding from pooled samples, future work on these data could 

compare infection patterns with sampling from individual bats. This would require a 

large dataset to obtain numbers of positive samples needed to evaluate spatio-temporal 

trends. Alternatively, more sophisticated methods of estimating prevalence could also 

be explored. State-space or hidden Markov models in particular may provide a useful 

framework for estimating prevalence from pooled urine samples. Here, the states of 

individuals contributing to sheets (infected and uninfected) could be considered 

unobservable (‘hidden’) states, then the relationship between the unobserved disease 

states and observed data (pooled-sample detection) could be defined by a probability 

function (Cooch et al. 2012). To confirm the relationship between viral load and 

infectiousness, future studies could also formally test the relationship between detection 

of RNA and in vitro infectiousness on cell lines (Munster et al. 2009; Bullard et al. 

2020). As this relationship becomes more clear, future models of bat-pathogen 

dynamics may also consider RNA shedding in models of virus spillover risk.  

 

2.1.6 Conclusion 

Longitudinal studies across time and space are valuable for understanding dynamics of 

infectious disease but are rare for wildlife zoonoses. We present a longitudinal dataset 

of Hendra virus excretion dynamics, with estimates of infectious shedding and pathogen 

pressure. Our new dataset highlights intra- and inter-annual variation in high-intensity 
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pulses of infectious viral shedding in subtropical Australia, with low infection intensity 

and low spillover risk outside of winter (June-August), and variable peaks of 

infectiousness across years and sites. Our results also suggest roost-specific temporal 

patterns of infection and overall pathogen pressure. Collectively, our new dataset lays 

the groundwork for investigating the drivers of Hendra virus infection and transmission 

dynamics in reservoir Pteropus bat populations. Critical evaluation of infection and 

spillover dynamics are important as new data and analytical approaches arise, and new 

findings from this study will be crucial for effective and targeted strategies for 

managing exposure risk of Hendra virus.  
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Appendix 2-S2: Effects of methodological choices on Hendra virus detection 

 

In this appendix we present visuals to check the effects of methodological choices and 

environmental influences on Hendra virus detection. Specifically, we tested for the 

effects of: time of sample collection, sample volume, temperature at the time of sample 

collection, whether samples had begun to evaporate or were in direct sun by the time of 

sample collection, and sample buffer (AVL, VTM or none). These checks were done to 

ensure sample quality prior to the formal analysis.  

 

 

Figure 2-S1: Time of sample collection and Hendra virus detection for continuously 

sampled Queensland roost sites. Grey bars indicate samples negative for Hendra virus, 

and yellow bars samples positive for Hendra virus. There is no systematic relationship 

between time of collection and number of Hendra virus detections. Note that time of 

collection was recorded for only a subset of samples (2,922). 
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Figure 2-S2: Time of sample collection and proportion of Hendra virus detections for 

continuously sampled Queensland roost sites. Facets divide samples collected in winter 

(June-August; time of peak Hendra virus shedding and detection) and non-winter 

months. For periods with higher numbers of samples (>20 samples) there is no 

systematic relationship between time of collection and proportion of Hendra virus 

detections. Note that time of collection was recorded for only a subset of samples 

(2,922).  
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Figure 2-S3: Volume of sample (A) and ratio of sample to buffer (B) and Hendra virus 

detection, for all roost sites. There is no systematic relationship between sample volume 

and number of Hendra virus detections. Note that exact urine volume was recorded for 

only a subset of samples (3,506).  



89 

 

 

 

Figure 2-S4: Temperature at time of sample collection and Hendra virus detection, for 

all roost sites. There is no systematic relationship between temperature at time of 

collection and number of Hendra virus detections within seasons. Note that temperature 

at time of collection was recorded for only a subset of samples (550).  
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Figure 2-S5: Effect of sun exposure (A) and evaporation (B) at time of sample 

collection on the proportion of Hendra positive samples. There is no systematic 

relationship between sun exposure and sample evaporation on Hendra virus detection. 

Note that evaporation and sun exposure information was recorded for only a subset of 

samples (2,289 and 2,077 respectively). 
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Figure 2-S6: Effect of sample preservative on Hendra virus detection. A) shows samples 

overall, and B) samples split by year. Samples were aliquoted into an AVL lysis buffer 

(target 140ul of urine into 560ul buffer), a viral transport medium (VTM, between 200-

1000µl of urine into 1000ul of VTM) or stored without a preservative (NB, up to 

2000µl of urine) for Hendra virus testing. 
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Appendix 2-S3: Excreted viral load over space and time 

 

Figure 2-S7: Viral load aggregated monthly per site. To calculate viral load, positive 

standards (with known genome copy numbers previously quantified using droplet 

digital PCR) were run in parallel with samples to determine exact genome copy 

numbers of each positive sample. Results assume the conservative Ct ≤35 positive cut-

off (approximately ≤1,300 genome copies per ml). 
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2019 8 156 5 0.03 0.01 (0 - 0.1) 

2019 9 185 1 0.01 0.01 (0 - 0.09) 

2019 10 182 2 0.01 0.01 (0 - 0.09) 

2019 11 179 1 0.01 0.01 (0 - 0.1) 

2019 12 212 0 0 0.01 (0 - 0.09) 
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   Chapter 3 – Chapter Introduction 

 

The previous chapter identified spatio-temporal variation in Hendra virus shedding 

prevalence and pathogen pressure between years, seasons and roosts. A major driver of 

this variation could be population density within roosts (Plowright et al. 2016). Previous 

research has shown inconsistencies in the relationships between total flying-fox 

population abundance and Hendra virus shedding and spillover (Giles et al. 2016; Páez 

et al. 2017). These studies do not account for the heterogenous structure of flying-fox 

roosts; whether total abundance is representative of density at scales appropriate for 

transmission has not been investigated.  

 

More broadly, recent reviews on disease modelling practices have flagged inadequacies 

in accounting for key ecological features that define host-pathogen interactions (Gentles 

et al. 2020). These studies have highlighted the importance of nuanced, ecologically 

relevant contexts for transmission (Hopkins et al. 2020), and have called for more 

creative study designs that tease apart underlying transmission mechanisms and their 

relationships to host density (McCallum, Barlow & Hone 2001; De Jong 2002). 

 

In this chapter I investigate the roosting ecology of flying-foxes and provide empirical 

data on the heterogenous nature of roosts. This chapter is comprised of two self-

contained manuscripts for publication. The first presents generalised ecological 

information of mixed-species roosts, and the second presents roosting structure with 

implications for infection dynamics. Collectively, this chapter provides an ecological 

context for understanding viral transmission in heterogeneous flying-fox populations. 
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Chapter 3.1 – Conventional wisdom on roosting behaviour of 

Australian flying-foxes – a critical review, and evaluation using 

new data 

 

3.1.1 Abstract 

Fruit bats (Family: Pteropodidae) are animals of great ecological and economic 

importance, yet their populations are threatened by ongoing habitat loss and human 

persecution. A lack of ecological knowledge for the vast majority of Pteropodid bat 

species presents additional challenges for their conservation and management. In 

Australia, populations of flying-fox species (Genus: Pteropus) are declining and 

management approaches are highly contentious. A recent review by Roberts et al (2021) 

highlighted that 60% of Australian flying-fox roosts are exposed to management 

regimes involving habitat modification, either through human-wildlife conflict 

management policies (that promote the removal of roost trees), or vegetation restoration 

programs (that may substantially alter the structure of roost vegetation). Details on the 

fine-scale roosting ecology of flying-foxes are not sufficiently known to provide 

evidence-based guidance for these regimes and the impact on flying-foxes of these 

habitat modifications is poorly understood. We seek to identify and test commonly held 

understandings about the roosting ecology of Australian flying-foxes to inform practical 

recommendations and guide and refine management practices at flying-fox roosts. We 

identify 31 statements relevant to understanding of flying-fox roosting structure, and 

synthesise these in the context of existing literature. We then contribute contemporary 

data on the fine-scale roosting structure of flying-fox species in south-eastern 

Queensland and north-eastern New South Wales, presenting a 13-month dataset from 
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2,522 spatially referenced roost trees across eight sites. We show evidence of sympatry 

and indirect competition between species, including spatial segregation of black and 

grey-headed flying-foxes within roosts and seasonal displacement of both species by 

little red flying-foxes. We demonstrate roost-specific annual trends in occupancy and 

abundance and provide updated demographic information including the spatial and 

temporal distributions of males and females within roosts. Insights from our systematic 

and quantitative study will be important to guide evidence-based recommendations on 

restoration and management and will be crucial for the implementation of priority 

recovery actions for the preservation of these species into the future. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Keywords: Pteropus; Pteropodidae; fruit bat; camp; habitat; management; conservation 



103 

 

3.1.2 Introduction 

Fruit bats (Family: Pteropodidae) are animals of extraordinary ecological and economic 

importance (Fujita & Tuttle 1991). As long distance seed dispersers and pollinators, 

fruit bats play a crucial role in the maintenance and regeneration of forest ecosystems 

(Shilton et al. 1999; Hodgkison et al. 2003; Oleksy, Racey & Jones 2015). Moreover, at 

least 289 plant species have been identified as relying on fruit bats for propagation, 

including 448 economically valuable products, making fruit bats important contributors 

to the sustainability of human livelihoods (Fujita & Tuttle 1991). Despite their 

importance, many fruit bat species are in severe decline. Half are listed as near 

threatened to extinct according to the IUCN (88 of the 177 species with sufficient data) 

(IUCN 2020), with human persecution and habitat loss identified as two of the largest 

threats imposed on these species (Jenkins et al. 2007; Acharya, Bumrungsri & Racey 

2011; Andrianaivoarivelo et al. 2011; IUCN 2020). While in some countries measures 

have been taken to reverse this trend – including increased legislative protection (Eby & 

Lunney 2002b; Thiriet 2010; Aziz et al. 2016) and community awareness campaigns 

(Carroll & Feistner 1996; Trewhella et al. 2005; Anthony, Tatayah & De Chazal 2018) 

– conservation and management efforts for the majority of these species remain 

hindered by an enduring absence of ecological knowledge (Fujita & Tuttle 1991; 

Mickleburgh, Hutson & Racey 2002).  

 

These same conservation challenges persist for Australian flying-foxes (Genus: 

Pteropus) despite improved levels of protection. Indiscriminate and widespread 

persecution and killing of flying-foxes were persistent until the ~1990’s (Ratcliffe 1931; 

Fujita & Tuttle 1991; Hall 2002). Species listed as threatened are now afforded national 

protection under the Environment Protection and Biodiversity Conservation Act 1999 
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(EPBC Act) (Department of Agriculture Water and the Environment 1999) and other 

species are protected from harm under state-level native species legislations 

(Department of Environment and Primary Industries State Government of Victoria 

1988; Queensland Government 1992; New South Wales Government 2016). However, 

loss and degradation of roosting habitat continues to pose a substantial threat; the 

identification, management and protection of roosting habitat are listed as priority 

recovery actions for the Vulnerable grey-headed flying-fox (Pteropus poliocephalus) 

and Endangered spectacled flying-fox (P. conspicillatus) (Commonwealth of Australia 

2017a). 

 

Within the last decade there has also been an emerging and accelerating trend of 

urbanisation of flying-fox roost sites and fragmentation of roost populations in Australia 

(Williams et al. 2006; Tait et al. 2014). Flying-foxes are highly gregarious species that 

roost in large communal aggregations known as ‘roosts’ or ‘camps’ (Ratcliffe 1931). 

Flying-foxes roost in the exposed branches of trees and a single roost community can 

collectively number hundreds to hundreds-of-thousands of individuals (National Flying-

Fox Monitoring Program 2017). Roosts are used as daytime rest-stops by animals that 

forage in surrounding areas or as short-term stopover sites by migrating animals and 

function as maternity colonies in the breeding season (Eby & Palmer 1991; Tidemann & 

Nelson 2004). The locations of roosts are generally stable through time (for example 

some roosts have documented histories that exceed 100 years) (Lunney & Moon 1997), 

though patterns of camp occupation can vary, and include roosts that are inhabited 

continuously, seasonally or irregularly (Parry‐Jones & Augee 2001). In addition, roosts 

can display dramatic seasonal variations in abundance as flying-foxes migrate in 

response to large-scale changes in the distribution of food (Eby et al. 1999). 
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Roost structures are transitioning from large roosts that are seasonally occupied by 

nomadic individuals into smaller, continuously occupied roosts in urban areas (Van der 

Ree et al. 2006; Eby et al in review). This fragmentation, or fissioning, of roost 

populations has been attributed to environmental change, both land clearing of winter 

flowering native species in south-eastern Australia (Eby et al. 1999) and the concurrent 

increase in availability of exotic winter food resources in urban areas (Parry‐Jones & 

Augee 2001; Williams et al. 2006). Fissioning of bat roosts in Australia is not unlike 

observations of fragmentation documented for P. medius and P. giganteus across 

Bangladesh, indicating that this may be a common occurrence in Pteropodids (Hahn et 

al. 2014; Epstein et al. 2020; McKee et al. 2020; Olival et al. 2020). As a consequence, 

increasing numbers of roosts have formed near residential housing, particularly in 

metropolitan areas like Sydney, the Gold Coast and Brisbane, despite overall population 

declines (Tait et al. 2014).  

 

These urban roosts often develop into sites of ongoing conflict with neighbours 

(Commonwealth of Australia 2017b) and there has been growing demand to reduce the 

impact of roosts on local communities through active management of flying-fox camps 

(Currey et al. 2018). Roost management policies and guidelines that aim to reduce 

human-wildlife conflict often promote removal of roost trees to create perimeter buffers 

between the roost and private properties, which can exceed 50 meters in some cases 

(State of NSW and Office of Environment and Heritage 2018). In more extreme cases, 

flying-fox roost management permits can be granted to disturb, drive away or destroy 

flying-fox roosts entirely (Mo et al. 2020a; Mo et al. 2020b). 
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Considered together, the number of flying-fox roosts exposed to programs of vegetation 

modification is increasing rapidly in Australia. However, the potential impact of 

modifications to roosting habitat on flying-foxes is largely unknown. Roosting 

requirements of these species are not well understood (Commonwealth of Australia 

2017a) beyond broad scale trends in roosting patterns (e.g. Tidemann et al. 1999; 

Vardon & Tidemann 1999), migration (Eby 1991; Eby et al. 1999) and studies on 

sociality and behaviour (Nelson 1965b; Welbergen 2005; Klose et al. 2009). Detailed 

(fine-scale) spatio-temporal patterns in animal density and tree-use remain unquantified 

(Commonwealth of Australia 2017a), and knowledge on historical usage patterns (e.g. 

Ratcliffe 1931; Nelson 1965b; Tidemann et al. 1999; Vardon & Tidemann 1999) may 

be inconsistent with current usage patterns. This lack of detailed information is of 

particular concern, as current conservation strategies that aim to identify, protect and 

restore important roosting habitat, and practices for managing conflict, are necessarily 

founded on observations that may not fully reflect the habitat requirements of the 

animals. More information is needed to provide baseline ecological data in this time of 

rapid ecological change, and to guide and support vegetation management practices and 

decision-making criteria to provide a realistic representation of the roosting habitat 

needs and preferences of flying-foxes. 

 

In this paper, we seek to identify and evaluate commonly held understandings about the 

roosting ecology of Australian flying-foxes, focusing on species on the Australian 

mainland. We first review ‘grey literature’ (management, recovery and restoration plans 

or reports published by state government and local groups) to identify commonly held 

understandings concerning flying-fox roosting structure. We then review the existing 

empirical literature, to critically evaluate the extent of empirical support for these 
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statements and highlight gaps in empirical evidence. Lastly, we utilise high resolution 

spatial mapping techniques and monthly field observations to systematically and 

quantitatively document spatial and intra-annual temporal patterns in flying-fox roost 

and tree use in south-east Queensland and north-east New South Wales. This approach 

allows us to highlight where quantitative information on flying-fox roosting has been 

missing, and where updated information may be required. Our new dataset is the first to 

capture fine-scale spatial and temporal dynamics of flying-fox roost use in a structured, 

repeatable design, and provides baseline information in a time of rapid ecological 

change. Such systematic and quantitative study will be important for informing 

evidence-based recommendations to guide vegetation modification practices and 

improve roost management strategies for flying-fox conservation. This will be crucial 

for implementation of effective habitat restoration projects and ensure flying-fox 

preservation into the future. 

 

3.1.3 Methods 

Review of grey literature 

Flying-fox management is generally undertaken in line with site-specific roost 

management plans (e.g. EcoLogical 2014; Scenic Rim Regional Council 2015; Council 

of Ipswich 2016), which are adopted by local government councils based on their state’s 

flying-fox camp management policy (e.g. Queensland: SEQ Catchments (2012), State 

of Queensland Department of Environment and Science (2020); and New South Wales: 

State of NSW and Office of Environment and Heritage (2018)). We focused on 

statements made in state-level documents, as these are the primary resource for 

individual roost plans. We extracted all statements made by the documents that 

pertained to flying-fox ecology and the following defined roost management activities: 
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1) routine vegetation management activities (weed removal and trimming under-storey 

vegetation); 2) creation of buffers (either by clearing/trimming canopy trees, or 

disturbing animals at the roost boundary); and 3) restoration interventions. We refer to 

statements common across documents as general “understandings”. 

 

Review of existing empirical support 

We conducted a systematic literature search of peer-reviewed published literature using 

ISI’s Web of Knowledge (July 27th 2020). Keywords were chosen to target studies 

evaluating the within- and between-roost structure of Australian flying-foxes (Table 3-

S1). This included any studies relevant to 1) the physical structure of roosts (e.g. area, 

tree structure, tree/roost selection), 2) the social structure of roosts (e.g. demographic 

and species structuring), 3) roosting behaviour (e.g territoriality and fidelity of 

individuals), 4) movement and migration relating to occupancy and abundance of 

roosts, and 5) roost microclimate. In addition to the literature search, reference lists and 

relevant studies already known to the authors were also screened to identify potentially 

relevant studies not captured by our initial search. We also included empirical support 

from key unpublished sources (e.g. theses).  

 

Empirical data collection 

We collected data on roosting structure at eight sites in south-east Queensland and 

north-east New South Wales (Figure 3-1). These sites were chosen to represent a 

gradient of habitats utilised by flying-foxes, ranging from metropolitan areas of 

Brisbane and the Gold Coast, to roosts in peri-urban and rural areas (Figure 3-1,   
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Table 3-1). All sites were previously documented as having a continuous population of 

grey-headed or black flying-foxes. Little red flying-foxes visited some roost sites 

intermittently, however no roost sites occurred within the distribution of spectacled 

flying-foxes (National Flying-Fox Monitoring Program 2017).    
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Figure 3-1: Map of roost sites included in the study. Grey shading indicates urban land 

cover of dense human habitation (as per Schneider, Friedl & Potere 2009) and grey 

circles are locations of flying-fox roosts. Circles show 45km foraging radii from roost 

study sites (as per Giles et al. 2018a). GIS land-cover data was downloaded from 

Natural Earth (2020) and flying-fox roost locations obtained from the National Flying-

Fox Monitoring Program (2017).   
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We mapped the spatial arrangement of all overstory, canopy and midstory trees in a grid 

network of 10 stratified random subplots (20 x 20 meters each) per roost site. Trees 

were mapped and tagged using tree survey methods described in the “Ausplots Forest 

Monitoring Network, Large Tree Survey Protocol” (Wood et al. 2015). To evaluate 

spatio-temporal patterns in roosting, we revisited all tagged trees and scored the extent 

of species occupancy using the following tree abundance index: 0= zero bats; 1= 1-5 

bats; 2=6-10 bats; 3=11-20 bats; 4=21-50 bats; 5=51-100 bats, 6=101-200 bats, 7= >200 

bats. For a subset of trees (N=60 per site, consistent through time) absolute counts and 

minimum/maximum roosting heights of each species were taken. Overall roost 

perimeter (perimeter of area occupied) was mapped with GPS (accurate to 10 meters) 

immediately after the tree survey to estimate perimeter length and roost area. Total 

abundance at each roost was also estimated with a census count of bats where feasible 

(i.e. where total abundance was predicted to be <5,000 individuals), or by counting bats 

as they emerged in the evening from their roosts (“fly-out”), as per recommendations in 

Westcott et al. (2011). If these counts could not be conducted, population counts from 

local councils (conducted within ~a week of the bat surveys) were used, as total 

abundance of roosts are generally stable over short timeframes (Nelson 1965b). Because 

roost estimates become more unreliable with increasing abundance we also converted 

the total estimated abundance into an index estimate for  use in analyses, as per values 

used by the National Flying-Fox Monitoring Program (2017). Census index categories 

were as follows: 1 = 1-499 bats; 2 = 500-2,499 bats; 3 = 2,500 - 4,999 bats; 4 = 5,000 - 

9,999 bats; 5 = 10,000 - 15,999 bats; 6 = 16,000 - 49,999 bats; and 7 = > 50,000 bats. 

Roosting surveys were repeated once a month for 13 months (August 2018 - August 

2019). More detailed methods of empirical data collection can be found in Appendix 3-

S1 in the Supporting Information. 
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Statistical analyses 

The main statistical comparisons tested with our empirical data were: 1) whether 

frequency of occupation is greater for subplots in ‘core’ areas of the roost compared 

with subplots in irregularly occupied ‘peripheral’ areas (defined by occupation greater 

than or less than 80% of surveys respectively (Appendix 3-S1); 2) whether bat 

occupation decreases with distance from the roost centre (per species); 3) whether bat 

species segregate in vertical space; and 4) whether dominant individuals occupy the 

centre of roosts, and subdominant individuals the outer area (per species). We also 

provide qualitative comparisons of 5) seasonal patterns of abundance and occupancy per 

species; and 6) whether bat species segregate in horizontal space.  

 

We utilised generalized additive models for all statistical comparisons to allow for 

nonlinearity, with random effects modelled with smooth functions. Roost site and 

subplot were modelled using a standard random effects smoothing function. Session 

was modelled using a cyclic cubic regression spline in cases where seasonality in the 

time series was evident (all comparisons except those involving the proportion of male 

black, male grey-headed and combined male bats per tree), otherwise session was 

modelled with a standard random effects smoothing function. We accounted for non-

independence (nesting) of random effects by including an autoregressive model for 

errors in the model (Yang et al. 2012; Laurinec 2017). For the comparisons involving 

evaluation of species, models were run separately for each species owing to differences 

in seasonality of occupation (and so, differences in the fit of cyclic cubic regression 

splines). Error distribution for comparisons were specified according to data type and 

extent of zero-inflation (as per Crawley 2013). We fit the models and performed checks 
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of standardised residuals in R (Version 4.0.2), using the ‘mgcv’ package (functions 

‘gamm’ and ‘gam.check’) (as per Wood 2017). See Appendix 3-S1 in the Supporting 

Information for more detailed information on modelling decisions and a summary table 

of comparisons. Summarised data and annotated R code are available at: < 

https://github.com/TamikaLunn/FF-roost-ecology >. 

 

3.1.4 Results 

From our review of management, recovery and restoration documents published by 

state government, we highlighted 31 commonly held understandings relevant to flying-

fox roosting structure (Table 3-2). From our systematic search for empirical literature 

we generated a total of 79 search results. Of these, 52 were removed through screening 

(10 being outside the Australian mainland, 4 on non-Pteropus species, and 38 focused 

on topics other than roost structure). An additional 18 published studies and 4 

honours/PhD theses were included from citations and the author’s reference collections, 

giving 49 included studies in total (Appendix 3-S1). Lastly, we generated an empirical 

dataset consisting of 13 monthly repeat measures from 2,522 trees across eight roost 

sites. Roost sites contained 118-474 measured and tagged trees each, with an average of 

2 (sparsely structured) to 75 (densely structured) trees per 20x20 meter subplot. Tree 

roosting height and count was recorded for 9,056 trees out of 32,206 repeat measures. 

(Note that our total repeat measures were less than 32,786 owing to cases of tree 

removal through the duration of the survey.) We report model outputs of main interest 

in the main text, but see Appendix 3-S2 in the Supporting Information for full model 

output. Below, and in Table 3-2, we synthesise how commonly held understandings 

compare with existing literature and new data from our study.  
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Use of area 

“Some areas of permanent camps are more consistently occupied ('core areas’) than 

others” 

This understanding was generally reported by previous studies, with none contradicting 

it (Table 3-2). Consistent with these other studies (e.g. Nelson 1965b; Welbergen 2005) 

we observed some areas of roosts to be more consistently occupied than others (Figure 

3-2). Occupancy of subplots ranged between 100% (30 subplots) to under 10% (15 

subplots) across surveys when bats were present in roosts.  

 

“‘Core areas’ are more densely occupied than ‘peripheral areas’” 

Existing empirical data broadly supported this statement (Table 3-2). In our study, 

peripheral areas (those occupied less than 80% of the time) generally were less densely 

occupied than core areas, though density varied substantially across roost site, subplot 

and session (all contributed substantially as random effects). Here, lower density refers 

to both a lower number of bats per subplot in peripheral subplots (-0.581 ± 0.177, p= 

0.001, Figure 3-3), and a lower proportion of occupied trees (-0.222 ± 0.078, p= 0.005, 

Appendix 3-S2). Within subplots, we also note that some trees were more consistently 

used than others, including trees that were occupied in 100% of surveys where bats 

were present at the roost (Appendix 3-S1). The number of bats per tree in irregularly 

occupied trees (occupied less than 80% of the time) were typically lower than for 

regularly occupied trees (-0.606 ± 0.034, p< 0.001). 
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Figure 3-2: Occupancy of subplots across survey period, for surveys when at least one 

bat was present. A) shows the total number of bats per subplot, and B) shows the 

proportion of surveys the subplot was occupied. Facets/colour indicates separate roost 

sites. “C” indicates roosts that have features of contemporary roost types (see Table 

3-1). Note that construction works at the ‘Avondale’ roost during the survey caused the 

bats to shift their roosting location, such that only one subplot was utilised thereafter.  
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Figure 3-3: Occupancy of subplots in ‘core’ and ‘peripheral’ areas, shown by average 

total number of bats per occupied subplot across the survey period. Data is filtered to 

show numbers of bats when subplots were occupied (i.e. unoccupied subplots are 

removed). ‘Core’ subplots were identified as those occupied in at least 80% of surveys 

(when bats present at the roost), and ‘peripheral’ subplots as those occupied less than 

80% of the time. A) Shows areas split by roost site (facet and colour), and B) shows all 

roosts combined. Area displayed in subplot has been cropped to remove extreme 

outliers. “C” indicates roosts that have features of contemporary roost types (see Table 

3-1). 
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We observed negative relationships between bat occupation metrics and distance from 

the roost centre, including in the number of bats per occupied subplot (-1.639 ± 0.016, 

p< 0.001, Figure 3-4) and proportion of occupied trees per subplot (-0.315 ± 0.034, p< 

0.001, Appendix 3-S2). This decline with distance from the centre of subplot was 

largely driven by little red flying-foxes (Figure 3-4). Roost site, subplot and session also 

all contributed substantially as random effects (Appendix 3-S2).  

 

“Roost area fluctuates with total abundance” 

Studies have previously reported changes to total roosting area, but none to date have 

formally quantified the relationship between area and abundance (Table 3-2). From our 

data, we observed substantial fluctuations in total roost area within some roost sites 

across monthly surveys, and overall, a positive relationship with total roost abundance. 

The extent of variation was variable across roosts, however (Figure 3-5). We note that 

relationships between total abundance and area were likely masked in many roosts by 

the large span of population values in some index categories (e.g. index 6 spans 16,000 

- 49,999 bats). It is probable that data of finer resolution may have detected this 

relationship more strongly for roosts in this size range, but are not available in this 

dataset. 
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Figure 3-4: Distance from roost centre and occupancy of bats, shown by the average 

total number of bats per occupied subplot during the survey period. Data is filtered to 

show numbers of bats when trees are occupied (i.e. unoccupied subplots are removed). 

Roost centre is calculated for each survey as the centroid of the roost area at the time of 

the survey. Distance from the centre is calculated as the mean distance of trees in each 

subplot from this centroid, scaled by the maximum observed distance value per session. 

A) shows values per species (line type) split by roost (facets); and B) shows species and 

roost combined. Trend line is by loess fit (local polynomial regression fit) with standard 

error bands (grey shading). “C” indicates roosts that have features of contemporary 

roost types (see Table 3-1). 
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Figure 3-5: Relationship between total roost abundance (x axis) and total roost area (y 

axis) for each roost site. A) shows relationship split by roost (facets) and B) shows 

relationship with roosts combined. Trend line is by loess fit (local polynomial 

regression fit) with standard error bands (grey shading). Note that trend lines could not 

be fitted for all sites and are omitted. “C” indicates roosts that have features of 

contemporary roost types (see Table 3-1). 
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Spatial segregation of species 

Results from our new dataset included systematic recording of the three species that 

occur in south-east Queensland – P. alecto, P. poliocephalus and P. scapulatus. The 

majority of observations were made of P. alecto, and P. poliocephalus, which occupy 

this region continuously through the year. P. scapulatus was found irregularly at some 

roosts, which is consistent with the seasonal migration patterns of this species (Nelson 

1965a). Fine-scale spatial overlap between species was evaluated during surveys when 

multiple species were present (N=73, 70.2% of surveys). Black and grey-headed flying-

foxes co-occurred in 65 surveys (62.5%), black and little red flying-foxes co-occurred in 

17 surveys (16.3%), and grey-headed and little red flying-foxes co-occurred in 9 

surveys (8.7%). We observed roost-dependent support for spatial segregation of species. 

 

“Species share roosts sites, but segregate spatially within” 

Observations from previous studies commonly report co-occupation of roosts by 

multiple species, with anecdotal observations of inconsistent overlap or separation 

within and between trees (Table 3-2). We observed some horizontal spatial segregation 

of species, with species showing preference for discrete areas in roosts. In the ‘Lismore’ 

roost, for example, black flying-foxes were commonly distributed toward the eastern 

part of the roost and grey-headed flying-foxes in the western part of the roost (Appendix 

3-S3). Likewise, in the ‘Clunes’ roost, black flying-foxes were commonly observed 

toward the north-eastern part of the roost and grey-headed flying-foxes in the south-

western part of the roost (Appendix 3-S3). Of 659 occupied subplots across the survey 

period, only 34.1% (225, binomial confidence interval: 0.31-0.38) showed co-

occupation by two different species (Figure 3-6A). Co-occupation of individual trees by 

two different species was also relatively low – across surveys where two species were 
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present, 4.6%-7.9% of occupied trees were co-occupied by two species, versus 92.1-

95.4% that were occupied by only one species (Figure 3-6B). Only six trees were ever 

observed to occupy all three species at once.  

 

“Large influxes of species into roosts (especially little red flying-foxes) can displace 

other species” 

Only one previous study had reported displacement by species, reporting an anecdotal 

observation of black and grey-headed flying-foxes being displaced by little red flying-

foxes (Table 3-2). Our quantitative data document changing distribution of regular 

species occupants in response to (‘invading’) irregular species occupants, supporting 

this prior observation. Little red flying-foxes, in particular, were observed to displace 

black and grey-headed flying-foxes from their usual roosting locations (most notably at 

the ‘Redcliffe’ roost: Appendix 3-S3). Black and grey-headed flying-foxes tended to co-

occur in roosts without too much impact on each other (Appendix 3-S3). 

 

“Species roost at different heights” 

Previously only one study had formally documented differences in roosting height 

between species (Table 3-2). This included record of black flying-foxes and grey-

headed flying-foxes only, and did not provide measures of absolute height (rather, 

roosting in different quadrants of trees) (Welbergen 2005). From our new dataset, we 

observed segregation of species by roosting height, with black flying-foxes typically 

showing the highest roosting heights (average maximum height with interquartile range: 

18.0, 14.6-21.0; average minimum height with interquartile range: 14.3, 11.3-17.2), 

followed by grey-headed (maximum: 15.1, 11.2-18.9; minimum: 12.6, 8.8-16.2), then 

little red flying-foxes (when present) (maximum: 11.4, 9.2-13.6; minimum: 8.8, 7.1-
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10.4) (Figure 3-7). Note, however, that topographical variation within roosts was not 

taken into consideration in measures of height. Differences in heights presented here 

reflect a relative difference in roosting heights from the ground within trees, but may 

not reflect true, realised height relative of the canopy.   

 

Demographic/social structure 

“The majority of roost trees are occupied by mixed groups of adults, with territories 

comprised of a single male and one or more females and their dependent young” 

We commonly observed roost trees to be occupied by mixed groups of sexes, with a 

single tree occupied by one or more males, and one or more females and their dependent 

young. This is inconsistent with general knowledge based on historical studies like 

Nelson (1965a) and Nelson (1965b), but consistent with more contemporary 

observations (Table 3-2). We also observed cases where trees were occupied by entirely 

male individuals (consistent with reports of ‘bachelor male’ trees in Markus (2002)). 

We would note here that a single tree may contain multiple male territories (Markus 

2002; Connell 2003) and the survey methods did not allow inference on the composition 

of individual territories, only individual trees. The proportion of males per tree appeared 

to follow seasonal patterns that was mostly consistent between black and grey-headed 

flying-foxes within roosts (Appendix 3-S2). Some roosts (‘Toowoomba’, ‘Avondale’, 

‘Lismore’) showed an increase in the proportion of males per tree after parturition in 

September/October, while other roosts (‘Sunnybank’, ‘Canungra’) decreased 

immediately after this time. We also did not observe complete segregation of sexes at 

any time of the year, in contrast to Nelson (1965b) who noted complete segregation 

between September until early December, and March to April. 
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Figure 3-6: Co-occupation of subplots (A) and individual trees (B) by species. Total 

subplots/total trees observed are shown in text labels and include subplots/trees across 

sessions where every bat species in the species comparison were present. (e.g. for the 

black and grey-headed flying-fox comparison, only sessions where both black and grey-

headed flying-fox were present were included in the subplot/tree tally). ‘BFF’ refers to 

black-flying-fox, ‘GHFF’ grey-headed flying-fox and ‘LRFF’ little red flying-fox. 

Confidence intervals are binomial, calculated with a Wilson test. 
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Figure 3-7: Difference in roosting height per species, over time. Fill shows average 

roosting height range per species (minimum height to maximum height). Fill boundaries 

(minimum and maximum curves) are by loess fit (local polynomial regression fit). A) 

shows relationship split by roost (facets) and B) shows relationship with roosts 

combined. In A), dashed line represents the average canopy height per site; for roost 

sites where species occupy distinctly different areas (‘Clunes’ and ‘Lismore’), canopy 

height is split by areas the species predominantly occupy. “C” indicates roosts that have 

features of contemporary roost types (see Table 3-1). Note that height data are taken 

from the tree subset only (up to N=60 per roost site), and that trend lines could not be 

fitted for all site by species combinations and are omitted. 
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“Dominant individuals (defined as reproducing males and females) occupy the centre of 

roosts and subdominant individuals (defined as non-reproducing males and females) the 

outer area”  

Prior studies reported inconsistent spatial patterns in flying-fox occupation (Table 3-2). 

From our new dataset, we observed that the proportion of males per tree increased with 

distance from the roost centre (0.15 ± 0.039, p<0.001), though this effect was relatively 

small and variable across roosts and species (Figure 3-8). If we assume that only 

dominant males share their territory with females and their young (Markus 2002; 

Welbergen 2005), a lower proportion of males in trees closer to the centre of roosts may 

indicate that dominant individuals occupy the centre of some roosts and subdominant 

individuals the outer area. The small effect sizes observed would suggest that there is no 

clear spatial structure to reproductive groupings or dominance groupings. This can be 

seen also in maps showing male composition by tree relative to the roost perimeter, 

given in Appendix 3-S4 in the Supporting Information.  

 

Roost abundance/occupancy 

“Individual roosts have distinguishable seasonal patterns of abundance and 

occupation.” & “Intra- and inter-annual variations in abundance can be extreme” 

&“Roost abundance peaks in March” 

Prior studies reported inconsistent patterns in occupancy and abundance (Table 3-2). In 

out dataset, seasonal patterns in abundance and density were roost specific (Figure 3-9). 

Some roosts showed patterns consistent with the general notion that total roost 

abundance peaks towards March (Nelson 1965b; State of NSW and Office of 

Environment and Heritage 2018) (e.g. ‘Redcliffe’, ‘Canungra’ and ‘Clunes’). Others 

showed no considerable fluctuation in abundance (‘Burleigh’) or peaks at other times 
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(‘Toowoomba’, ‘Sunnybank’, ‘Avondale’, ‘Lismore’) (Figure 3-9). The latter cases 

potentially highlight that population dynamics are more strongly driven by local 

dynamics in these roosts (e.g. food availability) (Parry-Jones & Augee 1992; Eby et al. 

1999; Parry‐Jones & Augee 2001; Giles et al. 2016), than reproductive cycles as 

described in Nelson (1965b). Little red flying-foxes showed seasonal trends in 

occupancy and density, peaking in February-March (Appendix 3-S2). Seasonal trends in 

grey-headed and black flying-fox numbers were less consistent between roost sites 

(Appendix 3-S2). 
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Figure 3-8: Proportion of male bats per occupied tree versus distance of tree from the 

roost centre, scaled by the maximum distance value observed per session. A) shows 

values per species (row facet) split by roost (column facet); B) shows combined species 

value pooled by roost. Trend line is by loess fit (local polynomial regression fit) with 

standard error bands (grey shading). ‘BFF’ refers to black-flying-fox, ‘GHFF’ grey-

headed flying-fox and ‘LRFF’ little red flying-fox. “C” indicates roosts that have 

features of contemporary roost types (see Table 3-1). 
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Figure 3-9: Different scales of bat abundance measures through time. A) shows total 

roost abundance; B) shows total roost area; C) shows the proportion of occupied trees 

per subplot; D) shows the total abundance of occupied subplots. Total roost abundance 

is measured by an index score of abundance: 1 = 1-499 bats; 2 = 500-2,499 bats; 3 = 

2,500 - 4,999 bats; 4 = 5,000 - 9,999 bats; 5 = 10,000 - 15,999 bats; 6 = 16,000 - 49,999 

bats; and 7 = > 50,000 bats.  
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3.1.5 Discussion 

The success of efforts to conserve Pteropodid bats across their distribution relies on 

effective population and habitat management. Pivotal to this is a baseline understanding 

of species ecology and behaviour, which is currently lacking for the majority of these 

species (Fujita & Tuttle 1991; Mickleburgh, Hutson & Racey 2002). Here we provide a 

synthesis on all existing literature, as well as an unprecedented empirical dataset, to 

meet that need for Australian species of Pteropus. We highlight that many existing 

beliefs on which conservation and management decisions are based, are unsupported or 

outdated, and suggest that management plans should be updated to incorporate 

improved knowledge. Most importantly, we highlight that a one-size-fits-all approach to 

roost management will be inappropriate, given the extent of variation between sites 

even within a regional area. Roost management guidelines need to be changed to 

promote a more tailored approach that requires preliminary data acquisition before 

management plans are formulated and approved.  

 

Existing understanding not supported 

“Individual roosts have distinguishable seasonal patterns of abundance and occupation” 

All roost sites in our empirical dataset were occupied continuously throughout the year 

by adults and juveniles/sub-adults of both sexes. This type of roost occupation has been 

noted from 1981 onwards (Puddicombe 1981; Parry-Jones 1985) and has become 

common in recent decades (e.g. Aston 1987; Eby 1991; Larsen et al. 2002; Van der Ree 

et al. 2006). This pattern of occupation contrasts to the ‘summer’ and ‘winter’ pattern 

described historically by Nelson (1965a) and Nelson (1965b) and cited in the Flying-fox 

Roost Management Guideline for Queensland, where ‘summer roosts’ of reproducing 

individuals would form between ~September/October and April/May, and ‘winter 
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roosts’ of dispersed animals would form between April/May and September (Ratcliffe 

1931; Nelson 1965a; Nelson 1965b; Parry-Jones & Augee 1991; Parry-Jones & Augee 

1992). For these roost types, overwintering animals at summer roosts were rare, and 

when present, were documented as being predominantly juveniles or lone adult males 

(Nelson 1965b). 

 

While seasonally occupied colonies are still observed (e.g. Klose et al. 2009), an 

increasing number of roosts are now consistently occupied year around, particularly in 

urban areas (Parry‐Jones & Augee 2001; Tait et al. 2014). The cyclic patterns of 

summer aggregation and winter dispersal were originally thought to reflect social 

drivers and availability of resources (Parry-Jones & Augee 1992). Specifically, territory 

formation (from January) and conception (from ~March) (P. poliocephalus and P. 

alecto) (Welbergen 2005) coupled with abundant flowering of native flora in these 

months (Nelson 1965a), were understood to drive and support aggregative living in 

summer/autumn, while decreased food availability and the cessation of mating from 

~May triggered the animals to disperse and adopt a less-gregarious living style in winter 

(Parry-Jones & Augee 1992). This ecology has changed in more recent decades, where 

continuous availability of exotic foods in urban areas has reduced the need for 

migratory behaviours and allows aggregate groups to remain year round (Parry‐Jones & 

Augee 2001; Williams et al. 2006).  

 

Policy documents containing only historical information on flying-fox occupation 

patterns (including the most recent Flying-fox Roost Management Guideline for 

Queensland: State of Queensland Department of Environment and Science (2020)) are 

of concern, as recommendations based on historical usage patterns may be inconsistent 
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with current usage patterns, particularly in urban areas where occupation patterns have 

changed the most (Larsen et al. 2002; Tait et al. 2014), and where human-bat conflict is 

often the highest (Kung et al. 2015). Roost monitoring prior to management actions 

should encompass every season, and not assume that bats will disperse in winter. 

Similarly, contemporary overwintering roosts commonly contain individuals from all 

age and sex groups and may be consistently utilised through time (Larsen et al. 2002; 

Tait et al. 2014). 

 

“The majority of roost trees are occupied by mixed groups of adults, with territories 

comprised of a single male and one or more females and their dependent young” & 

“Dominant individuals (defined as reproducing males and females) occupy the centre of 

roosts and subdominant individuals (defined as non-reproducing males and females) the 

outer area”  

These historic perspectives also describe complete separation of males and females 

between September until early December (the period immediately before parturition, 

during lactation, and before conception) and again post March (after conception) 

(Nelson 1965a; Nelson 1965b). During these times, animals were historically noted to 

segregate by tree or height, such that all social contacts were between individuals of the 

same sex. However, these observations contrast with more recent observations of 

flying-fox social groupings (Puddicombe 1981; McWilliam 1984; Eby et al. 1999; 

Welbergen 2005), and observations from this study. In contemporary roosts, mixed-sex 

groups are commonly present all year around, such that males and females co-occur in 

the roost and within trees year around.  
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Historically, during the times that males and females co-occurred within roosts, four 

types of social groupings were noted: 1) guard groups on the outsides of roosts, 2) 

family groups of one male, one female and one young, 3) other adult groups including 

polygamous males, 4) groups of juveniles. More recent observations, and results from 

this study suggest, however, that there is no clear spatial structure in the distribution of 

the sexes within the roost. Puddicombe (1981) notes that reproductive groups (mixed 

groups of males, females and their young) were uniformly distributed through the camp 

and present in peripheral areas (McWilliam 1984). Additionally, in this study we 

observed randomly distributed groups of mixed males and females, and groups of 

males. This potentially reflects the change in occupancy patterns in flying-fox roosts, 

where aggregative living was historically believed to be driven by strong social drivers 

(i.e. mating), whereas aggregative living in contemporary roosts is thought to be driven 

by continuous resource availability in the urban environment (Parry‐Jones & Augee 

2001; Williams et al. 2006). The observations will have implications for current 

management plans. Specifically, in support of current guidelines, managers should 

avoid management actions during times of the year when females are in late stages of 

gestation and have dependant young that cannot fly on their own (as per 

Commonwealth of Australia 2015; Department of Environment and Science 2020a). 

Importantly (and in contrast to current guidelines), actions scheduled within this time 

should note that restricting work to edges of roosts will likely not circumvent 

disturbances to gestating females and dependant young 

 

Existing understanding supported, but conditional on roost site and local conditions 

“Roost abundance peaks in March” & “Intra- and inter-annual variations in abundance 

can be extreme” 
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March was identified in some management documents as being the time for peak 

abundance in flying-fox roosts (e.g. State of Queensland Department of Environment 

and Science 2020). However, studies on P. poliocephalus and P. alecto identify a 

typical pattern of increasing abundance from September-October (when females give 

birth) until a peak in January-February (when the season's young are able to fly 

independently) (Nelson 1965b; Eby 1991; Eby & Palmer 1991; Parry‐Jones & Augee 

2001). Roost sizes then decrease during March-April (the period of mating) to low 

winter counts in continuously occupied/overwintering roosts, or zero winter counts in 

seasonally occupied summer roosts (Nelson 1965b; Eby 1991; Eby & Palmer 1991). 

These studies note that cyclical patterns of occupation are driven by reproductive factors 

(i.e. timing of birth and independent flight), but highlight that irregular, local dynamics 

of food availability can superimpose variability into these patterns of abundance (Parry-

Jones & Augee 1992). Indeed, many studies note high intra- and inter-annual variability 

in abundance. Parry‐Jones and Augee (2001), for example, note that animals from their 

study roost appeared to migrate away and decrease in abundance in response to a 

blossoming event, presumably to move to a roost in closer proximity to the blossoming.  

 

In our study, some roosts showed patterns consistent with a total roost abundance peak 

towards March (e.g. ‘Redcliffe’, ‘Canungra’ and ‘Clunes’). Others showed either no 

considerable fluctuation in abundance (‘Burleigh’) or peaks at other times 

(‘Toowoomba’, ‘Sunnybank’, ‘Avondale’, ‘Lismore’). Drivers of peaks were variable 

between roosts. For the ‘Redcliffe’ roost, seasonal migration of little red flying-foxes 

from ~January 2019 contributed to a peak in abundance around March (see species 

abundance plots in Appendix 3-S2). For the ‘Lismore’ roost, a blossoming event in 

winter 2018 triggered an influx of nomadic bats into the population, driving the peak 
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observed in August 2018. Dynamics observed in other roosts were likely the result of 

local dynamics of food availability.  

 

We note also that estimates of abundance from our study were much smaller than those 

of historical estimates. Ratcliffe (1931) describes ‘small’ roosts as ~5,000-10,000 

animals, ‘medium’ as 10,000-50,000, and ‘large’ as anything over this size. Ratcliffe 

(1931) also report roosts in northern Queensland with bats ‘into the millions’ (Red 

River) and ‘exceeded a quarter of a million, possibly considerably’ (Burnett River). 

Likewise, Lunney and Moon (1997) report historical observations of flying-foxes in the 

Richmond Valley (1870’s) as into the millions. The maximum roost site observed in 

this current study was ~ 95,000, recorded at the Lismore roost in August 2018 in 

response to a local eucalyptus flowering event. Roost sizes of <5,000 were more 

common for the roost sites surveyed and, extending from the sizes in Ratcliffe (1931), 

may constitute a new category of ‘very small’. Local management areas should expect 

that local conditions can change substantially and rapidly for flying-fox populations, 

resulting in population changes outside of times predicted by demographic driven 

dynamics alone. An understanding of the timing and productivity of flower resources 

within the feeding range of roosts is likely to be of greater importance to forecasting and 

interpreting large population fluctuations than are reproductive considerations. 

 

Existing understanding supported 

“Some areas of permanent camps are more consistently occupied ('core areas’) than 

others” & “‘Core areas’ are more densely occupied than ‘peripheral areas’” & “Roost 

area fluctuates with total abundance” 

Variability in the usage and occupation of areas within roosts have been highlighted in 

management documents (e.g. SEQ Catchments 2012). This includes more persistent 
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usage of ‘core’ areas, higher occupation of ‘core’ areas, and variability in the roost 

perimeter (reflecting expansion and contraction from the core area). All existing 

literature (to our knowledge) and the new data from our study support these 

understandings. We would note however, the distinction between a ‘core/peripheral’ 

roost area and a ‘central/edge’ roost area. We defined the core area based on 

consistency of occupation, not spatial location. Areas identified to be ‘core’ were not 

necessarily in the centre of the roost (see location of roost centroid relative to the roost 

perimeter and surveyed subplots, in Appendix 3-S3). This distinction has not 

necessarily been made in literature and management plans to date but has important 

implications for the interpretation of ‘core’ roosting areas, and management 

recommendations specific for ‘core/central’ or ‘peripheral/edge’ areas. For example, it 

cannot be assumed that buffer creation via vegetation removal from the roost edge will 

not affect a ‘core’ area of bat roosting, and so will not have a substantial impact on 

flying-foxes. Management activities should be prescribed for specific zones in roosts, 

based on prior monitoring of the roost, and recognising the ecological importance of 

different areas (Pallin 2000; Ku-ring-gai Council 2018). In addition, prior monitoring of 

core/peripheral roosting areas will be important to inform the location and potential 

effectiveness of buffer creation. Given the potential for roost area to fluctuate with 

abundance, creation of buffers via vegetation removal may reduce the area of normal 

roost habitat available, and result in an expansion into new areas when flying-fox 

numbers increase (as noted in Currey et al. 2018). The prescription of buffers should be 

planned with care to avoid unintended outcomes during periods of high population 

abundance.  
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“Species share roosts sites, but segregate spatially within” & “Large influxes of species 

into roosts (especially little red flying-foxes) can displace other species” & “Species 

roost at different heights” 

The range of black flying-foxes underwent a phase of rapid southern expansion in the 

late 1990s and early 2000s, increasing the area of overlap with grey-headed flying-foxes 

(Roberts et al. 2012a). As the two species co-occupy roosts where their distributions 

overlap, this process has substantially increased the number of roosts occupied by both 

species, and thereby increased the pertinence of understanding the structure of mixed 

species roosts. There has been relatively little formal documentation of species overlap 

and segregation within roosts. Ratcliffe (1932) noted that sections of roosts were 

occupied by different species - specifically, that little red flying-foxes and black flying-

foxes occupied different areas. Some horizontal separation has also been noted by 

Nelson (1965b) and Klose et al. (2009), and notes of displacement by little red flying-

fox have been described in Birt and Markus (1999). We contribute quantitative, spatial 

information on the extent and overlap little red flying-fox, black flying-fox and grey-

headed flying-fox, extending on the predominantly anecdotal observations underlying 

management documents to date. Findings from our data support common 

understandings of flying-fox roost structure: species commonly showed preferences for 

discrete areas of roosts, and even more commonly, preference for occupation of separate 

trees. We also observed segregation of species by roosting height, with black flying-

foxes showing the highest roosting, followed by grey-headed flying-foxes and little red 

flying-foxes. These findings flag the importance of species monitoring of roost sites 

prior to management interventions. It cannot be assumed, for example, that species 

occupy areas of the roost uniformly, and management actions need to consider areas 

that may be more or less important to vulnerable species, like the grey-headed flying-
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fox. These results also give interesting insights into understanding disease transmission 

dynamics within roosts, relating to the extent of mixing of primary host species (e.g. 

black flying-foxes for Hendra virus) and other species presumed to be incidental hosts 

(e.g. grey-headed and little red flying-foxes).  

 

Final comments and implications for roost management 

State-level management guidelines, including the Flying-fox Camp Management Policy 

(State of NSW and Office of Environment and Heritage 2018) and the Flying-fox Roost 

Management Guideline (State of Queensland Department of Environment and Science 

2020) outline several camp-based management approaches that involve the modification 

or removal of vegetation within roost sites. ‘Routine camp management actions’ include 

the removal of tree branches or whole trees, weed removal, trimming of understorey 

vegetation, and minor habitat augmentation. The aim of such actions are often to 

encourage roosting in alternative areas of the roost (e.g. Geolink 2010; EcoLogical 

2014), or to increase the sustainability of existing roosting habitat for flying-foxes (e.g. 

Ku-ring-gai Council 2018). These actions are considered to be low impact activities 

(Department of Environment and Science 2020b) and do not require referral under the 

EPCB act (Commonwealth of Australia 2015), however these actions may considerably 

alter the structure of roost vegetation and decrease the suitability of a roost as habitat 

(Ku-ring-gai Council 2018). For example, the removal of mature weed vines in the 

canopy and midstory, as well as the clearing of understory, can reduce the structural 

complexity of roost vegetation. This may have immediate and direct effects on roosting 

flying-foxes, and may accidently cause bats to disperse or adjust use of roost trees in 

ways contradictory to conflict management. This may also have long-term, indirect 

implications for the ability of flying-foxes to survive extreme weather events, by 
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altering roost macroclimate and removing physical refuge needed at times of extreme 

heat (Welbergen et al. 2008). 

 

Individual and council-level roost management plans developed by local governments 

under the guidance of these policies, commonly utilise these vegetation management 

measures (e.g. EcoLogical 2014; Logan City Council 2015; Sunshine Coast Regional 

Council 2016; Ku-ring-gai Council 2018), though the long-term implications for flying-

foxes of vegetation works are rarely noted (with the exception of Ku-ring-gai Council 

2018). We recommend that vegetation removal should not be considered low impact by 

default. Routine management actions should follow a mosaic pattern (State of NSW and 

Department of Planning Industry and Environment 2019), or target weeding on a weed-

by-weed case basis (Ku-ring-gai Council 2018), and seek to maintain refuges in the 

mid- and lower storeys at all times. Special care not to disturb bats should be taken in 

identified core areas of the roost.  

 

3.1.6 Conclusion 

This study takes a thorough, multifaceted approach to better understand the ecology of 

flying-fox roost use and structure in Australia. We build upon broad-scale knowledge of 

historic roosting occupancy and abundance patterns, and provide updated baseline 

information on roosting structure in urban and peri-urban roosts by providing fine-scale 

spatial, and temporal data on roost and tree use. Specifically, we demonstrate high 

variation in patterns of occupancy and abundance between roosts sites, and provide 

updated demographic information including the spatial and temporal distributions of 

males and females within roosts. We also show evidence of sympatry and indirect 

competition between species, including spatial segregation of black and grey-headed 
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flying-foxes within roosts, and seasonal displacement of both species by little red 

flying-foxes. The outcomes of this research will be of immediate, practical benefit to 

management and conservation of flying-fox roosts in Australia, and meets research 

needs specifically identified in the draft Recovery Plan for the Vulnerable grey-headed 

flying-fox. The level of spatial and temporal detail provided in our empirical study will 

be important in designing management plans that are sensitive to flying-fox habitat 

needs, and in identifying and protecting important habitat areas within roosts that are 

reflective of current movements and preferences. Most importantly, we highlight that a 

one-size-fits-all approach to roost management will be inappropriate, given the extent of 

variation between sites even within a regional area. Fine-scale information on roost tree 

preferences will also improve understanding of the potential impacts of existing conflict 

management strategies involving vegetation removal, including buffer creation, and can 

guide vegetation removal efforts to heed these habitat requirements. This information is 

timely, and much needed in advance of the recently announced Environmental Trust 

grants program for flying-fox habitat restoration, and in the face of continued and 

increasing urbanisation of flying-foxes in Australia. 
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3.1.8 Supporting Information – Chapter 3.1 

Appendix 3-S1: Supporting Materials and Methods 

 

Details of literature search 

Table 3-S1: Key words and combinations for the systematic literature search of peer-

reviewed published literature using ISI’s Web of Knowledge 

1 “Pteropus” OR “flying-fox” OR “flying fox” OR “fruit-bat” OR “fruit bat” 

2 

“Australia” OR “Queensland” OR “New South Wales” OR “Northern Territory” OR 

“Victoria” OR “South Australia” OR “Western Australia” OR “Australian Capital 

Territory” OR “Tasmania” 

3 “Roost*” OR “Camp*”  

COMBINED: (1 AND 2 AND 3) 
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Detailed methods of empirical data collection 

 

Empirical data collection 

Roost tree mapping 

At each site, the spatial arrangement of all overstory, canopy and midstory trees were 

mapped in a grid network of 10 stratified random subplots (20 x 20 meters each). 

Subplots were stratified throughout perceived “core” (five subplots) and “peripheral” 

(five subplots) roosting areas, classed as areas observed to be frequently occupied (core) 

or infrequently (peripheral) by bats (Welbergen 2005). Core and peripheral areas were 

evaluated from regular observations made prior to roost tree mapping, though note that 

these categories were revised subsequently with the quantitative data. Trees were 

mapped using tree survey methods described in the “Ausplots Forest Monitoring 

Network, Large Tree Survey Protocol” (Wood et al. 2015). Briefly, this involved 

creating a grid network of subplots that were georeferenced at one corner. Distances 

were measured from the N/S or E/W subplot boundaries using an ultrasound distance 

instrument (Vertex Hypsometer, Haglöf Sweden, accurate to 10-30 cm) along the 

defined orientation bearing (Figure 3-S1). Trees within the subplot were then mapped 

with the X-Y coordinate in relation to the georeferenced corner (0,0). To achieve 

maximum accuracy with the Vertex Hypsometer, only distances of up to 10 meters were 

recorded. If a tree was greater than 10 meters from the west/south origin (0 meter) 

subplot boundary, the tree was measured from the opposite (20 meter) subplot 

boundary, and the measured distance subtracted from 20 to give the distance from the 

origin boundary (Figure 3-S1). Each tree was individually tagged and assigned a crown 

class following definitions in the Ausplots survey protocol (Wood et al. 2015) (Figure 

3-S2). 
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Roosting surveys 

To evaluate spatio-temporal patterns in roosting, we revisited all tagged trees and scored 

the extent of species occupancy using the following index: 0= zero bats; 1= 1-5 bats; 

2=6-10 bats; 3=11-20 bats; 4=21-50 bats; 5=51-100 bats, 6=101-200 bats, 7= >200 bats. 

For a subset of trees (N=60 per site) absolute counts and minimum/maximum roosting 

heights of each species were taken. Roosting heights were measured using the Vertex 

Hypsometer. The tree subset was randomly selected, stratified by subplot and crown 

class. Stratifications included six trees per subplot, with one tree in each crown class 

except emergent, from which two trees were chosen. If a specific crown class was not 

present in a subplot, the next crown class down in height was selected instead. The 

selected random subset of trees was consistent through time.  

 

All observations were made from a distance to minimise potential disturbance to bats 

during the survey, and to prevent bats moving away during counting efforts: tagged 

trees were located with the aid of roost maps showing the locations of subplots, and tree 

maps showing the relative X-Y coordinate of trees within subplots. Tree tags and bats 

were viewed through binoculars. Height measurements were conducted after counting, 

as this involved attaching an ultrasound unit to the trunk of the tree of interest, and so 

had a higher potential for disturbing the flying-foxes. Original positions of the lowest 

and highest roosting animals (relative to prominent branches) were noted during 

counting in case animals became disturbed. In general, bats showed minimal response 

to the observers during the surveys, providing they remained quiet, did not move 

quickly, and kept an appropriate distance. This is consistent with other studies on 

flying-foxes, which have noted that bats rarely move from their roosting position unless 

they are disturbed by noise or sudden activity, and that the diurnal activities of flying-
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foxes consist predominantly of sedentary activities like roosting, sleeping, social 

interactions and grooming (Markus & Blackshaw 2002). Most disturbances elicit 

minimal responses (e.g. hanging tensely, or swaying to view the source of disturbance), 

but larger disturbances can result in scrambling or taking flight to avoid perceived 

threats. In the latter case, individuals typically return to their roosting locations 10-20 

minutes once the disturbance has ceased (Markus & Blackshaw 2002). At some of our 

sites, the animals were also habituated to regular human presence along pathways 

underneath the roost (habituation is easily accomplished in flying-foxes (Welbergen 

2006; Klose et al. 2009)).  

 

Overall roost perimeter was mapped with GPS (accurate to 10 meters) immediately after 

the tree survey to estimate perimeter length and roost area. The roost perimeter 

boundary was defined as per (Clancy & Einoder 2004), by walking directly underneath 

roosting flying-foxes, to delineate between inhabited and uninhabited roosting habitat. 

The area around the roost was also searched to ensure that there were no substantial 

“satellite” roosts outside the defined area of interest. The GPS perimeter was then 

overlayed with a satellite map of the site, and the total area and location of the roost 

centre (centroid) was calculated in QGIS 3.1. Total abundance at each roost was 

estimated with a census count of bats where feasible (i.e. where total abundance was 

predicted to be <5,000 individuals), or by counting bats as they emerged in the evening 

from their roosts (“fly-out”), as per recommendations in Westcott et al. (2011). If these 

counts could not be conducted, population counts from local councils (conducted within 

roughly a week of the bat surveys) were used, as total abundance of roosts are generally 

stable over short timeframes (Nelson 1965b). Because roost estimates become more 

unreliable with increasing abundance, we also converted the total estimated abundance 
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into an index estimate, as per values used by the National Flying-fox Monitoring 

Program (National Flying-Fox Monitoring Program 2017). Index categories were as 

follows: 1 = 1-499 bats; 2 = 500-2,499 bats; 3 = 2,500 - 4,999 bats; 4 = 5,000 - 9,999 

bats; 5 = 10,000 - 15,999 bats; 6 = 16,000 - 49,999 bats; and 7 = > 50,000 bats. 

Roosting surveys were repeated once a month for 13 months (August 2018 - August 

2019).  
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We then determined whether bat occupation is greater for subplots in ‘core’ areas of the 

roost compared with subplots in irregularly occupied ‘peripheral’ areas using the 

generalized additive modelling approach. This approach was repeated for different bat 

abundance metrics, including total number of bats per occupied subplot and proportion 

of occupied trees per occupied subplot. As difference between species was not of 

primary interest for this comparison, we combined species prior to analyses to give a 

combined bat abundance. We also used generalized additive modelling to determine 

whether bat occupation decreased with distance from the roost centre. For these models, 

we calculated distance as the average distance of trees per subplot (subplot-level 

metrics). Modelling followed the same approach as previously described, but with 

models split by species to allow differences in seasonality of occupation (and so, 

differences in the fit of cyclic cubic regression splines), and with the distance as the 

independent variable.  
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Figure 3-S3: Histogram showing frequency of subplot occupancy. X-axis is the 

proportion of times each subplot was occupied, for surveys when at least one bat was 

present in the roost (bins=0.05), and y-axis and labels show the frequency of each bin. 
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Figure 3-S4: Frequency plot, of the proportion of times individual trees were occupied 

across surveys (for surveys when at least one bat was present in the roost). A) shows 

frequency of tree occupancy split by roost site (facet and colour), and B) shows 

frequency of tree occupancy across roosts combined. Numbers indicate the number of 

trees in each bin. Y-axis is the count of individual trees (for example, in A count of trees 

per facet will sum to the number of trees at the site, for B count of trees will sum to the 

total number of trees).   
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Sympatry of species 

To evaluate the level of species sympatry within trees, we investigated differences in 

roosting height between species. Modelling followed the same approach as previously 

described, but with maximum roosting height as the response, and bat abundance per 

tree included as the independent effect. Models were split by species to allow 

differences in seasonality of occupation (and so, differences in the fit of cyclic cubic 

regression splines). 

 

To evaluate within-roost sympatry of species, we report on the distribution and 

occupancy of species at each site over time. We provide interactive images of species 

kernel density and distribution through time in Appendix 3-S3. Interactive images were 

produced in RMarkdown using the display function from the package EBImage (Pau et 

al. 2010).  

 

Demographic/social structure 

To investigate whether dominant individuals occupy the centre of roosts, and 

subdominant individuals the outer area, we use the proportion of male bats in trees as a 

proxy indicator of dominance groupings. We assume that dominant and non-dominant 

groups reflect mating and non-mating groups respectively, and hence that dominant 

groups are comprised of a low proportion of males (a single male among multiple 

females), and subdominant groups are comprised of a higher proportion of males 

(mixed non-breeding males) (Markus 2002). We modelled the proportion of male bats 

in occupied trees as a function of distance of individual trees from the roost centroid, 

with random effects of site, subplot and survey session, as previously described. We 
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also provide a spatial maps of male groupings relative to the roost perimeter though 

time, in Appendix 3-S4. 

 

Roost abundance/occupancy 

To evaluate seasonal patterns of abundance and occupancy, we show different scales of 

bat abundance measures through time, per roost site. Measures included the number of 

bats per occupied subplot, proportion of occupied trees in occupied subplots, total roost 

area, and total roost abundance, as well as the proportion of male bats per occupied tree 

through time.  
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Appendix 3-S2: Supporting Results 

 

Expanded table of statements and literature support  

 

Table 3-S3: Common understandings in state-level documents. Note that additional evidence from our 13-month empirical study only addresses 

questions that require less than one year of data (i.e. intra-annual patterns in roost structure). Statements not addressed with our empirical data 

are coloured grey. 

Understandings Referenced by Empirical evidence Additional evidence (this 

study) 

  Support Contradict Support Contradict 

Use of area:      

Some areas of permanent camps are more 

consistently occupied ('core areas’) than 

others 

SEQ Catchments 

(2012); EcoLogical 

(2014) 

Welbergen (2005) – reasonably stable centre 

(defined as point of greatest density; varied by 4.8-

23.8 meters). Ephemeral use of edge. Note that 
sampling was inter-annual but not intra-annual 

 

Richards (2002) – refers to a ‘core’ group of 
residents, but does not indicate whether the location 

of core group was consistent through time 

 
Nelson (1965b) – notes peripherally occupied edge 

areas (GHFF) 

 

 Figure 3-2  

‘Core areas’ are more densely occupied than 

‘peripheral areas’ 

SEQ Catchments 

(2012) 

 

Nelson (1965b) – increase in density from outside 

(1-5 animals per tree) to centre (up to 400 animals 

per tree) (GHFF) 
 

Welbergen (2005) – high density at roost centre (8.7 

bats/m2) and low density at edge (0-2 bats/m2) 
(GHFF & BFF) (though note this study selects the 

roost centre from the highest density value) 

 Figure 3-3; 

Figure 3-4; 

Appendix 3-
S2 

 











171 

 

Welbergen (2005) – Main roost site not occupied 
July-October 

 

Vardon and Tidemann (1999) – seasonal migration 
of BFF and LRFF to/from the Darwin region 

 

Parry-Jones and Augee (1992) – seasonal 
occupation of GHFF. Absent July-September 

 

Parry-Jones (1985) – overwintering of roost in 
rainforested valley (occupation June-Sep) (GHFF) 

 
Nelson (1965b) & Nelson (1965a) – note two types 

of roosts: summer (Sep-April) and winter (April-

Sep). Summer camps occupied consecutively across 
years, winter camps used inconsistently and over 

short duration (GHFF & BFF) 

 
Nelson (1965b) & Nelson (1965a) – migration of 

LRFF southward Nov-April 

 
Klose et al. (2009) – Roost not occupied May-

October (GHFF) 

 
Puddicombe (1981) – LRFF southward in summer 

(December-February) 

 

Intra- and inter-annual variations in 
abundance can be extreme 

Commonwealth of 
Australia (2017a) 

 

Westcott and McKeown (2004) – flyout counts 
varied by 20–247% (SFF) 

 

Tait et al. (2014) – seasonal max ~20x higher than 
seasonal min (SFF) 

 

Welbergen (2008) – variable fly-out counts (BFF & 
GHFF) 

 

Welbergen (2005) – variable estimates, between 
26,500 and 30,800 bats (BFF & GHFF) 

 
Large (site specific) change in roost abundance 

within and between years: BFF & LRFF (Vardon & 

Tidemann 1999); LRFF (Ratcliffe 1931; Ratcliffe 
1932); GHFF (Eby 1991; Eby & Palmer 1991; Eby 

& Lunney 2002a; Van der Ree et al. 2006)  

 

Roberts (2005) – trends in abundance remained 
constant within and between years (BFF & GHFF) 

Figure 3-9  
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Roberts et al. (2012a) – seasonal max ~50x higher 
than seasonal min, with relatively stable patterns 

between years (GHFF). Minimal seasonality to BFF 

abundance, but highly variable across years (50x 
higher in annual peak than min) 

 

Richards (2002) – variable abundance, range 1000-
6000 (GHFF) 

 

Parry‐Jones and Augee (2001) – variable 
abundance, range ~10,000 – 50,000. Difference 

between seasonal min and max within years ~ 
20,000 bats (GHFF) 

 

Parry-Jones and Augee (1992) – variable 
abundance, range ~0 – 80,000 (GHFF) 

 

Pallin (2000) – variable between year abundance, 
range from 100s to 80,000 (GHFF). Within year 

fluctuation between 13,000 (winter min) to 45,000 

(summer max) 
 

Meade et al. (2019) – large interannual variation 

(min record 10 ±7 bats, max record 46,169 ± 3,097), 
large intra-annual variation (difference between min 

and max within years ~20,000-40,000) (GHFF) 

 
Loughland (1998) – substantial within-season 

variation (60-30,000 bats within a single dry season) 

(BFF) 
 

Giles et al. (2016) (citing abundance data from the 

Queensland flying-fox monitoring program 
database) – large intra-annual variation (min ~100s 

– max 20,000), predicted by time-lagged changes of 

Eucalypt-focused vegetation indices (proxy for 
nectar availability)  

 

Forsyth, Scroggie and McDonald-Madden (2006) – 
highly variable fly-out counts across a 2-day period 

(Day 1: 4,013 - Day 2: 949) 

 
Eby et al. (1999) – variable fly-out counts across a 

2-day period, but roost dependent (e.g. counts from 

one roost Day 1: 7,700 – Day 2: 400) 
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Additional visuals of empirical data analysis 

 

Figure 3-S5: Occupancy of subplots in ‘core’ and ‘peripheral’ areas, shown by the total 

number of bats per subplot across the survey period. Number of bats is estimated from 

index values, where each tree is assigned a ‘weighted index value’ being the middle 

value of the index range. Data is filtered to show numbers of bats when subplots are 

occupied (i.e. unoccupied subplots are removed). ‘Core’ subplots were identified as 

those occupied in at least 80% of surveys (when bats present at the roost), and 

‘peripheral’ subplots as those occupied less than 80% of the time. A) Shows areas split 

by roost site (facet and colour), and B) shows all roosts combined. Area displayed in 

plot has been cropped to remove outliers. 
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Figure 3-S6: Distance from roost centre and occupancy of bats, shown by the proportion 

of occupied trees per subplot during the survey period. Data is filtered to show numbers 

of bats when trees are occupied (i.e. unoccupied subplots are removed). Roost centre is 

calculated for each survey, as the centroid of the roost area at the time of the survey. 

Distance from the centre is calculated as the mean distance of trees in each subplot from 

this centroid, scaled by the maximum observed distance value per session. A) shows 

values per species (line type) split by roost (facets); and B) shows species and roost 

combined. Area displayed in plot has been cropped to remove outliers. Trend line is by 

loess fit (local polynomial regression fit) with standard error bands (grey shading). 
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Figure 3-S7: Proportion of male bats per occupied tree through time, facetted by roost 

site (columns) and species (rows). Trend line is by loess fit (local polynomial regression 

fit) with standard error bands (grey shading). Vertical blue shading shows approximate 

timing of parturition for grey-headed flying-foxes and black flying-foxes, and vertical 

red shading shows approximate timing of parturition for little red flying-foxes. 
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Figure 3-S8: Number of bats per occupied subplot through time, facetted by roost site 

(columns) and species (rows). Trend line is by loess fit (local polynomial regression fit) 

with standard error bands (grey shading). A) shows relationship split by roost and B) 

shows relationship with roosts combined.  
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Appendix 3-S3: Species density over space and time 

 

Online only interactive images, available at < 

https://drive.google.com/file/d/1VNM5c91lPlf-

aUKOcGhKU8TvtxQHIHiO/view?usp=sharing > 
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Appendix 3-S4: Male composition per tree over space and time 

 

Online only interactive images, available at < 

https://drive.google.com/file/d/1kfXRLUKsrlfNU_0I5SW2nutdAGqzt7KT/view?usp=s

haring > 
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Chapter 3.2 – Counterintuitive scaling between population size 

and density: implications and suggestions for modelling 

transmission of infectious diseases in bat populations 

 

3.2.1 Abstract 

Models of host-pathogen interactions help to understand infection dynamics in wildlife 

populations, and to predict and mitigate the risk of zoonotic spillover. Insights from 

these models inherently depend on the way infectious contacts between hosts are 

modelled, and crucially, how transmission scales with animal density. Bats are 

important reservoirs of zoonotic disease and are among the most gregarious of all 

mammals. Their population structures can be highly heterogenous, underpinned by 

ecological processes across different scales, complicating assumptions regarding the 

nature of density-transmission scaling. Although models commonly parameterise 

transmission using metrics of total abundance, whether this is an ecologically 

representative approximation of host-pathogen interactions is not routinely evaluated. 

We collected a 13-month dataset of roosting Pteropus spp. from 2,522 spatially 

referenced roost trees across eight mixed-species roosts to compare methods for 

estimating density across scales (roost-level, subplot-level, and tree-level). We then 

focus on tree-level measures of abundance and density, the scale most likely to be 

relevant for transmission of virus between tree-roosting Pteropus, and evaluate whether 

roost features at different scales are predictive of local dynamics. Our density estimates 

varied greatly by scale. Estimated mean density of Pteropus at the roost level was 13-

fold lower than the mean estimate at the subplot-level that accounted for heterogenous 

distributions of bats (0.38 bats/m2 vs 5.13 bats/m2). Additionally, roost-level measures 
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(roost abundance and roost area) did not represent tree-level abundance or tree-level 

density, with models explaining minimal variation in tree-level measures. This indicates 

that roost-level measures may not provide adequate approximations for population 

dynamics at scales relevant for transmission. From the best candidate models, the best 

predictor of local population structure was density of trees within roosts which had 

opposing effects on tree-level abundance and density. Roosts with fewer trees had more 

bats per tree, but a lower estimated density within trees. Together, these data highlight 

unpredictable and counterintuitive relationships between bat abundance and density, and 

between measures at different scales. More nuanced modelling of transmission, spread 

and spillover risk from bat populations likely requires alternative approaches to 

integrating contact structure in host-pathogen models, rather than simply modifying the 

transmission function. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Keywords: Contact rate; density-dependent transmission; frequency-dependent 

transmission; heterogeneity; mass action; nonlinearities; pseudo-mass action  
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3.2.2 Introduction 

A central aim of disease ecology is to understand how pathogens spread within host 

populations (Brandell et al. 2020). Implicit to this is the elucidation of a pathogen’s 

transmission dynamics (Smith et al. 2009). For directly transmitted pathogens, 

transmission is effectively the product of the contact rate between hosts, the proportion 

of contacts that are between susceptible and infectious hosts, and the proportion of 

effective contacts that result in infection (McCallum, Barlow & Hone 2001). In models 

of infectious diseases, transmission mechanisms are typically combined into a single 

term, the transmission coefficient (β), and modelled with one of two simplified 

functions that describe how infectious contacts scale with population size: that scaling is 

linear (‘density-dependent’) or independent (‘frequency-dependent’) (McCallum, 

Barlow & Hone 2001; Begon et al. 2002; McCallum et al. 2017). Selecting a function 

that provides a useful approximation for modelling transmission has been debated 

extensively (e.g. McCallum, Barlow & Hone 2001; Begon et al. 2002; Lloyd-Smith et 

al. 2005; Cross et al. 2013), although in practice, the model is often based on the 

transmission route of the pathogen: density-dependent for direct transmission, and 

frequency-dependent for vector-borne or sexual transmission. While this approach may 

accurately reflect transmission at the local scale where contacts happen (though see 

Ryder et al. 2005), there is growing evidence to suggest this may not scale correctly to 

describe transmission in the population as a whole (the ‘global’ scale) (Bjørnstad, 

Finkenstädt & Grenfell 2002; Turner, Begon & Bowers 2003; Smith et al. 2009; Ferrari 

et al. 2011; Cross, Caillaud & Heisey 2013). For example, transmission may be density-

dependent at the local scale, but appear more consistent with frequency-dependent 

transmission at the global scale (Turner, Begon & Bowers 2003; Ferrari et al. 2011; 

Cross, Caillaud & Heisey 2013). Two interrelated questions arising from this paradox 
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need to be answered to more thoroughly consider the nature of transmission in wildlife 

populations: how should density in natural populations be defined and measured, and 

what spatial scales are appropriate for understanding transmission in particular host 

pathogen systems (De Jong 1995; McCallum, Barlow & Hone 2001; De Jong 2002).  

 

Quantifying animal density can be complex. Animal behaviour and heterogeneity in the 

environment can create aggregate distributions of animals that are not adequately 

represented in estimates when divided by total inhabited area (De Jong 2002). Defining 

and measuring density is additionally complicated if animals are distributed in three 

dimensions (i.e. across horizontal and vertical space). Finally, aggregative distributions 

of animals may also deviate from the random-mixing assumption that underlies density-

dependent and frequency-dependent transmission models, if contacts between 

neighbours are more frequent than contacts between distantly spread animals 

(McCallum, Barlow & Hone 2001). An imperative question, therefore, lies in 

determining the appropriate ‘local’ scale at which transmission occurs, and where 

contacts may be more homogenous (McCallum, Barlow & Hone 2001). In addition, for 

highly aggregative species, where local groups form within the global population, 

processes that drive transmission within groups may not match processes that drive 

transmission between groups. In such species, transmission within groups may be 

driven by local group size, while transmission between groups by the structure of the 

population and the connectivity between local groups (De Jong, Diekmann & 

Heesterbeek 1995; Ferrari et al. 2011).  

 

These issues are prevalent across most wildlife disease systems. Indeed, it has been 

suggested that seal colonies are one of the few natural situations where transmission can 
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be adequately modelled with population abundance rather than animal density (De 

Koeijer, Diekmann & Reijnders 1998; McCallum et al. 2017). Issues surrounding the 

definition and estimation of density are particularly problematic in models of zoonotic 

pathogens that have bat reservoirs. Bats are among the most gregarious of all mammals 

– a high proportion of species are social, with some forming the largest aggregations of 

resting mammals known (Kerth 2008). Bats typically gather together during inactive 

periods of the diurnal cycle, either in natural habitat (e.g. tree foliage, tree hollows and 

caves) or anthropogenic structures (e.g buildings, mines and bat boxes) (Kerth 2008). 

Some species switch roosts frequently (e.g. Rhodes 2007) while others regularly return 

to the same roost space, or even to specific locations within the roost (Nelson 1965b; 

Lewis 1995; Markus & Blackshaw 2002). This can also be variable within species (e.g. 

Welbergen 2005; Welbergen et al. 2020). Spatio-temporal changes to roost structure 

and organisation are often observed in response to ecological factors like season, mating 

and gestation, food availability, thermoregulation, parasite accumulation, or site 

disturbance (Lewis 1995; Kerth 2008). By altering rates of contact, spatial and temporal 

changes in bat aggregations can contribute to spatio-temporal dynamics of transmission, 

infection, and risk of disease spillover (Altizer et al. 2006). Framing transmission in 

ecologically relevant contexts will therefore be important for accurate infection 

modelling in these species, where population size often changes dramatically. 

 

In models of bat viral transmission where contact rate is assumed to be density-

dependent, and where pathogen transmission occurs within the roost (generally the case 

if species forage independently), the transmission coefficient is often parameterised 

with total roost abundance (George et al. 2011; Plowright et al. 2011; Wang et al. 2013; 

Hayman 2015; Jeong et al. 2017; Colombi et al. 2019; Epstein et al. 2020). Likewise in 
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statistical models, population size is often fit with total abundance (Serra-Cobo et al. 

2013; Giles et al. 2016; Páez et al. 2017). If the population size is constant (e.g., 

Plowright et al. 2011; Wang et al. 2013) how transmission scales with population size is 

irrelevant. If population size is variable however, parameterisation with total abundance 

implicitly assumes that occupied area remains constant with increasing population size 

(so that roost abundance scales linearly with bat density), and that this is consistent 

across scales. Whether this occurs in reality is not routinely evaluated. Indeed, changes 

to density may be multifaceted and hard to predict - in tree-roosting Pteropus, for 

example, new individuals arriving into the roost could be accommodated by an 

expansion of the total roost area, increasing the number of trees occupied within the 

roost perimeter, or by crowding more animals into occupied individual trees. These 

processes may all occur simultaneously. 

 

Over what spatial scale transmission can reasonably be expected to occur within roosts 

is also a critical question, and one that will define the scale at which density is 

ecologically relevant to infection dynamics. This is likely to depend on: (i) the mode of 

pathogen transmission, (ii) animal behaviour and (iii) the structural heterogeneity in the 

roost environment. First, the mode of transmission will determine the distance over 

which transmission can occur and will frame the scale relevant for population measures 

– transmission via aerosols or droplets, or indirect contact with infectious excretions has 

a greater potential for spread over large distances compared with transmission via direct 

contact, meaning that a larger scale of density estimation may be warranted. Second, 

animal behaviour, specifically range of movement, site fidelity, and tendency to 

aggregate, will influence the spatial extent of contact throughout populations, and so 

also the scale relevant for population measures. Animals that constantly move through 
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their environment will be likely to contact other animals over a greater area than 

animals that are more sedentary, for example. Finally, environmental heterogeneity can 

influence the probability and rate of movement between groups in highly aggregative 

populations, and so influence the rate and extent of spread over space. Currently, there 

is little empirical evidence available to understand how viral transmission depends on 

density in bat populations, or the spatial scale on which density might be relevant. 

Moreover, there is little empirical support for traditional density-dependent viral 

transmission in bats, which may reflect complexity in transmission underpinned by 

ecological processes across different scales (Plowright et al. 2015; McCallum et al. 

2017).  

 

Here we investigate roosting of Australian species of Pteropus, reservoir hosts for an 

emerged paramyxovirus (Hendra virus, HeV) that causes highly lethal disease in horses 

and humans in eastern Australia (Plowright et al. 2011). We present a 13-month dataset 

of roosting Pteropus spp. from 2,522 spatially referenced roost trees across eight roost 

sites, to compare estimates of density across scales (roost-level, subplot-level, and tree-

level). We then focus on tree-level measures of abundance and density and evaluate 

whether roost features at the different scales relate to these local dynamics. We focus 

our analyses on tree-level measures of abundance and density, as this is the scale at 

which the majority of contacts are likely to occur, given the nature of viral transmission 

between bats, and aspects of bat behaviour – while vertical transmission of Hendra virus 

has been documented (Halpin et al. 2000), transmission between bats is assumed to be 

primarily horizontal through contact with infectious urine, either through close contacts 

with individuals, contacts through the vertical tree column (e.g. with excretion from bats 

roosting above), or exposure to clouds of aerosolised urine over small distances (Field 
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et al. 2001; Plowright et al. 2015). In addition, flying-fox activity within roosts is 

limited - bats rarely move from their roosting position after they return at dawn, and 

diurnal activities primarily consist of roosting, sleeping and grooming (Markus & 

Blackshaw 2002). Moreover the roosting positions of individuals can be highly 

consistent, with animals often returning to the same branch of a tree over many weeks 

or months (Markus 2002; Welbergen 2005). Considered together, it is plausible that 

tree-level measures of abundance or density will be the most relevant for framing 

transmission in these species. Through these analyses we aim to provide data on 

ecologically relevant estimates of density for these species and highlight predictors of 

the local density most important for transmission of Hendra virus. Understanding 

gained on the nature of animal density will be important to gain more realistic 

predictions of pathogen invasion and persistence within bat populations. To this end, we 

also propose a framework to help guide incorporation of heterogenous contact structures 

into bat infectious disease models more generally. 

 

3.2.3 Methods 

Data collection 

We collected data on roosting structure of three species (P. alecto, P. poliocephalus and 

P. scapulatus) from eight roost sites in south-east Queensland and north-east New South 

Wales, Australia (Figure 3-10). P. alecto is the primary reservoir for Hendra virus in 

this study region (Goldspink et al. 2015). All sites were previously documented as 

having a continuous population of at least one species of flying-fox (National Flying-

Fox Monitoring Program 2017). Roosting surveys were repeated once a month for 13 

months (August 2018 - August 2019).  
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Methodological details are described in Lunn et al (in prep) (Chapter 3.1). Briefly, we 

mapped the spatial arrangement of all overstory, canopy and midstory trees in a grid 

network of 10 stratified random subplots (20 x 20 meters, 400 m2, each) using an 

ultrasound distance instrument (Vertex Hypsometer, Haglöf Sweden). Trees were 

mapped and tagged using tree survey methods described in the “Ausplots Forest 

Monitoring Network, Large Tree Survey Protocol” (Wood et al. 2015). This approach 

allowed for highly precise spatial mapping of trees, with locations of trees within 

subplots accurate to 10-30 cm. Tagged trees were revisited monthly, and the number of 

bats per tree was visually estimated and recorded per species using an index: 0=no bats, 

1=<5 bats, 2=<10 bats, 3=11-20 bats, 4=21-50 bats, 5=51-100 bats, 6=101-199 bats and 

7= 200+ bats. In total 2,522 roost trees were mapped across the eight sites. For a subset 

of trees (N=60 per site, consistent through time) absolute counts, minimum roosting 

height, and maximum roosting height of each species were recorded. The roost 

perimeter boundary (defined as the outermost perimeter delimitating occupied and 

occupied space, as per Clancy and Einoder (2004)) was mapped with GPS (accurate to 

10 meters) immediately after the tree survey by walking directly underneath roosting 

flying-foxes. This track was used to calculate perimeter length (m) and occupied roost 

area (m2) (QGIS 3.1). Total abundance at each roost was estimated with a census count 

of bats where feasible (i.e. where total abundance was predicted to be <5,000 

individuals), or by counting bats as they emerge in the evening from their roosts (“fly-

out”), as per Westcott et al. (2011). If these counts could not be conducted, population 

counts from local councils (conducted within ~a week of the bat surveys) were used, as 

total abundance of roosts are generally stable over short timeframes (Nelson 1965b). 

Because roost estimates become more unreliable with increasing abundance, we 

converted the total estimated abundance into an index estimate, as per values used by 
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the National Flying-Fox Monitoring Program (2017). Index categories were as follows: 

1 = 1-499 bats; 2 = 500-2,499 bats; 3 = 2,500 - 4,999 bats; 4 = 5,000 - 9,999 bats; 5 = 

10,000 - 15,999 bats; 6 = 16,000 - 49,999 bats; and 7 = > 50,000 bats.  

 

All observations were made from a distance to minimise potential disturbance to bats 

during the survey. In general, bats showed minimal response to the observers during the 

surveys, providing they remained quiet, did not move quickly, and kept an appropriate 

distance, consistent with other studies on flying-foxes (Markus & Blackshaw 2002; 

Klose et al. 2009).  

 

Abundance and density estimates 

Information collected during the bat roosting surveys were used to calculate measures of 

bat density and abundance at three scales: roost-level, subplot-level and tree-level. For a 

visual summary of metrics see Figure 3-10.  

 

Roost-level density was calculated as the total roost abundance divided by the total 

roost area (Figure 3-10A). Measures of subplot-level density were estimated with two 

methods: either as a total count per subplot divided by the total subplot area (“subplot-

level density”,  Figure 3-10B), or as the average of fixed-bandwidth weighted kernel 

estimates, estimated using the spatstat package in R (Diggle 1985) (“subplot-level 

kernel density”, Figure 3-10C). Kernel values were estimated using roost tree locations 

weighted by tree-level bat abundance with Gaussian kernel smoothing and a smoothing 

bandwidth of 0.6 (Baddeley 2010). Bandwidth was selected by comparing projected 

kernel density values to expected density values based on within tree abundance and 

canopy area. Kernel averages were calculated per subplot, and averages included only 
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occupied pixels in the subplot (pixel size = 0.156 x 0.156 meters). This latter approach 

has the advantage of explicitly incorporating the distribution of roost trees into the 

density estimate, as well as the number of bats per tree, and can therefore distinguish 

between levels of tree-level aggregation. Note that neither roost nor subplot-based 

density measures consider the vertical distribution of bats.  

 

Tree-level 3-D density was estimated for the tree subset, as the absolute count of bats 

divided by the volume of tree space occupied (i.e. per cubic metre rather than square 

metre, Figure 3-10D). Volume of tree space was calculated from the height range 

occupied (maximum height minus minimum height) and the approximate crown area of 

trees. To estimate crown area of tagged trees, we computed the area of Dirichlet-

Voronoi tessellations from tree distribution maps of canopy trees per subplot, with the 

spatstat package in R (Baddeley 2010). To control for edge effects we imposed a 

maximum crown area of 199 m2 (radius ~8 m) based on mean values reported across 

species of eucalypts in New South Wales (Verma et al. 2014). Overstory trees and trees 

outside of the canopy were also assigned this mean value. Crown area of midstory trees 

were assigned as the first quantile of canopy trees (5.8 m2), to reflect observations that 

trees beneath the canopy were typically smaller than trees within the canopy. Mean 

calculated crown area was 30.4 m2 (crown radius ~ 3.1 m). To investigate whether the 

choice of maximum crown area impacted results, we also repeated analyses for 

additional values of maximum crown area (140 m2, 170 m2 and 230 m2) chosen to cover 

the range in smallest to largest mean values reported for individual eucalypt species in 

Verma et al. (2014). 
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Figure 3-10: Schematic summarising the different scales of data collection (roost, 

subplot and tree) and density measures (A-D) with table highlighting spatial and 

temporal replicates of density measures within the data. Roost-level density (bats/m2) 

(A) was calculated by dividing the total roost abundance by roost area (m2). Subplot-

level density (bats/m2) was calculated either from total subplot count and subplot area 

(m2) (B), or from fixed-bandwidth kernel estimates (bats/m2) (C), calculated from tree 

locations weighted by bat abundance (index values). For (C) shading showing the kernel 

 

 

 Spatial replicates Temporal replicates 

Density measure Overall Per roost Per subplot  

A) Roost-level density (/m2) 8 1 NA 13 

B) Subplot-level density (/m2) 80 10 1 13 

C) Subplot-level kernel density (/m2) 80 10 1 13 

D) Tree-level 3-D density (/m3) 480* 60* 6* 13 

 

Abundance measure 

    

Tree-level abundance 2,522* 118-474 2-75 13 

*Up to this number of replicates. Some measures could not be calculated where there were either no bats or a 

single bat in the tree (e.g. height range). Some trees were also removed or fell during the survey period (N=52). 
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density estimates (light shading = lower density, dark shading = higher density). 

Average kernel density per subplot was calculated from occupied pixels only. Tree-level 

3-D density (bats/m3) (D) was calculated as the absolute count of bats in a single tree 

divided by the approximate volume of tree occupied (height range occupied and crown 

area, estimated by Dirichlet-Voronoi tessellations) (m3). This was calculated for the 

randomly selected subset of trees in the full dataset for which absolute count and height 

measures were available. The total number of data points for each measure can be 

calculated by the number of spatial replicates per roost multiplied by the number of 

temporal replicates. Grey colouring in measure visuals indicates where bats were absent 

and not included in mean calculations. Grey colouring on the map shows urban areas. 
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Statistical analyses 

To evaluate how roost features at different scales influence tree-level abundance and 3-

D density of bats, we fit generalized additive models (GAMs) with restricted (residual) 

maximum likelihood (REML) estimation, Poisson distribution with a log link, and 

random effects of roost site, subplot and survey session with the mgcv package in R 

(Wood 2017). Roost site and subplot were fit with random effects smoothers to account 

for high variability within and between roost sites, and survey session with a cyclic 

cubic regression spline to allow for seasonal variation. We accounted for nesting of 

subplots within roosts by including an autoregressive model for errors in the model 

(Yang et al. 2012; Laurinec 2017). We constructed a candidate set of GAMs comprising 

of a null model of random site, subplot and survey session effects only, alongside 

models with roost features hypothesised to impact tree-level measures: number of trees, 

total roost abundance, total roost area, total subplot abundance, and proportion of trees 

occupied per subplot, fit with the same set of random model effects relevant to that 

scale. We compared GAMs with the Akaike information criterion (AIC) and considered 

models within 2 ΔAIC units to be competitive (Burnham & Anderson 2002). We 

performed checks of standardised residuals to evaluate model fit, as per Wood (2017).  

 

3.2.4 Results 

The dataset includes tree-level abundance estimates from 2,522 spatially referenced 

roosting trees, and tree-level 3-D density estimates from 480 of these trees. Measures 

were repeated monthly for 13 months, however 52 tagged roost trees were cut or fell 

during the survey period, giving a final dataset of 32,206 tree-level abundance measures 

and 6,240 tree-level 3-D density estimates. Mean tree-level abundance was 4 bats per 

tree across all trees (interquartile range: 0-3 bats) and 13 bats per tree across all 
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occupied trees (3-16). A full set of summary data are available at: < 

https://github.com/TamikaLunn/FF-roost-structure > 

 

Comparison of density estimates across scales 

Density estimates varied substantially by scale, both in magnitude and pattern over time 

(Figure 3-11). The highest mean estimate was generated for subplot-level kernel 

density: 5.13 bats/m2 (interquartile range: 2.71-6.09), then subplot-level density: 0.46 

bats/m2 (0.16-0.57), and roost-level density: 0.38 bats/m2 (0.21-0.47). Tree-level 3-D 

density was 0.34 bats/m3 (0.03-0.32). All values are means across roost sites and time. 

Estimates per species showed comparable differences between scales, though temporal 

patterns were variable between species over time (Appendix 3-S5).  

 

Drivers of tree-level 3-D density and abundance 

Among subplot-level models, the most parsimonious predictors of tree-level 3-D 

density were (i) the total abundance within the subplot; (ii) proportion of trees occupied 

within the subplot; and (iii) the density of available roosting trees within the subplot 

(Table 3-3). Density of available roosting (trees/m2) had a large and highly significant 

positive effect on tree-level 3-D density (bats/m3) (9.664 ± 1.492, p <0.0001), as did the 

proportion of trees occupied (1.067 ± 0.301, p <0.0001) (Table 3-4). Subplot-level 

abundance was only a significant contributor when interacting with the proportion of 

trees occupied, but the effect was small (0.001 ± 0.001, p=0.0492) (Table 3-4).  

 

Responses were comparable when modelled with tree-level abundance, for all variables 

except density of available roosting trees (Table 3-4). Density of roosting trees 

(trees/m2) had a substantial and significant negative impact on the abundance of bats per 
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tree (-5.053 ± 0.105, p <0.0001) (Table 3-4), suggesting that abundance per tree is 

higher when fewer trees are available for bats to roost in. Bats occupy more of the tree’s 

vertical space when more bats are present (a pattern consistent across tree crown 

classes, Appendix 3-S6). The difference between tree-level 3-D density and tree-level 

abundance is likely therefore to reflect how bats fill the space within trees in response to 

increasing tree-level abundance.  

 

At the roost level, density of trees was a relatively poor predictor of tree-level 3-D 

density and abundance, and was not in the top-ranking model sets (Table 3-3). All fixed 

terms in the roost-level model had negligible effects on tree-level 3-D density (bats/m3) 

(roost abundance: -0.084 ± 0.06, p=0.159; roost area: -7.3e-5 ± 2.9e-5, p=0.014; and the 

interaction term: 9.5e-6 ± 4.1e-6, p=0.021) and tree-level abundance (roost abundance: 

0.447 ± 0.005, p=<0.0001; roost area: 4.0e-5 ± 2.4e-6, p<0.0001; and the interaction 

term: -3.4e-6 ± 3.3e-7, p<0.0001). 

 

Roost-level predictors explained minimal variation in tree-level 3-D density, with the 

overall most parsimonious GAM only explaining 3.8% of variation (Table 3-3). Models 

with subplot-level and tree-level predictors explained more variation, but still very little 

(subplot-level: 11.7% of variation; tree-level: 13.6% of variation). The explanatory 

power of models were comparable when species were modelled separately (Appendix 

3-S7 in the Supporting Information). Explanatory power and rankings were comparable 

for models with tree-level abundance as the response variable (7.8% - 11.6% between 

top ranking models) (Appendix 3-S8 in the Supporting Information). 
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Figure 3-11: Comparison of density estimates across scales. Note that roost- and 

subplot-level density measures do not consider the vertical distribution of bats (bats 

/m2) where tree-level 3-D density does (bats /m3). 
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Neither estimated tree-level 3-D density, nor model outputs, varied substantially under 

different values realistic for eucalyptus species (Appendix 3-S9). Full model outputs for 

both response variables are given in Appendix 3-S7 and Appendix 3-S8 in the 

Supporting Information. 

 

3.2.5 Discussion 

We evaluated animal abundance and density at multiple scales to identify the most 

relevant scale of measurement for understanding viral transmission. We used an 

extensive empirical dataset of roosting Pteropus spp. collected over 13 months and 

including 2,522 spatially referenced roost trees across eight roost sites. Measures most 

commonly used to parameterise models of bat-pathogen interactions (roost-level 

abundance and area) did not reflect measures at scales more relevant for disease 

transmission (tree-level abundance or density), with roost-level models explaining a low 

amount of variation in tree-level measures. From the best candidate models, the best 

predictor of local population dynamics was the density of trees. Roosts with a higher 

density of trees typically had more bats per tree, but a lower density of bats within these 

trees. These results have implications for the structuring of infectious disease models for 

these species, particularly for pathogens transmitted over small local scales (e.g. within 

roosting trees).  

 

An important consideration for bat-pathogen interactions should be whether local 

abundance or density is the more pertinent measure for transmission-relevant contact 

structure. In subplot-level models the best predictor of tree-level measures (density of 

trees within roosts) had opposing effects on tree-level bat abundance and tree-level 3-D 

bat density. Roosts with a higher density of trees typically had more bats per tree, but a 
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lower 3-D density of bats within these trees. This suggests that, while abundance per 

tree is higher when fewer trees are available for bats to roost in, bats are able to decrease 

their local density by expanding their occupied tree area. Roosts with a sparse tree 

structure may, for example, have larger crown areas or have more foliage height 

available for roosting. For directly transmitted pathogens, density is likely to be the 

relevant measure (as per standard mass action principals). If pathogens are transmitted 

indirectly through contact with urine passed downward through the vertical column, or 

via contact with aerosolised urine particles, then total abundance within trees may be the 

more pertinent measure. To help illustrate this point, we provide a visual in Appendix 3-

S10 in the Supporting Information. Distinction between these measures will be key to 

framing ecologically relevant contact structures.      

 

At the roost level, density of trees was a relatively poor predictor of tree-level 

abundance and 3-D density. Individual roosts in our dataset vary substantially in their 

density of trees across space – as an example, the ‘Redcliffe’ roost has a mean density 

of trees of 0.071 trees per m2 with an interquartile range between 0.036- 0.11 (see 

summary dataset). As a result, the mean density of trees (as used in these roost-level 

models) may not adequately reflect this heterogenous tree structure. The contrasting 

importance of the density of trees between subplot-level and roost-level models may 

indicate that variation in the density of trees is important at localised scales (i.e. patches 

within the roost), but not if measured at the roost level as a broader whole.  

 

Measures of density also varied greatly by scale, likely reflecting the highly aggregative 

nature of bat distribution which is captured to different extents across the scales. 

Estimated mean density of Pteropus at the roost level was 13-fold lower than the 
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subplot-level mean estimate that accounted for heterogenous distributions of bats (0.38 

bats/m2 with an interquartile range of 0.21-0.47, vs 5.13 bats/m2 with an interquartile 

range of 2.71-6.09). At the roost-level, the area of the roost can encapsulate substantial 

unoccupied non-roosting space if trees are sparsely distributed or not occupied, as the 

perimeter of the roost boundary captures the maximum extent of inhabited roosting 

habitat, but not trees that are and are not occupied within this boundary. This contrasts 

with other scales of density estimate in this study, like subplot-level kernel density, 

which more effectively delineate unoccupied and occupied space, and so generate 

higher estimates of density.  

 

Roost-level estimates were closer to the mean estimate of tree-level 3-D density 0.34 

bats/m3 (0.03-0.32) but neither roost-level measures nor subplot-level measures 

captured the heterogeneity in these finer, tree-level estimates. For both tree-level 

measures (abundance and 3-D density) roost-level and subplot-level models explained a 

low level of variation (minimum 3.8% and maximum 13.6% of variation across top 

ranking models). These results likely reflect the highly heterogenous spatial structuring 

of Pteropus bats, and that ecological processes operate in interconnected and complex 

ways to influence animal density across different scales. For example, at the roost level 

a roost population can expand in area in response to increasing total abundance (and so 

remain constant in density), or remain stable in area occupied (and increase in density). 

If a roost does not expand its roost area in response to increasing total abundance (e.g 

due to restrictions on space), bats may either fill more trees within the perimeter of the 

roost (and increase the density of bats at an intermediate subplot level but not the 

density within individual trees, by increasing the proportion of trees occupied), or fill 

already occupied trees (and so increase both intermediate subplot density and local tree-
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level abundance). Whether tree-level 3-D density increases will be determined by how 

much bats increase their utilisation of tree space, which will be driven by the height and 

crown area available for roosting. The implication is that the relationship between total 

roost abundance and density at any scale may be unpredictable, and critically, that roost 

and subplot measures may not provide adequate approximations for population density 

at scales relevant for transmission.  

 

We would note here that our estimates of tree-level 3-D density were based on overall 

estimated crown area, not occupied crown area, and so may be underestimates of true 

density. This is an acknowledged limitation of our approximation of crown area by 

Dirichlet-Voronoi tessellation. True estimates of tree-level density would require 

empirical estimation of occupied crown area in the field. However, crown area can be 

difficult to measure accurately (Verma et al. 2014) and measurement of occupied area 

may not be practical. Our Dirichlet-Voronoi tessellation approach allowed us to 

estimate crown area for a large number of trees which would not have been feasible 

with field methods. While this approach could be influenced by the choice of maximum 

crown area set for edge trees and trees in open areas, we show that neither estimated 

tree-level 3-D density, nor model outputs, varied substantially under different values 

realistic for eucalyptus species (Verma et al. 2014) (Appendix 3-S9).  

 

Framework for heterogenous contact structures in bat-pathogen interactions 

Taken together, the information in this study highlights that models of bat disease that 

assume contact rate is density-dependent, but parameterise transmission with total roost 

abundance, may not be representing contact structures adequately. The implication, is 

that inadequate specification of transmission can produce substantially biased estimates 



219 

 

of the basic reproductive number (R0) and propagate error to model predictions like the 

probability of pathogen invasion and persistence, predicted peak and timing of 

epidemics, and estimates of the force of infection (Borremans et al. 2017; Hopkins et al. 

2020). 

 

Intermediate, non-linear or hybrid transmission functions are a possible alternative to 

standard density-dependence (e.g. Antonovics, Iwasa & Hassell 1995; Ryder et al. 

2007; Cross et al. 2013; Orlofske et al. 2017), but these may not reveal underlying 

mechanisms for the relationship, and as a result, may be hard to select a priori based on 

ecological information, and may not be generalisable or predictive between bat roosts of 

the same species (Smith et al. 2009; Ferrari et al. 2011). Instead of modifying the 

transmission function, in some bat systems it may be more worthwhile to look at 

alternative approaches to integrating contact structure within host-pathogen models, and 

at ecologically relevant scales (De Jong 2002). We therefore propose a framework 

(Figure 3-12) to help guide the incorporation of heterogenous contact structures into 

infectious disease models of bats, in ecologically relevant ways – for example by 

structuring groups within roosts as a metapopulation with density-dependent 

transmission within groups but connectivity between groups modelled with a separate 

parameter. Our framework prompts ecological questions that may be relevant for 

specifying transmission within bat models. They include whether bats mix 

homogenously throughout the roost, or mix within smaller subgroups; how population 

or group contacts are expected to change with increasing abundance; and whether roost 

or group area fluctuate with abundance.  
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Figure 3-12: Suggested framework for incorporating contact structure (abundance and 

density data) into bat infectious disease models in ecologically informed ways. 

Suggestions for transmission structure are bolded. Continue the length of the decision 

tree for the full suggestion on transmission specification. This framework is not 

exhaustive but instead aims to highlight the types of ecological questions that may be 

relevant for specifying contact structure within models. This framework assumes 

transmission is through direct contact. Note that this framework focusses on contact 

structure only as a driver of transmission, but other heterogeneities in the transmission 

process could exist (e.g. viral load and the probability of an individual becoming 

infected given an infective dose) (Lunn et al. 2019) (Chapter 5). 
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Given a roost has fluctuating abundance or density, the first step in the framework is to 

consider the nature of mixing in bat roosts. That is, whether bats mix evenly/randomly 

throughout the roost, mix within smaller subgroups, or have other structured contact 

networks. This will determine what scale is ecologically relevant for transmission, and 

so, what scale(s) the model should consider. If bats mix throughout the roost (i.e. all 

individuals have equal likelihood of coming into contact) the mechanisms driving 

contact rate will fall more simply to a choice between density-dependent and frequency-

dependent expected dynamics. If occupied area changes with abundance, models will be 

best parameterised by density, otherwise by either abundance or density.  

 

In cases where individuals interact within aggregate groups that include only a 

proportion of the population, transmission mechanisms may need to be more nuanced to 

include specification of both within- and between-group transmission dynamics. This is 

because the structure of the host population (and the strength of coupling between local 

groups) may drive transmission between groups, and be different to (and/or independent 

of) the nature of within-group contacts (De Jong, Diekmann & Heesterbeek 1995; 

Ferrari et al. 2011). In other mammal systems, this paradox has led to cases where 

dynamics appear to be density-dependent at the within-group scale, but frequency 

dependent at the between-group scale (Turner, Begon & Bowers 2003; Ferrari et al. 

2011; Cross, Caillaud & Heisey 2013). In these cases, models that can distinguish 

within- and between-group transmission pathways may be useful (e.g. metapopulation 

models). If mixing is non-random and based on individual contact networks, individual 

based models may provide a good framework.  
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Consideration of these questions will provide a more ecologically informed, 

mechanistic basis for specifying transmission, but will require more data and more 

computational power. This may or may not be achievable for many Chiropteran species, 

for which basic ecological information is lacking. Even if ecologically informed 

specification of transmission is not possible, consideration of our framework will help 

to highlight cases where traditional density-dependent transmission may fail to 

reproduce data, and why. If integrated into research programmes, this could create the 

opportunity for a model guided fieldwork approach (Restif et al. 2012) and capture bat-

disease systems in a more holistic approach. This framework also assumes transmission 

between bats is direct and occurs predominantly within the roost. This is consistent with 

our knowledge of bat-virus systems of zoonotic importance (Plowright et al. 2015). 

Nevertheless, understanding the nature of density at transmission-relevant scales, and 

building this into transmission dynamics, will be important to gain more realistic 

predictions of pathogen invasion and persistence in bat populations. This will be crucial 

for accurately forecasting disease risk from these animals. 

 

3.2.6 Conclusion 

Transmission is the focal process in host-pathogen interactions. The nature of infectious 

contacts, and how transmission scales with animal density, is complex for bat species 

whose population structures can be highly heterogenous and underpinned by ecological 

processes across different scales. We show that population measures from larger scales 

(roost- and subplot-levels) were not strongly predictive of local tree-level abundance or 

3-D density. Moreover, the highly aggregative spatial structuring of bats in roosts is 

likely to add substantial heterogeneity to the contact structure of roost populations, and 

researchers should carefully consider which scale and modelling method is most 



224 

 

relevant for transmission in bat-pathogen models. Using the framework provided in this 

study, future research on bat-pathogen interaction and infectious disease can include 

ecologically relevant contexts for transmission. This ecologically informed approach 

has an advantage over other statistically based approaches, that aim to encapsulate 

ecological complexities by fitting a variety of epidemic models with intermediate, 

nonlinear relationships between density and contact rate, by allowing selection a priori 

based on ecological information, and may be more generalisable and predictive between 

bat roosts of the same species.  
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3.2.8 Supporting Information – Chapter 3.2 

 

Appendix 3-S5: Comparison of density estimates split by species 

 

Figure 3-S9: Comparison of density estimates across scales for black flying-fox  
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Figure 3-S10: Comparison of density estimates across scales for grey-headed flying-

foxes  
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Figure 3-S11: Comparison of density estimates across scales for little red flying-foxes. 

Note that too few data were collected for roost-level abundance estimates of this species 

to be plotted 
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Appendix 3-S6: Occupied height range as a function of bat abundance per tree 

 

Figure 3-S12: Relationship between number of bats in tree and the range of vertical 

space occupied by bats. Data is split by roost site (columns) and crown class of tree 

(rows). 
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Appendix 3-S7: Complete model output with tree-level 3-D density as response variable 

 

Table 3-S11: Model comparison of roost-level explanatory variables, all species 

combined 

 Model structure  R2  AIC  ΔAIC  

 Roost Index Abundance * Roost Area  0.064  8552.2  0.0  

 Roost Index Abundance * Roost Area + Roost Density Trees  0.064  8560.6  8.4  

 Null Model  0.061  8727.2  175.0  

 Roost Density Trees  0.060  8740.7  188.5  

 

 

Table 3-S12: Output of best roost-level explanatory model, all species combined 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  -0.345 (0.32)  -1.0789   0.2808  

Roost Index Abundance  -0.084 (0.059)  -1.4092   0.1589  

Roost Area  -7.3e-5 (2.9e-5) -2.4691   0.0136  

Roost Index Abundance * Roost Area  9.5e-6 (4.1e-6) 2.3039   0.0213  

Random effects  

Session    0.0000 0.4881  

Site    25.045  <0.001  

 

 

Table 3-S13: Model comparison of roost-level explanatory variables, black flying-fox 

only 

 Model structure  R2  AIC  ΔAIC  

 Roost Abundance * Roost Area  0.066  848.5  0.0  

 Roost Abundance * Roost Area + Roost Density Trees  0.063  851.7  3.2  

 Roost Density Trees  0.043  5511.0  4662.5  

 Null Model  0.044  5511.2  4662.7  

 

 

Table 3-S14: Output of best roost-level explanatory model, black flying-fox only 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  -0.04 (0.505)  -0.0787   0.9373  

Roost Abundance  -0.427 (0.228)  -1.8737   0.0624  

Roost Area  -2.4e-4 (1.1e-4) -2.2362   0.0264  

Roost Abundance * Roost Area  7.2e-5 (3.6e-5) 2.0182   0.0448  

Random effects  

Session    0.8619  0.1315  

Site    0 .0000  0.9374  
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Table 3-S15: Model comparison of roost-level explanatory variables, grey-headed 

flying-fox only 

 Model structure  R2  AIC  ΔAIC  

 Roost Index Abundance * Roost Area  0.036  243.1  0.0  

 Roost Index Abundance * Roost Area + Roost Density Trees  0.067  245.7  2.6  

 Null Model  0.074  3119.3  2876.2  

 Roost Density Trees  0.073  3124.0  2880.9  

 

 

Table 3-S16: Output of best roost-level explanatory model, grey-headed flying-fox only 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  -0.649 (0.927)  -0.7001   0.4866  

Roost Index Abundance  -0.029 (0.159)  -0.1834   0.8551  

Roost Area  -1.1e-4 (9.7e-5) -1.1426   0.2579  

Roost Index Abundance * Roost Area  1.6e-5 (1.3e-5) 1.2362   0.2214  

Random effects  

Session    0 .0000  0.7889  

Site    0 .0000  0.3519  

 

 

Table 3-S17: Model comparison of roost-level explanatory variables, little red flying-

fox only 

 Model structure  R2  AIC  ΔAIC  

 Null Model  0.045  397  0.0  

 Roost Abundance * Roost Area     

 Roost Abundance * Roost Area + Roost Density Trees     

 Roost Abundance * Roost Area     

 

 

Table 3-S18: Output of best roost-level explanatory model, little red flying-fox only 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  -0.498 (0.158)  -3.1455    0.0024  

Random effects  

Session    9.3686  <0.001 

Site    0 .0000  0.2621  
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Table 3-S19: Model comparison of subplot-level explanatory variables, all species 

combined 

 Model structure  R2  AIC  ΔAIC  

 Subplot Abundance * Subplot Prop Trees Occupied + Subplot Density Trees  0.116  7986.9  0.0  

 Subplot Abundance * Subplot Prop Trees Occupied  0.113  8011.4  24.5  

 Null Model  0.078  8464.0  477.1  

 Subplot Density Trees  0.077  8470.2  483.3  

 

 

Table 3-S20: Output of best subplot-level explanatory model, all species combined 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  -2.481 (0.261)  -9.4973   <0.001   

Subplot Abundance  -0.001 (0.001)  -1.3097   0.1904  

Proportion Trees Occupied  1.067 (0.301)  3.5442   <0.001 

Subplot Tree Density  9.665 (1.492)  6.4772   <0.001   

Subplot Abundance * Proportion Trees Occupied  0.001 (0.001)  1.9682   0.0492  

Random effects  

Session    0.2584  0.2857  

Site    13.3949  <0.001   

Subplot    10.4332  <0.001   

 

 

Table 3-S21: Model comparison of subplot-level explanatory variables, black flying-fox 

only 

 Model structure  R2  AIC  ΔAIC  

 Subplot Abundance * Subplot Prop Trees Occupied + Subplot Density Trees  0.116  5418  0.0  

 Subplot Density Trees  0.087  5454.4  36.4  

 Null Model  0.046  5501.7  83.7  

 Subplot Abundance * Subplot Prop Trees Occupied     

 

 

Table 3-S22: Output of best subplot-level explanatory model, black flying-fox only 

Variable  Coef (± se)  t value  F value   p  

Fixed effects  

Intercept  -3.269 (0.283)  -11.5589   <0.001   

Subplot Abundance  -0.001 (0.001)  -1.0383   0.2993  

Proportion Trees Occupied  1.832 (0.452)  4.0555   <0.001 

Subplot Tree Density  14.711 (1.941)  7.5774   <0.001   

Subplot Abundance * Proportion Trees Occupied  -0.0004 (0.002)  -0.1795   0.8576  

Random effects  

Session    7.7549  0.001  

Site    7.6079  <0.001  

Subplot    2.3887  0.004  
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Table 3-S23: Model comparison of subplot-level explanatory variables, grey-headed 

flying-fox only 

 Model structure  R2  AIC  ΔAIC  

 Null Model  0.104  2930.8  0.0  

 Subplot Abundance * Subplot Prop Trees Occupied  0.106  2939.3  8.5  

 Subplot Density Trees  0.100  2940.2  9.4  

 Subplot Abundance * Subplot Prop Trees Occupied + Subplot Density Trees  0.102  2951.6  20.8  

 

 

Table 3-S24: Output of best subplot-level explanatory model, grey-headed flying-fox 

only 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  -1.102 (0.285)  -3.8697   <0.001 

Random effects  

Session    4.0275  0.1368  

Site    26.432  <0.001   

Subplot    23.4528  <0.001  

 

 

Table 3-S25: Model comparison of subplot-level explanatory variables, little red flying-

fox only 

 Model structure  R2  AIC  ΔAIC  

 Null Model  0.045  395.6  0.0  

 Subplot Density Trees  0.037  395.8  0.2  

 Subplot Abundance * Subplot Prop Trees Occupied + Subplot Density Trees     

 Subplot Abundance * Subplot Prop Trees Occupied     

 

 

Table 3-S26: Output of equal best subplot-level explanatory model(s), little red flying-

fox only 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  -0.505 (0.139)  -3.6249    <0.001 

Random effects  

Session    13.9221  <0.001   

Site    0 .0000  0.2634  

Subplot    0.0345  0.2622  
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Table 3-S27: Output of equal best subplot-level explanatory model(s), little red flying-

fox only 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  -0.78 (0.425)  -1.8381   0.0702  

Subplot Tree Density  3.426 (4.745)  0.7219   0.4727  

Random effects  

Session    12.0963  <0.001   

Site    0 .0000  0.3638  

Subplot    5e-04  0.2242  

  

 

Table 3-S28: Model comparison of tree-level explanatory variables, all species 

combined 

 Model structure  R2  AIC  ΔAIC  

 Null Model  0.078  8464.0  0.0  

 Tree Preference  0.124  8493.5  29.5  

 

 

Table 3-S29: Output of best tree-level explanatory model, all species combined 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  -1.052 (0.218)  -4.8226    <0.001   

Random effects  

Session    0 .0000 0.5292  

Site    43.1086  <0.001   

Subplot    15.8137  <0.001   

 

  

Table 3-S30: Model comparison of tree-level explanatory variables, black flying-fox 

only 

Model structure  R2  AIC  ΔAIC  

Tree Preference  0.052  5465.4  0.0  

Null Model  0.046  5501.7  36.3  
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Table 3-S31: Output of best tree-level explanatory model, black flying-fox only 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  -1.681 (0.169)  -9.9457   <0.001   

Tree preference  0.299 (0.128)  2.339   0.0195  

Random effects  

Session    3.6508  0.0153  

Site    2.6441  <0.001 

Subplot    0.3153  0.1833  

 

 

Table 3-S32: Model comparison of tree-level explanatory variables, grey-headed flying-

fox only 

Model structure  R2  AIC  ΔAIC  

Tree Preference  0.164  2891.8  0.0  

Null Model  0.104  2930.8  39  

 

 

Table 3-S33: Output of best tree-level explanatory model, grey-headed flying-fox only 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  -1.102 (0.285)  -3.8697    <0.001 

Random effects  

Session    4.0275  0.1368  

Site    26.432  <0.001   

Subplot    23.4528  <0.001   

 

 

Table 3-S34: Model comparison of tree-level explanatory variables, little red flying-fox 

only 

 Model structure  R2  AIC  ΔAIC  

 Null Model  0.045  395.6  0.0  

 Tree Preference     

 

 

Table 3-S35: Output of best tree-level explanatory model, little red flying-fox only 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  -0.505 (0.139)  -3.6249   <0.001 

Random effects  

Session    13.9221  <0.001   

Site    0.0000  0.2634  

Subplot    0.0345  0.2622  
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Appendix 3-S8: Complete model output with tree-level abundance as response variable 

 

Table 3-S36: Model comparison of roost-level explanatory variables, all species 

combined 

 Model structure  R2  AIC  ΔAIC  

 Roost Index Abundance * Roost Area  0.038  1170093  0.0  

 Roost Index Abundance * Roost Area + Roost Density Trees  0.038  1183101  13008.1  

 Null Model  0.023  1417162  247068.8  

 Roost Density Trees  0.023  1438146  268052.8  

 

 

Table 3-S37: Output of best roost-level explanatory model, all species combined 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  -0.497 (0.278)  -1.7896   0.0735  

Roost Index Abundance  0.447 (0.005)  94.6817   <0.001   

Roost Area  4.0e-5 (2.4e-6) 16.8379   <0.001   

Roost Index Abundance * Roost Area  -3.4e-6 (3.3e-7) -10.33   <0.001   

Random effects  

Session    279427.8566  <0.001   

Site    4046.749  <0.001   

 

  

Table 3-S38: Model comparison of roost-level explanatory variables, black flying-fox 

only 

 Model structure  R2  AIC  ΔAIC  

 Roost Index Abundance * Roost Area + Roost Density Trees  0.073  229681.6  0.0  

 Roost Index Abundance * Roost Area  0.074  230247.1  565.5  

 Null Model  0.038  1190221.9  960540.3  

 Roost Density Trees  0.038  1191907.5  962225.9  

 

 

Table 3-S39: Output of best roost-level explanatory model, black flying-fox only 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  -0.696 (1.392)  -0.5002   0.617  

Roost Index Abundance  1.372 (0.034)  40.5339   <0.001   

Roost Area  1.9e-4 (1.6e-5) 11.7518   <0.001   

Roost Tree Density  -36.093 (17.111)  -2.1093   0.0349  

Roost Index Abundance * Roost Area  -5.6e-5 (5.0e-6) -11.2628   <0.001   

Random effects  

Session    302347.6483  <0.001   

Site    295.4756  <0.001   
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Table 3-S40: Model comparison of roost-level explanatory variables, grey-headed 

flying-fox only 

 Model structure  R2  AIC  ΔAIC  

 Roost Abundance * Roost Area + Roost Density Trees  0.093  187623.5  0.0  

 Roost Density Trees  0.035  821786  634162.5  

 Null Model  0.031  821911.2  634287.7  

 Roost Abundance * Roost Area     

 

 

Table 3-S41: Output of best roost-level explanatory model, grey-headed flying-fox only 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  1.736 (1.12)  1.5493   0.1213  

Roost Abundance  3.094 (0.454)  6.82   <0.001   

Roost Area  2.8e-4 (6.2e-5) 4.5465   <0.001   

Roost Tree Density  -134.064 (2.51)  -53.4136   <0.001   

Roost Abundance * Roost Area  -4.6e-5 (1.0e-5) -4.3908   <0.001   

Random effects  

Session    316.496  0.0048  

Site    12.3675  <0.001   

 

  

Table 3-S42: Model comparison of roost-level explanatory variables, little red flying-

fox only 

 Model structure  R2  AIC  ΔAIC  

 Null Model  0.04  968911  <0.001   

 Roost Density Trees  0.04  1041977.1  73066.1  

 Roost Abundance * Roost Area + Roost Density Trees     

 Roost Abundance * Roost Area     

 

 

Table 3-S43: Output of best roost-level explanatory model, little red flying-fox only 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  -8.981 (1.762)  -5.0966    <0.001   

Random effects  

Session    2490.7848  <0.001   

Site    628.1642  <0.001   
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Table 3-S 44: Model comparison of subplot-level explanatory variables, all species 

combined 

Model structure  R2  AIC  ΔAIC  

Subplot Abundance * Subplot Prop Trees Occupied + Subplot Density Trees  0.117  633335.5  0.0  

Subplot Abundance * Subplot Prop Trees Occupied  0.114  644578.1  11242.6  

Subplot Density Trees  0.035  1233755.2  600419.7  

Null Model  0.031  1301619.9  668284.4  

 

 

Table 3-S45: Output of best subplot-level explanatory model, all species combined 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  -0.156 (0.127)  -1.2267   0.22  

Subplot Abundance  0.004 (4.4e-5)  96.4046   <0.001   

Proportion Trees Occupied  3.498 (0.019)  180.4175   <0.001   

Subplot Tree Density  -5.053 (0.105)  -48.1531   <0.001   

Subplot Abundance * Proportion Trees Occupied  -0.004 (6.3e-5)  -63.6665   <0.001   

Random effects  

Session    3179.6647  <0.001   

Site    5165.8823  <0.001   

Subplot    1409.1576  <0.001   

 

 

Table 3-S46: Model comparison of subplot-level explanatory variables, black flying-fox 

only 

Model structure  R2  AIC  ΔAIC  

Subplot Abundance * Subplot Prop Trees Occupied + Subplot Density Trees  0.148  565819.8  0.0  

Subplot Abundance * Subplot Prop Trees Occupied  0.114  644578.1  78758.3  

Subplot Density Trees  0.050  1074732.2  508912.4  

Null model  0.046  1143922.2  578102.4  

 

 

Table 3-S47: Output of best subplot-level explanatory model, black flying-fox only 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  -0.731 (0.121)  -6.034   <0.001   

Subplot Abundance  0.009 (8.4e-5)  107.2187   <0.001   

Proportion Trees Occupied  4.648 (0.033)  141.7278   <0.001   

Subplot Tree Density  -5.895 (0.164)  -35.8478   <0.001   

Subplot Abundance * Proportion Trees Occupied  -0.011 (1.8e-4)  -62.03   <0.001   

Random effects  

Session    3326.0308  <0.001   

Site    1887.789  <0.001   

Subplot    187.7469  <0.001   
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Table 3-S 48: Model comparison of subplot-level explanatory variables, grey-headed 

flying-fox only 

Model structure  R2  AIC  ΔAIC  

Subplot Abundance * Subplot Prop Trees Occupied + Subplot Density Trees  0.184  356838.6  0.0  

Subplot Abundance * Subplot Prop Trees Occupied  0.184  358867.9  2029.3  

Subplot Density Trees  0.045  775480.8  418642.2  

Null Model  0.044  778546.6  421708.0  

 

 

Table 3-S49: Output of best subplot-level explanatory model, grey-headed flying-fox 

only 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  -2.686 (0.711)  -3.7746   <0.001 

Subplot Abundance  0.011 (0.0001)  85.7006   <0.001   

Proportion Trees Occupied  5.702 (0.034)  166.9831   <0.001   

Subplot Tree Density  -2.117 (0.168)  -12.5931   <0.001   

Subplot Abundance * Proportion trees occupied  -0.014 (0.0002)  -76.6143   <0.001   

Random effects  

Session    3225.1907  <0.001   

Site    324.7249  <0.001   

Subplot    114.0015  <0.001   

 

 

Table 3-S50: Model comparison of subplot-level explanatory variables, little red flying-

fox only 

 Model structure  R2  AIC  ΔAIC  

 Subplot Abundance * Subplot Prop Trees Occupied + Subplot Density Trees  0.164  491541.3  0.0  

 Subplot Abundance * Subplot Prop Trees Occupied  0.164  495813.4  4272.1  

 Null Model  0.146  922172.9  430631.6  

 Subplot Density Trees  0.148  943321.7  451780.4  

 

 

Table 3-S51: Output of best subplot-level explanatory model, little red flying-fox only 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  -7.971 (1.582)  -5.0387   <0.001   

Subplot Abundance  0.002 (0.002)  0.8711   0.3837  

Proportion Trees Occupied  6.419 (0.442)  14.5369   <0.001   

Subplot Tree Density  -6.049 (0.71)  -8.5202   <0.001   

Subplot Abundance * Proportion Trees Occupied  -0.002 (0.003)  -0.7175   0.4731  

Random effects  

Session    758693.6221  <0.001   

Site    855.287  <0.001   

Subplot    5310.7783  <0.001   
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 Table 3-S52: Model comparison of tree-level explanatory variables, all species 

combined 
Model structure  R2  AIC  ΔAIC  

Tree Preference  0.136  1080635  0.0  

Null Model  0.031  1301620  220985.1  

 

 

Table 3-S53: Output of best tree-level explanatory model, all species combined 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  2.512 (0.238)  10.5787   <0.001   

Tree Preference  -1.857 (0.008)  -220.3114   <0.001   

Random effects  

Session    123143.2651  <0.001   

Site    42863.5268  <0.001   

Subplot    10496.5164  <0.001   

 
 

Table 3-S54: Model comparison of tree-level explanatory variables, black flying-fox 

only 

Model structure  R2  AIC  ΔAIC  

Tree Preference  0.192  986234.9  0.0  

Null Model  0.046  1143922.2  157687.3  

 

 

Table 3-S55: Output of best tree-level explanatory model, black flying-fox only 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  0.559 (0.321)  1.739    0.082  

Random effects  

Session    9673.7521  <0.001   

Site    34178.2602  <0.001   

Subplot    36413.3112  <0.001   

 

 

Table 3-S56: Model comparison of tree-level explanatory variables, grey-headed flying-

fox only 

Model structure  R2  AIC  ΔAIC  

Tree Preference  0.075  732394.0  0.0  

Null Model  0.044  778546.6  46152.6  
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Table 3-S57: Output of best tree-level explanatory model, grey-headed flying-fox only 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  -1.301 (1.079)  -1.2053    0.2281  

Random effects  

Session    673878.1991  <0.001   

Site    14703.1078  <0.001   

Subplot    43946.2552  <0.001   

 

 

Table 3-S58: Model comparison of tree-level explanatory variables, little red flying-fox 

only 

Model structure  R2  AIC  ΔAIC  

Tree Preference  0.148  581495.0  0.0  

Null Model  0.146  922172.9  340677.9  

 

 

Table 3-S59: Output of best tree-level explanatory model, little red flying-fox only 

Variable  Coef (± se)  t value  F value  p  

Fixed effects  

Intercept  -3.083 (2.055)  -1.5006   0.1335  

Tree Preference  -4.393 (0.853)  -5.1482   <0.001   

Random effects  

Session    3652844.0701  <0.001   

Site    724090.1141  <0.001   

Subplot    127232.2027  <0.001   
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Appendix 3-S9: Sensitivity analysis - choice of maximum crown area on tree-level 3-D 

density 

 

Table 3-S60: Impact of maximum crown area for edge trees and trees in open areas on 

tree-level 3-D density. Values were chosen to cover the range in smallest to largest 

mean crown area values reported for eucalyptus species in Verma et al. (2014). Bold 

shows value used in this study. Model outputs are for all species combined 

Maximum 

crown area 

Mean 

crown area  

Mean estimated 

density 

(interquartile 

range) (bats/m3) 

Top ranking model 

structure 

R2 AIC 

Roost-level model 

230 m2 33.0 m2  0.34 (0.02-0.32) Roost Index 

Abundance * Roost 

Area 

0.064 8576.3 

199 m2 30.4 m2 0.34 (0.03-0.32) Roost Index 

Abundance * Roost 

Area 

0.064 8552.2 

170 m2 27.9 m2 0.34 (0.04-0.32) Roost Index 

Abundance * Roost 

Area 

0.065 8521.7 

140 m2 25.2 m2 0.35 (0.04-0.32)  Roost Index 

Abundance * Roost 

Area 

0.065 8477.3 

Subplot-level model 

230 m2 33.0 m2 0.34 (0.02-0.32) Sublot Abundance * 

%Trees Occupied + 

Tree Density 

0.116 8018.2 

199 m2 30.4 m2 0.34 (0.03-0.32) Sublot Abundance * 

%Trees Occupied + 

Tree Density 

0.116 7986.9 

170 m2 27.9 m2 0.34 (0.04-0.32) Sublot Abundance * 

%Trees Occupied + 

Tree Density 

0.117 7969.3 

140 m2 25.2 m2 0.35 (0.04-0.32) Sublot Abundance * 

%Trees Occupied + 

Tree Density 

0.118 7929.5 

Tree-level model 

230 m2 33.0 m2 0.34 (0.02-0.32) Null model 0.078 8498.4 

199 m2 30.4 m2 0.34 (0.03-0.32) Null model 0.078 8464 

170 m2 27.9 m2 0.34 (0.04-0.32) Null model 0.079 8443.7 

140 m2 25.2 m2 0.35 (0.04-0.32) Null model 0.079 8399.3 
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Appendix 3-S10: Contact scaling with different transmission routes 

 

Figure 3-S13: Contact scaling with different transmission routes. If pathogens are 

transmitted indirectly through contact with urine droplets passed downward through the 

vertical column, or via contact with aerosolised urine particles, then then total 

abundance within trees may be the more pertinent measure over density within trees. 

For directly transmitted pathogens density is likely to be the relevant measure (as per 

standard mass action principals). 
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   Chapter 4 – Chapter Introduction 

 

In Chapter 3, I presented empirical information on the patterns of flying-fox aggregation 

within roosts, relative to underlying roost tree structures. A key finding from this 

chapter was that flying-fox abundance per tree was higher in roosts with fewer trees 

available for bats to roost in. Combined with results from Chapter 2, where I 

demonstrated empirical differences in viral shedding patterns between roosts, it is 

plausible that differences in vegetation structure and bat aggregation could play a role in 

explaining divergent shedding patterns. As discussed in Chapter 3, the incorporation of 

heterogenous mixing patterns would be a valuable addition to disease models of these 

species. This could be particularly important in the context of habitat loss, where the 

spatial structure of the roosting environment is rapidly changing.  

 

This chapter draws from empirical information presented in Chapters 2 and 3 to explore 

the influence of roost structure on Hendra virus dynamics in flying-foxes. Specifically, I 

aim to explore how infection dynamics (including the probability of outbreak, 

magnitude and speed of epidemics, and extent and speed of spatial spread) are 

influenced by heterogeneity in roost tree structure, and investigate whether the broad 

qualitative patterns of prevalence observed in Chapter 2 can be generated as a result of 

changes in roost structure.  
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Chapter 4.1 – Spatial dynamics of pathogen transmission in 

communally roosting species: impacts of changing habitats on 

bat-virus dynamics 

 

4.1.1 Abstract 

The spatial structure of populations determines their pathogen dynamics. This is 

particularly important for communally roosting species, whose aggregations are often 

driven by the spatial structure of their environment. We developed a spatially explicit 

model for virus transmission within roosts of tree-dwelling bats (Pteropus spp.), 

parameterised to reflect Hendra virus. The spatial structure of roosts were based on data 

from multiple study sites in Australia, and viral transmission between groups of bats in 

trees was modelled as a function of distance between roost trees. Using three levels of 

tree density to reflect anthropogenic changes in bats habitats, we investigate the 

potential effects of recent ecological shifts in Australia on the dynamics of zoonotic 

viruses in reservoir hosts. We show that simulated infection dynamics in spatially 

structured roosts differ from that of mean-field models for equivalently sized 

populations, highlighting the importance of spatial structure in disease models of 

gregarious taxa. Under contrasting scenarios of flying-fox roosting structures, sparse 

tree structures (with fewer trees but more bats per tree) generated higher probabilities of 

successful outbreaks, larger and faster epidemics, and shorter virus extinction times, 

compared to intermediate and dense tree structures with more trees but fewer bats per 

tree. These observations are consistent with the greater force of infection generated by 

structured populations with less numerous but larger infected groups, and may flag an 

increased risk of pathogen spillover from these increasingly abundant roost types. 
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Outputs from our models contribute insights into the basic theoretical understanding of 

epidemics in structured populations, like communally roosting species, as well as 

specific insights into Hendra virus infection dynamics and spillover risk in a situation of 

changing host ecology. These insights will be relevant for modelling studies of other 

communally roosting zoonotic reservoir hosts, as well as other emerging diseases linked 

with habitat modification and changing populations, including coronaviruses like 

SARS-CoV-2.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Keywords: aggregative behaviour; animal aggregation; communal roost; conspecific 

attraction; Henipavirus; heterogeneous mixing; pathogen transmission; roost size  
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4.1.2 Introduction 

Communal roosting, wherein individuals gather for inactive periods of the diurnal cycle 

(Grether et al. 2014), occurs in a wide variety of animals. Examples of communally 

roosting species can be seen across taxa, including in primates (Ansorge, 

Hammerschmidt & Todt 1992), bats (Kerth 2008), birds (Caccamise & Morrison 1988) 

and invertebrates (Finkbeiner, Briscoe & Reed 2012). Aggregations can range in size 

from a few individuals - e.g. tent-making bats (Brooke 1990) and some ‘loosely 

colonial’ seabirds (Coulson 2002), to hundreds or hundreds-of-thousands of individuals 

- e.g. colonial seabirds (Coulson 2002), pre-murmuration roosts of European starlings 

(Goodenough et al. 2017), cave-roosting bats (Willoughby et al. 2017), and species of 

bee (Seeley 1997). Aggregations can vary in density according to roosting behaviour 

(e.g. attachment to individuals or a roosting substrate) and the structure of roosting 

substrates (e.g. size of caves and hollows or distribution of vegetation) (Dollin et al. 

1997; Lunn et al. in prep) (Chapter 3.1). Patterns of communal roosting are particularly 

important in the context of infectious diseases, as the rate of contacts will influence the 

propensity for infection and spread of pathogens. Clustering within communal species 

has been demonstrated to facilitate transmission in a number of animal-parasite systems, 

including white-nose syndrome in bats (Langwig et al. 2012), phocine distemper virus 

in harbour seals (Swinton et al. 1998), and West Nile virus in American crows and 

robins (Diuk-Wasser et al. 2010). Both spatial and temporal patterns in clustering can 

drive transmission, and contribute to observed spatial and temporal dynamics of 

infection (Altizer et al. 2006).  

 

Importantly, habitat modification has the potential to change both spatial and temporal 

aspects of communal roosting, which could be a major contributor to altered infection 
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dynamics in these species. Habitat modification can affect aggregations through the 

addition or loss of roosting structures (e.g. Feldhamer et al. 2003), alteration of group or 

community population sizes (e.g. Davis, Taylor & Major 2012), or the creation of 

structural or behavioural barriers to movement (Tucker et al. 2018). The seasonal 

ecology of some species may also be impacted, for example through altered distribution 

in seasonal resources (e.g. Leveau, Isla & Bellocq 2018). These ecological changes are 

known to have broad impacts on pathogen dynamics: for example, fragmentation of 

species into smaller, disconnected populations can promote faster extinction of 

pathogens by decreasing populations below a critical community size and disrupting 

transmission between host populations (Bartlett 1956). Periods of local pathogen 

extinction can then cause total loss of immunity in populations, and subsequently 

increase the magnitude of epidemics in events when the pathogen is reintroduced 

(Bartlett 1956; Plowright et al. 2011). Despite the recognised importance of ecological 

dynamics on transmission, the epidemiological consequences of fine-scale animal 

aggregations, and changes to both with habitat modification, have not been well studied 

(Altizer et al. 2006). 

 

Hendra virus (HeV) is one of several zoonotic viruses that have emerged from bats in 

recent decades (Eaton et al. 2006). It is a paramyxovirus (Genus: Henipavirus) that 

causes highly lethal disease in horses and humans in eastern Australia (Field et al. 

2001). Surveillance of virus excretion from fruit-bats (Pteropus alecto, the primary host 

in subtropical eastern Australia) has shown strong spatio-temporal variations in virus 

detection in this region (Field et al. 2015), which matches spatial and temporal 

clustering of spillover into horses (Plowright et al. 2015). Two hypotheses on the 

processes driving transmission dynamics within bat populations are: ‘within-host 
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processes’ in which virus persists within individuals, and changes in immune function 

drive the reactivation and shedding of virus; and ‘between-host processes’, in which 

host population dynamics drive transmission through changes in the density of 

susceptible individuals, with virus re-introduction to roosts occurring through 

immigration (Plowright et al. 2016). Concurrent with the emergence of Hendra virus 

has been the observation of dramatic ecological shifts in flying-fox populations 

(Williams et al. 2006; Eby et al in review). Wide-spread land clearing in south-eastern 

Australia has resulted in large-scale fragmentation of flying-fox roosts, and has seen an 

increasing transition from bats forming large roosts of nomadic individuals in areas with 

dense roosting habitat, to small, continuously occupied roosts of resident bats in urban 

areas with sparse roosting habitat (Eby et al. 1999; Tait et al. 2014; Eby et al in review). 

Increased incidence of spillover has been correlated with the rise of these smaller, 

continuously-occupied population groups (Plowright et al. 2011; Eby et al in review). 

Previous studies that have modelled between-host processes in Pteropodid bats have 

considered infection in homogeneous populations (e.g. birth pulses Peel et al. 2014), or 

population heterogeneity at large landscape scales (Plowright et al. 2011), but the role 

of fine scale roost habitat structure remains unexplored, particularly in the context of 

anthropogenic habitat change.  

 

Our objective was to investigate how infection dynamics (including the probability of 

an outbreak, the magnitude and speed of epidemics, and persistence of pathogens) is 

influenced by roost tree structure and total bat abundance. To do this, we utilise 

empirical data on roost tree structure and flying-fox aggregation to develop data-driven, 

spatially-explicit compartmental models, and simulate infection dynamics within 

spatially structured flying-fox roosts. We also investigate how sensitive our models are 
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to the addition of a latent infection period, strength of connectivity between tree-groups, 

and pre-existing immunity within the population. Outputs from our models contribute to 

understanding epidemics in structured populations and provide insights into Hendra 

virus infection dynamics and spillover risk in a situation of changing host ecology. 

These insights will be relevant for modelling other communally roosting zoonotic 

reservoir hosts and will be particularly relevant for gregarious bat species as they, once 

again, return to the forefront of zoonotic emerging infectious disease research. 

 

4.1.3 Methods 

Model description 

We developed spatial compartmental models to approximate stochastic Hendra virus 

epidemics within closed, structured flying-fox roosts. We considered closed systems 

without demographic processes to better isolate the effects of spatial structure on 

infection dynamics. Moreover, as we are mainly interested in short-term dynamics (a 

single year cycle), and flying-foxes have synchronous reproduction (a single birth pulse 

per year) and long lifespans (McIlwee & Martin 2002), we consider the dynamics in the 

period between annual birth pulses and ignore births and deaths, as a first 

approximation. Because the community structure of tree-roosting Pteropid species is 

driven by the spatial structure of trees (Lunn et al. in prep) (Chapter 3.1), and individual 

bats show tree-level fidelity with moderate movement between trees (Markus 2002), we 

opted to use a spatial framework where each tree hosts a group of bats and transmission 

occurs among individuals within and among these groups (“tree-groups”). We specify 

that transmission is a function of distance, and assume 1) the route of transmission is 

through direct contact with infectious urine droplets (as it falls towards the ground 

contacting animals in the three-dimensional roost structure) or by exposure to clouds of 
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aerosolised urine over small (within-tree) distances (Plowright et al. 2015), 2) that there 

is more mixing within tree-groups than between tree-groups (Markus 2002), 3) mixing 

between tree-groups decreases with distance between trees, and 4) mixing within tree-

groups (or between interlocking neighbouring trees) is homogenous. 

 

The force of infection experienced by bats in a given tree i is modelled as: 

λ𝑖(𝑡) = ∑ 𝛽𝑖𝑗𝐼𝑗(𝑡)𝑛
𝑗=1       (eq. 1)  

𝛽𝑖𝑗 is the rate at which susceptible individuals in tree i acquire infection from infectious 

individuals in tree j. The rate of new infections is λi(𝑡)𝑆𝑖(𝑡), where Si are the number of 

susceptible individuals in the ith tree-group, and Ij are the number of infectious 

individuals in the jth tree-group. We assume that transmission is density-dependent 

within tree-groups.  

 

In the absence of data on the force of infection within roosts, we explore the assumption 

that contact rates between bats from different groups decreases with the distance 

between their respective trees. Specifically, we modelled transmission rate between 

tree-groups (denoted i and j) as follows (Lloyd & Jansen 2004): 

𝛽𝑖𝑗 =
𝛽

dij

θ
+1

 if i≠j, and 𝛽𝑖𝑗 = 𝛽 if i=j    (eq. 2)  

where 𝛽 is the within-tree transmission rate, dij is the distance between trees i and j and 

θ is a scaling parameter that controls the decay of transmission with distance. Low 

values of θ correspond to weaker coupling between tree-groups, as there is fast decay in 

transmission with distance. This would be equivalent to bats mixing within their 

individual roost trees, or between very close neighbour trees, only. As θ increases, 

mixing becomes more homogenous as transmission between tree-groups becomes as 

likely as transmission within tree-groups. High values of θ would be equivalent to bats 
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continuously flying throughout the roost and contacting all other bats with equal 

likelihood. In the Supporting Information, we consider an alternative assumption, 

namely that transmission rate decreases with the square of the distance (Appendix 4-

S1); both functions returned similar patterns in outputs for comparable values of θ 

(Appendix 4-S2). 

 

Because within-host dynamics of henipaviruses in bats are not well characterised, we 

included two plausible compartmental model structure types: a susceptible-infected-

recovered (SIR) model, and a susceptible-exposed-infected-recovered (SEIR) model 

(Glennon et al. 2019a). Our focus was on short-term invasion dynamics (up to 365 

days), therefore, we did not include models with waning immunity (SIRS or SEIRS) or 

cycles of latent infections (susceptible-infected-latent-infected, SILI) (Plowright et al. 

2016) that would influence longer term infection dynamics: henipavirus antibodies in 

African fruit bats may persist for ~1,500 days (Peel et al. 2018), and reactivation of 

latent infection is likely to occur in annual cycles (Kessler et al. 2018). Consistent with 

empirical evidence, we assume no disease-induced mortality (Edson et al. 2015b). A 

visual representation of the model is given in Figure 4-1.  

 

Basic reproductive number 

Similar to meta-population models, our spatially-structured compartmental model has 

two levels to infection dynamics: infection within groups, and infection of the global 

population (Jesse et al. 2008). The basic reproductive number (R0)  is therefore defined 

at two levels: within-group R0 (calculated per group) and the global R0 (Colizza & 

Vespignani 2008). For our models, which have a spatially explicit, heterogenous 

structure, the global R0 depends on the index group, its location within the spatial 
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structure, and its local population size (Liu & Hu 2005). We therefore calculate global 

R0 as the average of within-group R0 values in the global population, given that any 

tree-group could be selected as the index case. For our models the global R0 is 

calculated as: 

𝑅0 =

1

𝛾
∑ (𝑁𝑗 ∑ 𝛽𝑖𝑗𝑁𝑖

𝑛
𝑖=1 )

 
𝑛
𝑗=1

∑ 𝑁𝑗𝑛
𝑗=1

    (eq. 3)  

Where n is the number of tree-groups, Ni is the number of individuals in the ith tree-

group; and γ is the rate of recovery. The expression for within-group R0 values is 

contained within eq. 3, as 
1

𝛾
∑ 𝛽𝑖𝑗𝑁𝑖

𝑛
𝑖=1 . Note that the expression of R0 is the same for 

SIR and SEIR model structures because roosts are closed and there is no mortality. 

 

Model parameterisation and initial conditions 

To explore how infection dynamics are influenced by heterogeneity in tree structure, we 

applied the above models to empirical examples of flying-fox roost tree structures, 

including examples of sparse, intermediate, and dense tree structures (Figure 4-1) 

(collectively referred to as “heterogenous” models). For details on how these tree 

structures were mapped, see details in Lunn et al (in prep) (Chapter 3.1). Because the 

focus of this study is on spatial structure and tree density rather than spatial extent, the 

modelled tree structures were contained in 20x20 meter squares (i.e. tree structures do 

not span the total roost area, which can be variable). The median distance between trees 

pairs was 10.5 meters, 10.7 meters and 12.3 meters for dense, intermediate and sparse 

structures, respectively (Appendix 4-S3). We also compared heterogenous models to 

outputs from equivalent but well mixed models with constant 𝛽 (𝛽𝑖𝑗 = 𝛽) 

(“homogenous” models). Mixing in these models is random (all bats have an equal 

probability of coming into contact, regardless of underlying tree structure), and are 
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equivalent to standard, mean-field models. As underlying tree structure does not matter 

here, outputs from ‘dense’, ‘intermediate’ and ‘sparse’ homogenous models are 

combined into one group for presentation. To explore the influence of bat aggregation, 

we selected three values of total abundance (N= 288, 2880 and 4320, chosen to allow 

even distributions of bats per tree) to apply to the three scenarios of roost tree structure. 

Simulated individuals were divided equally between tree-groups. Note that tree 

structure scenarios each have a different number of tree-groups (72, 32 and 4 for dense, 

intermediate and sparse structures respectively), meaning that total abundance was 

constant, but number per tree-group was not. We chose this scenario to reflect empirical 

observations of bat roosting behaviour, where the number of bats per occupied tree is 

typically higher in sparse tree structures than dense structures (Lunn et al. in prep) 

(Chapter 3.2). Values for total abundance were chosen to ensure that both the total 

abundance and number of bats per tree were within realistic ranges (Lunn et al. in prep) 

(Chapter 3.2) (Table 4-1). Lastly, previous works on metapopulation models have 

highlighted the distinct roles of between-group coupling and structural heterogeneity on 

infection dynamics (e.g. Park, Gubbins & Gilligan 2002; Colizza & Vespignani 2008). 

We explored the effect of coupling strength (here being the decay of transmission rate 

with distance, θ) and the effect of heterogeneity (tree structure scenarios) in the model 

structure separately, by simulating replicate epidemics with a range of values for the 

distance tuning parameter, θ.  

 

Hendra virus epidemiological parameters were estimated from experimental, field and 

captive data from Pteropus alecto (Table 4-1). Direct empirical estimates of 

transmission rates 𝛽 have not been obtained, so we estimated 𝛽 values from field 

seroprevalence data (Field 2004; Breed et al. 2011; Edson et al. 2019). We calculated a 
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single estimate of 𝛽 for model sets, from a homogenously mixed population of 

population size (N=288), assuming equilibrium at the selected seroprevalence. This 𝛽 

value was then substituted into heterogeneous models to calculate R0 for populations 

with sparse, intermediate, and dense tree structures, and into the small, intermediate and 

large populations to calculate R0 under scenarios of abundance. Under our assumption 

of density-dependent transmission, calculated R0 values for homogenous models scale 

linearly with total population (see Appendix 4-S1 for within-group and global R0 values 

for all model structures). In heterogenous models, we assume heterogenous mixing at 

the roost level (i.e. between trees) but homogenous mixing at the tree level (within 

trees). As tree-level populations scale linearly with total population, R0 values in these 

models scale at the tree level. Finally, as Hendra virus is endemic in these populations 

and flying-foxes are long-lived (Breed et al. 2011), we assume that a proportion of 

individuals have been exposed and are immune to Hendra virus. To reflect the range of 

seroprevalence values observed in P. alecto populations we run models with three 

values of average seroprevalence, giving three corresponding 𝛽 estimates for the model 

sets (0.001984, 000992 and 0.000661 for populations with 25%, 50% and 75% 

seroprevalence respectively). 

 

Simulations were run using a Gillespie algorithm implemented in R, with time-steps 

determined by tau-leaping drawn from exponentially distributed random events 

(exposure, infection and recovery), and with a maximum run time of 365 days. Model 

sets were run at 500 simulations each. Because of the heterogenous structure of the 

roosts, simulation outputs depended on the choice of index location relative to the 

structure of the roost (Liu & Hu 2005). Therefore at the start of each simulation we 

introduced one infected individual into a randomly selected tree-group. Final outputs 
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give the median over different initial conditions from all simulations (90 condition 

combinations: three tree structures, by three population scenarios, by five theta values, 

by two model types – spatial or non-spatial). Data and annotated R code are available at: 

< https://github.com/TamikaLunn/spatial-model-HeV> 

 

Figure 4-1 (below): Conceptual diagram of the modelling approach. Empirical data on 

the structure of roosting trees forms the base of the spatial framework (1), with 

transmission between groups of bats in trees (grey circles). We include three scenarios 

of tree structure density to reflect ecological shifts in Australian flying-foxes (“sparse”, 

“intermediate” and “dense” structures). Realistic values of total abundance are applied 

to models (N= 288, 2880 and 4320), and simulated individuals are divided equally 

between tree-groups (2). We model transmission as βij, being the rate at which 

susceptible individuals in tree i acquire infection from infectious individuals in tree j. 

Transmission is underlain by roost tree structure in heterogenous models (3). 

Specifically, transmission is a function of distance between tree-groups, and a scaling 

parameter that controls the decay in transmission with distance (θ). The influence of θ is 

represented in the figure: at low values of θ there is fast decay in transmission with 

distance, shown by the intensity of yellow shading from an index case. As θ increases 

transmission becomes more homogenous, as transmission between tree-groups becomes 

as likely as transmission within tree-groups. In homogenous models (4) transmission is 

constant (equivalent to mean-field models). From this model framework we calculate 

the basic reproductive number (R0) of each model (5), and use stochastic simulations to 

investigate the infection dynamics for each scenario (6). For all summary measures, we 

report the median of successful simulations (dark purple), together with the interquartile 

range to indicate the variation between simulations (light purple shading).  
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Table 4-1: Model parameters 

Parameters Value Description (reference) 

Infectious period (1/γ) 7 days Shedding duration (Halpin et al. 2011)  

 

Incubation period (1/𝛿)  6 days Time between infection and shedding (Halpin et al. 

2011)  

 

Mean seroprevalence 0.25; 0.5; 0.75 

 

Seroprevalence values from wild Pteropus alecto (Field 

2004; Breed et al. 2011; Edson et al. 2019) 

Transmission rate (β) 0.001984 (0.25);  

0.000992 (0.50);   

0.000661 (0.75) 

Calculated from field seroprevalence data: 
𝑅0ϒ

𝑁
, where 

𝑅0 =
1

𝑠𝑒𝑟𝑜𝑝𝑟𝑒𝑣𝑎𝑙𝑒𝑛𝑐𝑒
 , and seroprevalence = 0.25, 0.50 or 

0.75, ϒ =
1

7
 and N = 288 

 

Threshold epidemic size 10  Minimum separation point from bimodal distributions of 

frequency of epidemic peak vs epidemic size 

 

Distance tuning parameter (θ) 0.1; 0.5; 1; 2; 10 

 

Gradient of values from low decay in transmission with 

distance (10) to high (0.1) 

 

Radius scaling factor (1/α) 3 meters Mean tree radii for roost trees (Lunn et al. in prep) 

(Chapter 3.2) 
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Simulation outputs 

We calculated a range of summary measures from simulations in order to evaluate the 

dynamics of infections in our models. For each simulation, virus introduction was 

considered successful if the number of total infections exceeded a threshold of 10 bats. 

The choice of threshold was chosen as a standard mid-point in the bimodal distribution 

of final epidemic sizes across a broad set of parameter values. We then calculated time 

to extinction, given as the time (in days) when the last infected bat recovered. We 

calculated the magnitude of the epidemic peak as the proportion of infections at the 

infection peak, as well as the duration (the number of days spanning the inter-quartile 

range of the curve) and timing of the epidemic peak. For all summary measures, we 

report the median of successful simulations, together with the first and third quartile to 

indicate the variation between simulations.  

 

4.1.4 Results 

The effects of tree structure, total abundance and between-tree coupling on infection 

dynamics were largely conserved between scenarios of pre-existing immunity (25%, 

50% and 75% initial seroprevalence) and model compartmental structure (SIR and 

SEIR). For simplicity in reporting general patterns, we focus on outputs from models 

with an SIR structure and 50% starting seroprevalence, but highlight differences in 

absolute values between scenarios of immunity and model structure at the end of this 

section. Figures for additional model outputs are given in the Supporting Information.  

 

Effect of roost structure on infection dynamics 

Simulated dynamics for structured populations differed substantially from that of mean-

field (homogenous) compartmental models for equivalently sized populations. Models 
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that assumed homogenous mixing (equivalent to bats continuously flying throughout 

the roost and contacting all other bats with equal likelihood) were universally more 

likely to generate successful outbreaks (Figure 4-2) of higher and faster magnitude 

(Figure 4-3) than any model with heterogenous mixing, where mixing was underlain by 

tree structure. Differences in outbreak success can be seen by comparing the height of 

the dark blue bars in Figure 4-2 – for example, under the scenario of a small roost size 

(288 bats) and low between-tree coupling (θ=0.1) (panel a) outbreaks failed in nearly 

100% of simulations for heterogenous (‘dense’, ‘intermediate’ and ‘sparse’ tree 

structures, left-hand bars), compared with ~80% of simulations for homogenous models 

(‘homogenous’, right-hand bar). Differences in the magnitude of epidemics can be seen 

in Figure 4-3 – for example, the epidemic peak of homogenous models (purple box) 

under the scenario of a medium roost size (2,880 bats) and low between-tree coupling 

(θ=0.1) (panel a-iv), comprised of more than 30% infected bats, versus less than 10% 

for all heterogenous (red, green and blue boxes). Under the same scenario, the time until 

the epidemic peak was also shorter for homogenous models (reached within a week) 

than for heterogenous models (reached after a week) (Figure 4-3b-iv).  

 

In heterogenous models, the strength of transmission between groups of bats in trees 

moderated the outbreak dynamics. In general, heterogenous models became more 

indistinguishable to homogenous models when they approached free mixing (increasing 

values of θ), as expected. This can be seen in the outbreak success of simulations, for 

example – in medium and large roosts, the proportion of successful outbreaks was 

~90% for all models (sparse, intermediate, dense and homogenous bars) in medium and 

large roosts with free mixing (Figure 4-2f and Figure 4-2i). Moreover, for small roosts, 

successful outbreaks in heterogenous models (three left-hand bars) were only observed 
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with freer mixing (Figure 4-2c, but not Figure 4-2a and Figure 4-2b). Additionally, the 

epidemic curve of simulated infections became more similar between models as mixing 

became more free, including the magnitude of the peak, timing of the peak, and duration 

of the peak (Figure 4-3, compare panels -i, -iv, -vii to panels -iii, -vi, -ix for each set). 

 

The underlying structure of roosting trees created different infection dynamics in 

heterogenous mixing models. Differences between infection dynamics with different 

tree structure types (dense, intermediate or sparse) were most pronounced with 

restricted mixing (low θ) but were observable for all but the highest value of θ (more 

equivalent to homogenous mixing). This can be seen by comparing bars (Figure 4-2) 

and boxes (Figure 4-3) of tree structures within panels where θ =0.1 and θ =10. To 

highlight the effects of tree structure on simulated infection dynamics, we report output 

values for an intermediate mixing scenario (θ=1) in the following paragraphs, where 

there is some effect of distance on transmission, but this is not so exaggerated that there 

is either completely free transmission (high θ) or no transmission (low θ) between tree-

groups. Outputs for other values of θ can be viewed in figures. 
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Figure 4-2: Probability of outbreak success. Bars show the proportion of simulations 

that were successful, and the time till extinction (in days). Bars are split by tree structure 

(x axis). Vertical facets show the total number of individuals in the population, and 

horizontal facets show the strength of between-tree coupling moderated by θ. Low 

values of θ correspond to weaker coupling between tree-groups, as there is fast decay in 

transmission with distance, represented in the figure by the intensity of yellow 

colouring. Maximum time to extinction shown here (84 days) is the end of a single 

season period.  
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Figure 4-3: Characteristics of the epidemic peak for successful outbreaks. Plots show a) magnitude of the epidemic peak, b) time (days) till the 

epidemic peak, and c) the duration of the epidemic peak (days). Panels show tree structure (x axis and bar colouring), total number of individuals 

in the population (vertical facets), and the strength of between-tree coupling moderated by θ (horizontal facets). Low values of θ correspond to 

weaker coupling between tree-groups, as there is fast decay in transmission with distance, represented in the figure by the intensity of yellow 

colouring.
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Sparse tree structures (with fewer trees but more bats per tree) were more likely to 

generate successful outbreaks, as well as larger and faster epidemics with shorter virus 

extinction times, compared with intermediate and dense tree structures with more trees 

but fewer bats per tree. The probability of successful outbreaks was highest in sparse 

roosts, with the average proportion of successful outbreaks being 0.75 (interquartile 

range 0.72-0.78, given θ=1), versus 0.55 (0.49-0.60) and 0.47 (0.42-0.51) for 

intermediate and dense tree structures respectively (averaged across abundance 

scenarios, i.e. panels b, e and h in Figure 4-2). Sparse tree structures also generated the 

largest epidemics, followed by intermediate, then dense tree structures. The proportion 

of infections at the epidemic peak was: 0.20 (interquartile range: 0.16-0.23; 1048 

infected) for sparse structures, 0.10 (interquartile range 0.06-0.13; 998 infected) for 

intermediate structures, and 0.08 (0.04-0.11, 885 infected) for dense structures 

(averaged across abundance scenarios - panels a-ii, a-v and a-viii, Figure 4-3).  

 

The epidemics also occurred earlier (Figure 4-3b) and were of shorter duration (Figure 

4-3c) for sparse structures (also see epidemic curves in Appendix 4-S4). Sparse tree 

structures reached their epidemic peak at 22 days (interquartile range 17-26) and lasted 

41 days (37-45), intermediate structures at 42 days (32-49) lasting 58 days (50-65), and 

dense structures at 51 days (38-60) lasting 67 days (56-77) (averaged across abundance 

scenarios - panels b-ii, b-v and b-viii, Figure 4-3). Time to extinction was similarly 

faster for sparse structures. Average extinction time was 82 days (73-89) compared with 

116 days (99-130) and 134 days (111-154) for sparse, intermediate and dense tree 

structure respectively, averaged across abundance scenarios (panels b, e, h, Figure 4-2).  
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The spatial coverage of infection was consistently greater for sparse tree structures than 

intermediate or dense structures. The proportion of infected tree-groups more 

commonly reached 100% under sparse structure scenarios. This can be seen in Figure 

4-4, where the blue line (sparse structures) reaches saturation for every value of θ, under 

population sizes where successful outbreaks were consistently achieved (i.e. medium 

and large populations) (Figure 4-4d-i). This contrasts with intermediate and dense 

structures, which ranged between 21-100% and 7-100% of tree-groups infected for the 

same population size scenarios and values of θ (red and green lines, Figure 4-4d-i). In 

other words, in intermediate and dense tree structures, infections typically spread 

beyond the index tree-group, but did not necessarily reach all tree-groups. Moreover, 

the proportion of infected tree-groups reached its peak most quickly under sparse 

structure scenarios (shown by the timing of the peak in the blue curve relative to red and 

green curves, Figure 4-4d-i). The duration of peak infection was also longest under 

sparse tree structure scenarios (45-59 days) compared with intermediate (1-30 days) and 

dense (1-18 days) tree structures (values reported across all values of θ). This is shown 

by the duration of the flat part of the peak in the blue curves relative to red and green 

curves in Figure 4-4d-i. This is an important note, as the spread of infection to tree-

groups can be thought of as essentially ‘unlocking’ groups of individuals exposed to 

infection and will drive the speed and magnitude of the epidemic.  
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Figure 4-4: Proportion of infected trees over time (days) for successful outbreaks. Tree 

structure is shown by line colour. Models with heterogenous mixing and homogenous 

mixing are indicated by line type (heterogenous = solid, homogenous = dashed). 

Vertical facets show the total number of individuals in the population, and horizontal 

facets show the strength of between-tree coupling moderated by θ. Low values of θ 

correspond to weaker coupling between tree-groups, as there is fast decay in 

transmission with distance, represented in the figure by the intensity of yellow 

colouring. Lines are median values of simulations (500 simulations per set) with lower 

and upper interquartile range shaded. Time is shown over a single season period (90 

days) though simulations could run for up to 365 days.  
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Effect of total abundance on infection dynamics 

Predictably, infection dynamics were highly dependent on population size. For 

heterogeneous models, almost all simulations with small populations (total abundance 

of 288) failed to generate an outbreak involving more than 10 infected bats (i.e. the 

outbreak failed). Simulations with medium populations (total abundance of 2880) and 

large populations (total abundance of 4320) had a higher proportion of successful 

outbreaks. This pattern in outbreak success was conserved between tree structure types, 

as shown by the mirrored decrease in the height of blue bars per structure, across rows 

in Figure 4-2b, e, h. These patterns were consistent in other metrics of infection, with 

shorter extinction times, and faster and larger epidemic peaks observed for increasing 

population sizes (shown by respective heights of boxes per structure, across rows in 

Figure 4-3 – e.g. panels -ii, -v, -viii).  

 

Viral persistence for at least 84 days (~three months) was frequently observed for all 

tree structures for which there were successful outbreaks (shown by the proportion of 

red in bars, Figure 4-2). Notably, increasing total abundance in sparse structures (but 

not dense or intermediate structures) more commonly promoted outbreaks that faded out 

earlier than 84 days (shown by the reduced proportion of red in bars, for sparse structure 

in panel e compared with panel h, Figure 4-2). Persistence for three months is 

ecologically relevant for Hendra virus, which has seasonal dynamics in prevalence, and 

a peak season over winter (Field et al. 2015). Virus persistence greater than 360 days 

(roughly one year) was not observed despite the maximum duration for simulations 

being set at 365 days. The longest-term persistence of the virus was observed in 

intermediate to dense tree structures, with a medium to large bat abundance, and with a 

restricted to intermediate level of connectivity between tree-groups (θ: 0.1-1) (see the 
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proportion of orange/red bars in Figure 4-S2B). We provide more detailed explorations 

into scenarios that promote outbreak success and virus persistence in the Supporting 

Information (Appendix 4-S5).  

 

Effect of pre-existing immunity on infection dynamics 

General patterns of the effect of tree structure, total bat abundance and effect of distance 

on transmission of infection dynamics were largely conserved between scenarios of pre-

existing immunity (25%, 50% and 75% starting seroprevalence), but absolute values 

differed. When infection was introduced into a population with lower seroprevalence 

(25%), successful outbreaks were more likely, time to extinction was faster, and 

epidemics were slightly larger, faster, and of shorter duration (Appendix 4-S2). When 

infection was introduced into a population with higher seroprevalence (75%), successful 

outbreaks were much less likely but were of longer duration (Appendix 4-S2). 

Characteristics of epidemics were harder to interpret, owing to the low number of 

successful outbreaks overall, but were generally of lower magnitude (Appendix 4-S2). 

These general patterns were the same for SEIR models (Appendix 4-S2).  

 

Effect of compartmental structure on infection dynamics 

Similar to above, general patterns of the effect of tree structure, total abundance and 

values of theta on infection dynamics were largely conserved between the 

compartmental model structure types, but absolute values differed. Models with an 

incubation period (SEIR) showed similar probabilities of an outbreak occurring, but 

promoted longer viral persistence in the population (Appendix 4-S2). Scenarios that 

promoted the longest-term persistence of the virus were the same for those in the SIR 

scenarios: dense and intermediate structures, with either medium or large total 
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abundances. Patterns in infection dynamics (relating to tree structure, total abundance 

and values of theta) mirrored those for SIR models, only with smaller and longer peaks 

in infection (Appendix 4-S2).  

 

4.1.5 Discussion 

This study was motivated by dramatic ecological shifts observed in flying-fox 

populations in Australia (including associated shifts in roosting structure), and the 

concurrent spillover of Hendra virus from these emerging host populations (Williams et 

al. 2006; Eby et al in review). We use models to investigate how the effect of this 

changing ecology, specifically changing roost structure and bat abundance, may affect 

the invasion and spread of pathogens within roosts. 

 

The outputs of our homogenous and heterogenous models demonstrate that their 

behaviour is qualitatively unlike that of mean-field models for equivalently sized 

populations, and varies under increasing levels of heterogeneity. The observation that 

spatially explicit tree structures had lower probabilities of outbreak success, with slower 

and smaller outbreaks is consistent with comparable studies on network models, that 

compare infection propagation in random vs community networks (Liu & Hu 2005; 

Huang & Li 2007). When mixing is homogenous, all individuals have an equal 

likelihood of exposure, and global infection in the population is more likely. By 

contrast, structured populations have a higher probability that pockets of the population 

could remain uninfected. This highlights the importance of including spatial structure in 

disease models for communally roosting species whose patterns of aggregation are 

driven by the spatial structure of the environment.  
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Within heterogenous models, the higher probabilities of success, faster extinction times, 

and higher magnitudes of epidemics observed in sparse structures compared with 

intermediate and dense structures are likely attributable to differences in the rate and 

spread of infection between tree-groups. In sparse structures, infection spread quickly 

and consistently throughout the whole population. In contrast, while infections in 

intermediate and dense structures typically spread beyond the index tree-group, they did 

not necessarily reach all tree-groups, and the rate of spread was consistently slower. 

Sparse tree structures had a higher local density of individuals than intermediate and 

dense tree structures, chosen to reflect expected packing patterns of bats (Lunn et al. in 

prep) (Chapter 3.2). This yielded higher values of group-level R0 within sparse 

structures than intermediate and dense structures, and consequently a higher force of 

infection from these infected groups.  

 

Because of the specificities of bat roost structures, our results contrast with Bartlett’s 

(1956) seminal classification of disease dynamics in spatially structured systems. In 

particular, he predicted irregular epidemics in systems with a small number of groups, 

predictable epidemics interspersed with periods of pathogen extinction for systems with 

an intermediate number of groups, and regular epidemics in systems with many groups. 

In our models increasing group-level R0 increases the probability of infection 

transmission between groups, because there are a larger number of infected hosts to 

spread the infection (Park, Gubbins & Gilligan 2002). Higher group-level R0 values 

within sparse structures would therefore have (i) increased the probability of 

transmission between groups, and therefore the probability of success and magnitude of 

epidemics, and (ii) increased the frequency of transmission between groups, 

consequently accelerating the epidemic and decreasing the extinction time. In contrast, 
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intermediate and dense structures, having a smaller proportion of the population 

exposed to infection, produced a dampened epidemic peak (a mechanism similarly 

described by Jesse et al. 2008), and lower rate of infection transmission between groups 

likely slowed the epidemic and increased extinction time (a mechanism similarly 

described by Park, Gubbins & Gilligan 2002). This example reflects the importance of 

considering both infection spread (dependent on the total number of groups and the 

strength of coupling between groups, as in Bartlett (1956)), as well as the force of 

infection from infected groups, for understanding infection dynamics in spatially 

structured populations (Park, Gubbins & Gilligan 2002).  

 

Observed differences in the pattern of infection between roost structure types will be 

important for understanding local infection dynamics of Hendra virus, and may be 

important when considering the potential impact of urbanisation on infection dynamics 

and spillover risk from roosts. In our data-driven tree structure scenarios, sparse tree 

structures promoted a higher probability of outbreak success, indicating that roosts of 

this type may be more susceptible to local epidemics once an infection is introduced, 

and so, may contribute to spillover more frequently than other roost structure types. 

Introduction of infection into the roost population could occur through migration from 

another roost (Plowright et al. 2011) or reactivation of a latent infection within bats 

occupying the roost (Glennon et al. 2019a). Importantly, roosts of this type are common 

to human-dominated landscapes, where exacerbated stressors may increase the rate of 

reactivation of latent infections within bats (Plowright et al. 2008a; Kessler et al. 2018), 

and may further contribute to these roosts as frequent hotspots for virus spillover. This 

would be consistent with the correlation seen between the rise of these roosts types and 
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increasing incidence of spillover (Plowright et al. 2011; Eby et al in review) and may be 

one mechanism to explain this correlation.  

 

Additionally, epidemics in these roost structure types were characterised by high 

magnitude pulses of short duration. Having a high proportion of bats shedding virus, 

concentrated within a small timeframe, may also contribute to higher spillover risk from 

these roosts. While our models were only run for one year, there was also a tendency for 

viruses in these roosts to fade out more quickly than other roost structure types. This 

could create a pattern of fast, high magnitude epidemics interspersed with periods of 

local pathogen extinction (and total loss of immunity), in contrast to scenarios of longer 

viral persistence, where the maintenance of immunity within roosts would dampen the 

magnitude of epidemics between cycles of infection (Bartlett 1956; Plowright et al. 

2011). Tight boom-bust cycles of infection in these roost types may further add to 

spillover risk and contribute to the observed correlation with Hendra virus spillover. 

Practically, this may also reduce the detectability of circulating infection in these roosts, 

as virus will frequently be absent. Regular sampling may be required to confirm these 

modelling outputs. 

 

These interpretations are based on outputs from SIR compartmental models with an 

existing seroprevalence of 50%. Models with an incubation period (SEIR) at a higher 

seroprevalence equilibrium, could also be realistic for Hendra virus infection in bat 

populations (Glennon et al. 2019a). While specific choices of compartmental model 

structure and seroprevalence value influenced the absolute values predicted by 

simulated dynamics, we have shown that the general effects driven by tree structure and 

bat aggregation remain consistent, and so the relative risk of sparse structures compared 
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with intermediate and dense structures remain. We also note that these interpretations 

are dependent on the assumption that the number of bats per tree will be higher in 

sparse tree structures where there are fewer trees available to roost in. This scenario was 

deliberately chosen to reflect empirical data on bat aggregation patterns in subtropical 

Australia (Lunn et al. in prep) (Chapter 3.2) but may not be the case for all Australian 

bat roosts, nor reflect the biology of all communally roosting species.  

 

We have considered a closed system, but our model could easily be extended to include 

demographic processes and other cycles of infection and immunity (such as those 

identified in Glennon et al. 2019a), e.g. with immune waning and reactivation of latent 

infections. These processes are more likely to effect longer-term virus spread and 

persistence at the metapopulation level. Extensions to these models along these lines 

could be used to reaffirm the relative importance of demographic vs epidemic processes 

in different population structure types. We use a specific example of flying-fox roosts in 

this paper, but our code is generalisable to other systems. Generation of the spatial 

model structure simply requires input of a distance matrix between groups, and 

specification of how transmission is expected to relate to distance. A valuable extension 

of this work would be in applying this model to investigate infection dynamics in other 

communally roosting species, and combining the data-driven population structure with 

empirical data on infection prevalence and spread. 

 

4.1.6 Conclusion 

Our results highlight that explicit consideration of spatial structure is important in 

models of structured, communally roosting species. In our models, unstructured 

populations were more easily invaded and experienced faster and larger epidemics than 
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in structured populations. This will have implications for predicting infection and 

identifying spillover risk from communal species, including bats, and emphasises the 

importance of appropriate model choice informed by host ecology. Within the context 

of Hendra virus specifically, we demonstrate that modified patterns of animal 

aggregation driven by urbanisation has the potential to change infection dynamics in 

altered host populations. Counterintuitively, we identify sparse tree structures with 

fewer trees but more bats per tree, most typical of anthropogenic habitats, as the highest 

risk for pathogen spillover, with these roosts generating a higher probability of outbreak 

success, larger and faster epidemics, and shorter virus extinction times. This will be 

important for modelling spillover risk from roosts at a landscape scale across Australia, 

particularly in the context of rapidly changing host ecology. Lastly, our modelling 

approach provides a framework for combining data-driven scenarios of communal 

roosting with theoretical modelling of infection. This will be valuable for future 

pathogen modelling efforts in communally roosting species across wide ranging taxa of 

zoonotic importance.  
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4.1.8 Supporting Information – Chapter 4 

 

Appendix 4-S1: Within-group and global R0 values for model sets 

 

Table 4-S1: Basic reproductive number (R0) values for reported model sets, following 

introduction of 1 infected individual into a population with 50% existing 

seroprevalence. For heterogenous models, between-tree transmission rate between 

susceptible individuals in the ith tree, and infectious individuals in the jth tree given the 

distance between trees (dij) is 𝛽𝑖𝑗 =
𝛽

𝑑𝑖𝑗

𝜃
+1

. For homogenous models 𝛽𝑖𝑗 = 𝛽. Model sets 

comprise of unique combinations of tree structure (sparse, intermediate and dense), 

population size (small=288, intermediate=2880, large=4320), the distance tuning 

parameter θ (0.1 ,0.5, 1, 2, 10), and mixing type (heterogenous or homogenous) giving 

120 models total. The table shows within-group R0 (calculated per index tree) and the 

global R0 roost average to show how R0 scales with increasing population size and 

changes to the distance tuning parameter (note: low values of θ correspond to weaker 

coupling between tree-groups, as there is fast decay in transmission with distance). 

Within-group R0 is calculated as ∑ 𝛽𝑖𝑗𝑁𝑖
𝑛
𝑖=1 . Global R0 is calculated as the average of 

tree/groups given equal probability of trees/groups being the index case: 𝑅0 =

1

𝛾
∑ (𝑁𝑗 ∑ 𝛽𝑖𝑗𝑁𝑖

𝑛
𝑖=1 ) 

𝑛
𝑗=1

∑ 𝑁𝑗𝑛
𝑗=1

. γ is the infectious period (1/7 days), n is the total number of 

tree/groups per tree structure (sparse=4, intermediate=32, dense=72), N is the number of 

individuals per tree/group, β is the given rate of transmission (0.000992), and θ is the 

distance tuning parameter. Neighbouring trees within a given threshold value (3 meters) 

were assigned dij=1 so that mixing within neighbouring trees was homogenous. 
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Table 4-S2: Basic reproductive number (R0) values for model sets with an alternative 

transmission function, following introduction of 1 infected individual into a population 

with 50% existing seroprevalence. For heterogenous models between-tree transmission 

is generated using a gravity function, where the transmission rate between susceptible 

individuals in the ith tree, and infectious individuals in the jth tree given the distance 

between trees (dij) is modelled as 𝛽𝑖𝑗 =
𝛽

(
𝛳

𝛼
∗𝑑𝑖𝑗)2

. For homogenous models 𝛽𝑖𝑗 = 𝛽. As 

above, model sets comprise of unique combinations of tree structure, population size, 

the distance tuning parameter θ and mixing type (heterogenous or homogenous). The 

table shows within-group R0 (calculated per index tree) and the global R0 roost average 

to show how R0 scales with increasing population size and changes to the distance 

tuning parameter. Note that in these models, low values of θ correspond to higher 

coupling between tree-groups, as there is low decay in transmission with distance 

(reverse to the function above). Within-group R0 is calculated as ∑ 𝛽𝑖𝑗𝑁𝑖
𝑛
𝑖=1 . Global R0 

is calculated as the average of tree/groups given equal probability of trees/groups being 

the index case:  𝑅0 =

1

𝛾
∑ (𝑁𝑗 ∑ 𝛽𝑖𝑗𝑁𝑖

𝑛
𝑖=1 ) 

𝑛
𝑗=1

∑ 𝑁𝑗𝑛
𝑗=1

. γ is the infectious period (1/7 days), n is the 

total number of tree/groups per tree structure (sparse=4, intermediate=32, dense=72), N 

is the number of individuals per tree/group, β is the given rate of transmission 

(0.000992), θ is the distance tuning parameter (0.1, 0.5, 1, 2 or 10), and α is the tree 

scaling radius (3 meters). 
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Median 

duration of 

epidemic 

peak 

0.5 NA 50.75 45 31 66 54 NA 46.75 54 42.5 67 54 NA 82 144 NA 66 54 

1 NA 50 66 26 66 54 NA 62 80 42.5 66 54 NA 117 146.5 NA 64 54 

2 NA 55 98 NA 66 54 NA 69 146 42.5 66 54 NA 132 118 NA 65 54 

10 NA 114 83 24 66 54 NA 113 80 42.5 67 54 NA 98 73 NA 66 54 
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Appendix 4-S3: Pairwise distances between tree groups 

 

 

Figure 4-S1: Distances between all tree pairs per structure type (sparse, intermediate 

and dense). Note that there are 4 trees only in the sparse tree structure type, 32 in the 

intermediate structure type, and 72 in the dense structure type.  
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Appendix 4-S4: Additional visuals of reported main model outputs 

 

For all visuals below, simulations are reported from the SIR model following 

introduction of 1 infected individual into a population with 50% existing 

seroprevalence. Transmission rate between susceptible individuals in the ith tree, and 

infectious individuals in the jth tree given the distance between trees (dij) is modelled as 

𝛽𝑖𝑗 =
𝛽

𝑑𝑖𝑗

𝜃
+1

 in heterogenous models and 𝛽𝑖𝑗 = 𝛽 in homogenous models. Vertical facets 

show the total number of individuals in the population, and horizontal facets show the 

strength of between-tree coupling moderated by θ (low values of θ correspond to 

weaker coupling between tree-groups, as there is fast decay in transmission with 

distance). 
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Figure 4-S2: Probability of outbreak success. Bars show the proportion of simulations 

that were successful, and the time till extinction (in days). Bars are split by tree structure 

(x axis). Maximum extinction date shown here is the end of a single season period (A) 

or the end of a single year period (B), assuming infection introduced on day 1 of the 

period.  
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Figure 4-S3: Characteristics of the epidemic peak for successful outbreaks. Plots show A) magnitude of the epidemic peak (proportion of 

infections), B) time (days) till the epidemic peak, and C) the duration of the epidemic peak (days). Note that because infections curve were the 

same for all homogenous models (regardless of tree structure), all homogenous models were combined into one tree structure group 

“homogenous”.  
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Figure 4-S4: Proportion of infected animals over time (days) for successful outbreaks. 

Tree structure is shown by line colour (dense = red, intermediate = green, sparse = 

blue). Models with heterogenous mixing and homogenous mixing are indicated by line 

type (heterogenous = solid, homogenous = dashed). Lines are median value of 

simulation (500 simulations per set) with lower and upper interquartile range shaded. 

Time is shown over a single season period, assuming infection introduced on day 1 of 

the season.  



318 

 

 

Figure 4-S5: Proportion of infected animals over time (days) for successful outbreaks. 

Tree structure is shown by line colour (dense = red, intermediate = green, sparse = 

blue). Models with heterogenous mixing and homogenous mixing are indicated by line 

type (heterogenous = solid, homogenous = dashed). Lines are median value of 

simulation (500 simulations per set) with lower and upper interquartile range shaded. 

Time is shown over a single year period, assuming infection introduced on day 1 of the 

year.  
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Appendix 4-S5: Additional investigation of scenarios that promote outbreak success and 

virus persistence 

 

As an aid to further investigate scenarios that promote outbreak success and virus 

persistence, we generated more detailed simulation results for a spectrum of values of 

tree-group abundance (2-782 bats per tree) versus tree-group number (5-80 trees per 

20m2, with a randomly generated structures). For these models, we fix θ at 1, calculate β 

from a starting seroprevalence value of 50%, and run models at 100 simulations each 

(R0 values given in Figure 4-S6). All have an SIR structure, with transmission rate 

between susceptible individuals in the ith tree, and infectious individuals in the jth tree 

given the distance between trees (dij) is modelled as 𝛽𝑖𝑗 =
𝛽

𝑑𝑖𝑗

𝜃
+1

. 

 

In these hypothetical tree structure scenarios, we observed low outbreak success for 

sparse structures (~20 trees or less) and dense structures (~50 trees or more) with low to 

moderate numbers of bats per tree (~2-42), and increasingly higher rate of success as 

abundance increased (Figure 4-S7). Notably, intermediate tree structures (~20-50 trees) 

showed the highest rates of success with smaller total abundances (success from ~20 

bats per tree). Other metrics of infection, including the timing of extinction (Figure 4-

S8) and magnitude of the epidemic (Figure 4-S9), mirrored this pattern, with smaller but 

longer lasting epidemics generally seen in sparse and dense tree structures with low to 

moderate numbers of bats, and less-so in intermediate structures (Figure 4-S10 & Figure 

4-S11). The quasi-threshold that can be seen in infection dynamics between 

intermediate and dense tree structures (between 45-50 trees) is where the canopy in 

these models becomes approximately interlocking (given a set tree radius of 3 meters). 
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Changes in infection dynamics after this point likely reflects a scenario of mixing and 

transmission that becomes more homogenous across the roost.  

 

 

Figure 4-S6: Basic reproductive number for simulations of the SIR model, run over a 

spectrum of tree structure types (5-80 trees, by increments of 5. X-axis) and tree-level 

abundance (2-782, by increments of 20. Y-axis). White line shows were R0 equals 1. 

White cells show unsuccessful simulations.  
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Figure 4-S7: Proportion of successful outbreaks for simulations run over a spectrum of 

tree structure types (5-80 trees, by increments of 5. X-axis) and tree-level abundance (2-

782, by increments of 20. Y-axis). Values are the median value of the simulation 

scenario (100 simulations per set). White line shows were R0 equals 1. White cells show 

unsuccessful simulations.  
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Figure 4-S8: Timing of outbreak extinction, run over a spectrum of randomly generated 

tree structure types (5-80 trees, by increments of 5) (x-axis) and tree-level abundance 

(2-782, by increments of 20) (y-axis). Values are the median value of the simulation 

scenario (100 simulations per set). White line shows were R0 equals 1. White boxes 

show locations of data-driven scenarios (but note that the scenario of large population 

size in the sparse structure is not included). White cells show unsuccessful simulations.  
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Figure 4-S9: Proportion of individuals infected at the epidemic peak, run over a 

spectrum of tree structure types (5-80 trees, by increments of 5. X-axis) and tree-level 

abundance (2-782, by increments of 20. Y-axis). Values are the median value of the 

simulation scenario (100 simulations per set). White line shows were R0 equals 1. White 

cells show unsuccessful simulations.  
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Figure 4-S10: Proportion of successful simulations lasting more than 84 days 

(approximately a single season), run over a spectrum of tree structure types (5-80 trees, 

by increments of 5. X-axis) and tree-level abundance (2-782, by increments of 20. Y-

axis). Values are the median value of the simulation scenario (100 simulations per set). 

White line shows were R0 equals 1.  

  



325 

 

 

Figure 4-S11: Duration of the epidemic peak, run over a spectrum of tree structure types 

(5-80 trees, by increments of 5. X-axis) and tree-level abundance (2-782, by increments 

of 20. Y-axis). Values are the median value of the simulation scenario (100 simulations 

per set). White line shows were R0 equals 1. White cells show unsuccessful simulations.  
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   Chapter 5 – Chapter Introduction 

 

Previous chapters have sequentially investigated the role of population structure on 

virus transmission. However, there are many additional sources of heterogeneities 

within the infection process that could influence the relationship between exposure and 

infection, and so, the nature of transmission within populations. Transmission occurs 

when live pathogens are successfully introduced, and are able to reproduce, in the 

susceptible host (Ewald 1987). Factors that have the potential to reduce or increase the 

likelihood of transmission between individuals, and so introduce heterogeneity into the 

transmission process, include parasite attributes (e.g. the quality of infectious particles 

and virulence factors), host attributes (e.g. immune responsiveness), presence of other 

parasites (e.g. through host immune biasing), the target organs of infection, and route of 

infection (Martin et al. 2017; McCallum et al. 2017). As a key component underlying 

transmission, nonlinearities and heterogeneities in the dose-response may also be key to 

the dynamic behaviour of infections.  

 

In this chapter, I propose a modelling framework to holistically integrate between-host 

and within-host contexts into transmission dynamics. More specifically, I propose an 

alternative transmission model structure to allow the integration of dose-response 

relationships into epidemiological models. Understanding the true functional 

relationship between dose and probability of infection will be important for realistic 

predictions of zoonotic transmission outcomes, and in determining the likelihood of 

pathogen spillover, including for Hendra virus.  
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Chapter 5.1 – Dose-response and transmission: the nexus between 

reservoir hosts, environment, and recipient hosts 

 

5.1.1 Abstract 

Dose is the nexus between exposure and all upstream processes that determine pathogen 

pressure, and is thereby an important element underlying disease dynamics. 

Understanding the relationship between dose and disease is particularly important in the 

context of spillover, where nonlinearities in the dose-response could determine the 

likelihood of transmission. There is a need to explore dose-response models for directly 

transmitted and zoonotic pathogens, and how these interactions integrate within-host 

factors to consider, for example, heterogeneity in host susceptibility and dose-dependent 

antagonism. Here, we review the dose-response literature and discuss the unique role 

dose-response models have to play in understanding and predicting spillover events. We 

present a re-analysis of dose-response experiments for two important zoonotic 

pathogens (Middle East respiratory syndrome coronavirus and Nipah virus), to 

exemplify potential difficulties in differentiating between appropriate models with small 

exposure experiment datasets. We also discuss the data requirements needed for robust 

selection between dose-response models. We then suggest how these processes could be 

modelled to gain more realistic predictions of zoonotic transmission outcomes and 

highlight the exciting opportunities that could arise with increased collaboration 

between the virology and epidemiology disciplines. 

 

 

Keywords: spillover; infection; infectious disease; modelling; nonlinearities; virus  
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5.1.2 Introduction 

As a key component of transmission, dose-response relationships are expected to 

underlie the dynamic nature of infection and spread of disease, and are therefore an 

important consideration in modelling and predicting spillover risk. In the first instance, 

dose-response experiments characterise the relationship between exposure to a certain 

dose of a pathogen and the probability of developing an infection, where dose is the 

number of pathogen particles entering the host through a given route (Conlan et al. 

2011). The dose-response data can then be interpreted through fitting mathematical 

models, which provide a probabilistic link between the infectivity of a pathogen, the 

within-host processes that determine the success of pathogen establishment into host 

cells, and the shape of the observed dose-response curve (e.g. Haas et al. 2000; Teunis, 

Takumi & Shinagawa 2004; Toth et al. 2013). These experiments are routinely used to 

derive a single value of the minimum infectious dose (MID) for an infectious agent 

(Manlove et al. 2017), or the dose required to infect 50 percent of individuals (ID50) 

which, together with the dose-response curve, commonly form the basis of microbial 

risk assessments (e.g. French et al. 2002; Armstrong & Haas 2008; Evers & Chardon 

2010) and experimental inoculation studies that investigate the infectivity and 

pathogenesis of diseases. 

 

Despite these roots in experimental disease, there have been fewer discussions of dose-

response relationships in epidemiological literature, nor its influence in determining 

disease spillover of novel pathogens. For example, the relative contributions of frequent 

low-dose exposures versus rare high-dose exposures towards successful zoonotic 

transmission are currently unclear. Distinguishing between these two possibilities is 

important for managing spillover- if rare, high-dose exposures drive spillover dynamics, 
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then identifying times, places or host characteristics that lead to high-dose exposure 

may lead to the development of targeted mitigation strategies. Alternatively, if exposure 

of many individuals to low doses leads to spillover, then mitigation must be delivered 

over the entire population of potential spillover hosts. The answer to this question will 

depend on the functional relationship between dose and infection (Brouwer et al. 2017). 

While considerable attention has been paid to dose-response relationships, and several 

dose-response model structures have been proposed in the literature (e.g. French et al. 

2002; Teunis, Takumi & Shinagawa 2004), there remains a paucity of studies that seek 

to differentiate between alternative model structures and elucidate this functional 

relationship (although see Regoes et al. 2003; Ben-Ami, Regoes & Ebert 2008; van der 

Werf et al. 2011; Gale 2018). Moreover, as spillover is typically a rare event, in which 

only a small proportion of exposed hosts will progress to develop an infection 

(Plowright et al. 2017), it is important to understand how low exposure doses may lead 

to low probabilities of infection. Here, we discuss the translation of these issues from 

the quantitative microbial risk assessment literature into the zoonotic spillover context. 

We consider the importance of the dose-response relationship to epidemiological and 

spillover modelling, and argue that due consideration of the dose-response relationship 

within transmission models will be important for the parameterisation of models that are 

more reflective of natural transmission patterns. We then evaluate the results of existing 

dose-response models and discuss what additional information would be required to 

fully elucidate these relationships and integrate dose into transmission models.  

 

5.1.3 Dose-response models 

The standard way to consider dose-response in experimental settings is with a binary 

response variable, such as the occurrence of clinical infection, death, shedding, or 
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onward transmission within a given time period after exposure (e.g. Haas et al. 2000; 

De Wit et al. 2011). Modelling the response of interest as a binary stochastic variable, 

the probability of occurrence can be expressed as a function of the exposure dose d: 

P(d). This probability can be estimated experimentally by measuring the proportion of 

exposed animals with a successful infection, shedding or mortality outcome for a given 

dose. Classically, the null hypothesis is that of independent action: this assumes that 

each particle in the inoculum has a low “single-hit” probability r of causing the desired 

response, which is the same for every particle, and that they all act independently of 

each other (reviewed in Teunis & Havelaar 2000). If r≪1, the number of successful 

particles follows a Poisson distribution. If the response is observed when at least one 

particle succeeds, it follows that the probability of observing a response can be 

modelled as: 

𝑃(𝑑, 𝑟) = 1 − 𝑒𝑥𝑝 (−𝑟𝑑)     ( 1 ) 

A common empirical test of the independent action model is based on measuring the 

slope of the dose response curve at half-height, i.e. at the point where the response 

occurs with a 50% chance, often referred to as the ID50. On a log10-dose scale, using 

basic algebra, the model predicts a slope of around 0.8 (Conlan et al. 2011). Deviations 

from this value indicate that at least one assumption of the model is violated: for 

example, particles may not cause the response independently (Fulton 1962; Sánchez-

Navarro, Zwart & Elena 2013). First, it may take at least k successful particles to cause 

the response (a cooperative action or threshold model), in which case the dose response 

can be modelled by summing the first k terms of the Poisson distribution, leading to a 

slope at half height steeper than 0.8 (Conlan et al. 2011). Biologically, this could be the 

result of a non-linear immune response (Cornforth et al. 2015; Landsberger et al. 2018). 

Another variant allows the single-hit rate to vary among particles or hosts, following a 
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given distribution f(r). In general, this leads to a half-height slope less than 0.8 (Conlan 

et al. 2011). A common choice for f(r) is a Beta distribution, leading to a 

hypergeometric dose-response model. For any given host-virus pair, these alternative 

models can be tested statistically using experimental data (e.g. French et al. 2002; Ben-

Ami, Regoes & Ebert 2008; van der Werf et al. 2011). The appropriateness of 

alternative models, and their underlying assumptions on host-virus interactions, should 

be further evaluated with robust model selection approaches, sensitivity analyses and 

identifiability analyses  (e.g. Ben-Ami, Regoes & Ebert 2008; Brouwer et al. 2017).  

 

Evaluating the fit of these models will be particularly important in the context of 

spillover, and will underpin the predicted likelihood of transmission following 

exposure. By definition, the ID50 is the dose that has a 50% chance of infecting any one 

exposed individual. Under the hypothesis of independent action, if that same dose was 

spread across n hosts, each receiving exactly one virion and where n=ID50, then there 

would be a 50% chance of at least one host getting infected. In general, the probability 

of at least one infection occurring when a given number of infective stages encounters 

many hosts, will be independent of the distribution of those infective stages amongst the 

hosts, provided the independent action hypothesis holds (Plowright et al. 2017). On the 

other hand, if the probability of infection increases more rapidly with dose than 

expected under the independent action hypothesis, spillover will be more likely to occur 

when the distribution of infective stages among hosts is highly aggregated. In this 

situation, spillover following infrequent but high-intensity exposures may be much 

more likely than would be expected from a frequent trickle of low intensity exposures 

(Plowright et al. 2017). 
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For zoonotic viruses important in spillover, the practical considerations involved in 

holding large numbers of animals in high containment make it essentially impossible to 

design an experiment capable of estimating the probability of any one individual being 

infected by a single virion. Furthermore, unlike situations with bacteria and other 

eukaryotic parasites, ensuring that a host has been exposed to a single virion is not 

possible. However, if the ID50 can be estimated with some precision and the 

independent action model can be verified, then it may be reasonable to extrapolate the 

relationship to estimate the probability of infection with a very low infective dose. Later 

in this paper, we discuss how the independent action model can be fitted to empirical 

data, but we note previous work highlighting the uncertainty within dose-response 

models at low doses (Teunis & Havelaar 2000; Teunis et al. 2008). Whether these 

relationships should be extrapolated to extremely low infective doses, or even a single 

virion, is a question that should be approached with due consideration of variability in 

the dose-response relationship, however (Brouwer et al. 2017). We would also note that 

there are limitations of dose-response models that should be considered when 

integrating within an epidemiological structure. For example, dose-response model data 

are derived from laboratory experiments on study populations that typically differ from 

study populations in an applied setting (e.g. laboratory bred animals from a specific 

cohort vs wild animals), and which are exposed to higher doses than might be expected 

in natural systems. Additional sources of variation (e.g. route of inoculation) are also 

likely to influence the form of the dose-response relationship in applied settings. 

Limitations in dose-response experiments have been discussed previously (Teunis & 

Havelaar 2000; Brouwer et al. 2017).  
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5.1.4 From dose–response to transmission 

While the integration of dose-response relationships with epidemiological data has been 

previously achieved in a small number of bacterial and parasite studies (e.g. Teunis et 

al. 2005; Teunis et al. 2010; Enger et al. 2012; Brouwer et al. 2017), dose-response 

relationships remain largely overlooked within epidemiological literature, particularly in 

the context of virus spillover. This is likely due, in part, to a lack of data relevant to 

epidemiological contexts, since it is not possible to measure transmitted doses in natural 

studies (although see Conlan et al. 2011). Conversely, dose-response data are at the 

heart of microbial risk assessment literature (Teunis & Havelaar 2000), and modelling 

dose-response curves in this context has strong parallels with inference of 

epidemiological dose-response relationships. Approaches to dose-response investigation 

in both research fields require a number of extrapolations and assumptions, including 

those underlying the single hit and the independent action theories described above 

(Buchanan et al. 2009). Moreover, both systems are subject to sources of variation that 

will influence dose-response relationships, for example, specific characteristics of the 

pathogen or strain and heterogeneous susceptibility of exposed individuals (Buchanan et 

al. 2009). Despite these challenges, evaluation of risks associated with bacterial 

foodborne disease, and more recently, water-borne parasites, has progressed rapidly 

over the last decades from qualitative descriptions of hazard, route, and consequences of 

exposure, to a quantitative risk assessment framework to support more effective 

management and intervention strategies (Fazil 2005). 

 

Currently, analogous complexities of within- and between-host processes associated 

with infectious disease transmission in the epidemiological context are usually 

combined into a single parameter: the transmission coefficient (β) (McCallum et al. 
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2017). Most ordinary differential equation epidemiological models (Anderson & May 

1979; Anderson & May 1991) represent transmission as βSI, which implicitly assumes 

an independent action model. This can be made clear by including the dynamics of the 

transmission stages as a separate equation. Representing susceptible hosts as S, infected 

hosts as I and infected stages as W, the following equations, modified from Anderson 

and May (1981), describe the transmission process: 

𝑑𝑆

𝑑𝑡
= −𝜙𝑊𝑆 

𝑑𝐼

𝑑𝑡
= 𝜙𝑊𝑆 − 𝐼(𝑎 + 𝑏 + 𝛾)     ( 2 ) 

𝑑𝑊

𝑑𝑡
= 𝜆𝐼 − (µ + ѵ𝑁)𝑊 

Here, ф is the rate at which individual infective stages infect susceptible hosts (which 

assumes an independent action model), a is the disease-induced host death rate, b is the 

birth rate, γ is the recovery rate of infected hosts, λ is the rate at which infective stages 

are released from infected hosts, µ is the death rate of infectious stages in the 

environment, and ѵ is the rate at which infective stages are removed by encountering 

hosts, N. In many cases, it is reasonable to assume that infective stages are short lived 

relative to the dynamics of the rest of the system, in which case W will be at equilibrium 

with the current numbers of infected and susceptible hosts, yielding 

𝑊 =  
𝜆𝐼

µ+ ѵ𝑁
     ( 3 ) 

and substituting into the first equation 

𝑑𝐼

𝑑𝑡
=  

ф𝜆𝑆𝐼

(µ+ ѵ𝑁)
− 𝐼(𝑎 + 𝑏 +  𝛾)     ( 4 ) 

It is usually reasonable to further assume that most infective stages die before they 

encounter a host, so that µ>>ѵN. Thus, 

𝛽 =  
ф𝜆

µ
     ( 5 ) 
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The conventional βSI transmission rate therefore assumes both independent action and 

that each infected individual sheds at the same rate. Hence, heterogeneities either in 

shedding rate or the dose-response relationship have the potential to introduce 

nonlinearities (Aiello et al. 2016; Plowright et al. 2017). More complete consideration 

of dose-response relationships in models of disease transmission could enable the 

parameterisation of models that are more reflective of transmission patterns in 

populations, and allow for more accurate predictions of pathogen invasion and spillover 

of infectious disease. Thereby, understanding the dose-response relationship could be a 

critical advancement for our understanding of spillover of emerging diseases from 

wildlife. 

 

5.1.5 Empirical relationships 

Here, we analyse previously reported results of dose-response experiments for two 

important zoonotic pathogens, Nipah virus (NiV) and Middle East respiratory syndrome 

coronavirus (MERS-CoV). Details of the experiments are given in Munster et al. (2017) 

for MERS-CoV and De Wit et al. (2011) for NiV. Note that tissue culture infectious 

doses (TCID50) are reported. 

 

Occurrence of shedding of MERS-CoV by inoculated mice increased predictably with 

increasing levels of virus inoculation and showed pronounced differences between low 

and high doses of virus (Figure 5-1 and Figure 5-2). However, it is difficult to determine 

whether data of this type are consistent with the independent action model (Equation 1), 

and if so, to estimate the value of r. As can be seen from Figure 5-1, the 95% profile 

confidence interval for r is very broad, with only one dose level, 10 TCID50. With six 

mice only per dose, the confidence intervals for the true proportion shedding are also 
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wide. Unfortunately, therefore, these data (with low sample sizes and few dose groups 

separated by at least an order of magnitude), are not sufficient to determine whether the 

independent action model is valid, or to estimate the value of the probability of infection 

from a single virus particle with any precision. This experimental setup, and number of 

animals per dose is typical of such dose-response experiments, and the collection of the 

additional data required to perform discriminatory model selection is relatively rare, but 

has been previously achieved (e.g. Regoes et al. 2003; Ben-Ami, Regoes & Ebert 2008; 

van der Werf et al. 2011; Ngo et al. 2018). Data requirements for successful model 

selection are discussed further in the section below.  
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Figure 5-1: Prevalence of shedding or mortality in mice experimentally inoculated with 

Middle East respiratory syndrome coronavirus (MERS-CoV). Groups of six mice were 

inoculated intranasally with doses of 101, 102, 103, 104 or 105 TCID50 of MERS-CoV in 

a total volume of 50 µL. Data are available for only five of the mice infected at the 

highest dose. Viral shedding was quantified by qRT-PCR performed on oropharyngeal 

swabs. Points show prevalence of shedding or mortality in each group, and error bars 

are exact binomial 95% confidence intervals for the predicted probability of infection 

given the dose. The different coloured lines are the independent action model, for 

different values of r, the probability of infection from an individual virus particle. The 

maximum likelihood estimate of r is 0.00571, shown as a red line. The lower and upper 

95% confidence intervals based on profile likelihood for r are 0.002, and 0.0146. 

Dashed red lines show the corresponding dose-response curves. 
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Figure 5-2: Prevalence of (A) Nipah virus (NiV) and (B) Middle East respiratory 

syndrome coronavirus (MERS-CoV) shedding or mortality in experimentally inoculated 

hamsters and mice respectively. Groups represent intranasal inoculations with doses of 

103,105, or 107 TCID50 of NiV in a total volume of 100 µL, and 101, 102, 103, 104 or 105 

TCID50 of MERS-CoV in a total volume of 50 µL. Shedding was quantified by qRT-

PCR performed on nasal, rectal, throat or urogenital (NiV) and oropharyngeal (MERS-

CoV) swabs. Estimates of shedding prevalence and corresponding 95% confidence 

intervals were calculated using maximum likelihood estimation, following a binomial 

distribution for each combination of dose and shedding route.  
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As previously presented in De Wit et al. (2011), shedding of NiV increased with 

inoculation dose, as would be expected (Figure 5-2). However, the data illustrate a 

further issue that needs to be considered when estimating dose response relationships. 

Although high levels of shedding from all routes were achieved at the highest dose of 

107 TCID50, lower doses lead to variability in the timing (Figure 5-3) and proportion 

(Figure 5-2) of hamsters shedding from different routes. At all doses, shedding was first 

detected in the throat. At low doses (103 TCID50), this was followed by shedding from 

rectal (2 dpi), then nasal and urogenital routes (4 dpi) (De Wit et al. 2011). At this 

dosage, shedding was more frequently observed in swabs of the throat and urogenital 

tract. At higher doses (105 and 107 TCID50), shedding was detected in the nasal route 

earlier, alongside shedding from the throat and rectum (detection from all named routes 

starting from 1 dpi) (De Wit et al. 2011). Prevalence was more consistent across 

shedding routes: at 107 TCID50 all six hamsters had positive nasal, oropharyngeal, 

urogenital and rectal swabs by the conclusion of the experiment (De Wit et al. 2011). 

Moreover, shedding intensity increased with dose for some routes, including through 

the nasal passage and throat, but not others (i.e. rectal and urogenital routes) (De Wit et 

al. 2011). Heterogeneity between individuals also varied with dose and sample type – 

timing of shedding was more consistent among individuals via nasal and throat routes 

than the other sampled routes, and timing and intensity of shedding responses were 

more consistent across individuals exposed to higher doses (Figure 5-3). As the precise 

route of infection is not known for many pathogens that spillover (for example, Hendra 

virus in Australian Pteropodid bats (Plowright et al. 2015)), this is an important issue 

requiring further research, and demonstrates the need to consider shedding patterns as a 

potential source of variation in per-contact transmission risks, and upstream variation in 

pathogen exposure and transmission.   
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Figure 5-3: Intensity (shedding in TCID50 equivalents/ml) and timing (days post 

infection) of Nipah virus (NiV) shedding across inoculated hamsters (individuals shown 

by colour), separated by exposure dose and shedding route. Dose groups represent 

intranasal inoculations with doses of 103,105, or 107 TCID50 of NiV in a total volume of 

100 µL. Viral shedding titre was quantified by qRT-PCR performed on nasal, rectal, 

throat or urogenital swabs, evaluated daily for 14 days post inoculation. 
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5.1.6 Designing experiments to test the independent action model 

The empirical results described in the previous section show how difficult it is to verify 

or test the independent action model where experiments are undertaken using stepped 

doses that increase by at least an order of magnitude. This means that, in the 

independent action model, the response will go from close to zero to close to one within 

one or two dose steps, and as a result there is effectively very little information available 

to test the fit to the independent action model. In our previous experiment, for example, 

substantial individual variation in response to exposure was only observed for the 102 

dose of MERS-CoV, which is close to the ID50 (Figure 5-1). So, although our datasets 

comprised multiple dose levels, the remaining higher and lower dose levels provided 

almost no additional information to determine whether the independent action model 

fitted the data, or to estimate the probability of infection at low doses with any 

precision.  

 

To gain more information about the dose-response function, it would be necessary to 

undertake two-stage experiments to (1) identify the order of magnitude of dose at which 

infection occurs, and the variability of individual responses at that dose, and then (2) 

use closer increments around that dose to fit an appropriate dose response model. Non-

trivial variation among individuals would also require larger sample sizes to 

meaningfully discriminate between alternative models - i.e. greater than six 

mice/hamsters per dose group, with exact numbers to be determined by the variability 

observed in the first stage of experiments. Inoculation of doses close to this critical 

level, with higher levels of replication per dose, should provide the ability to 

meaningfully distinguish between different model shapes and, if the independent action 
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model is appropriate, to estimate r. Such pilot experiments have been applied previously 

in many model systems.  

 

Beyond testing the specific aims outlined above, routinely quantifying shedding in these 

experiments would provide valuable data in the context of zoonotic transmission or for 

evaluating the potential for onward transmission of pathogens. This would further 

facilitate the integration of dose experiment information in transmission and spillover 

modelling. However, the decision to undertake such experiments should depend on the 

relative costs and benefits associated with additional data collection. For example, the 

proposed experiments would require an additional number of samples (and so an 

additional burden on animal subjects), and so should be suitably justified. There may 

also be additional practical restrictions to be considered, particularly for zoonotic 

viruses important in spillover (e.g. biosafety considerations). Regardless, prior 

discussion of specific modelling and virologic goals in the design phase of dose-

response experiments could facilitate the design of more comprehensive experiments, 

such as those suggested in this manuscript, and generate data that is useful in broader 

disease contexts. Deepened cross-collaboration between experimental virologists and 

disease ecologists investigating spillover would provide an exciting opportunity to 

enable researchers to use these types of experimental data to their full potential. 

 

5.1.7 Future models 

Beyond the experiment described above, the dose dependent heterogeneity in shedding 

patterns shown in our datasets illustrate an important source of variability that should be 

considered when estimating dose-response relationships and transmission. While 

models describing dose-response curves can be extended to account for potential 
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sources of heterogeneities, they have two essential limitations: they are static, and they 

produce a binary response (“success” of the virus, defined as a stochastic variable). To 

characterise the nature of heterogeneities in these systems, and thereby enable more 

realistic predictions of zoonotic transmission outcomes, there is a need for novel 

approaches to calibrate dose-response relationships for different combinations of 

pathogen, host and dead-end species and individual traits.  

 

A compartmental model, where transmission is modelled as a spatial process within and 

between hosts, could provide a more flexible modelling framework for the integration 

of such heterogeneities (Price et al. 2017). As a first approximation, hosts could be 

modelled as a network of tissues (e.g. organs, cell populations, bodily fluids) that lead 

to the external environment (and the next host) following invasion of successive 

compartments. Each compartment could represent a succession of basic dose-response 

models, followed by expansion of the successful particles in birth-death process, as a 

stochastic process that can lead to successful invasion (enabling transfer to the next 

compartment), clearance (meaning the end of infection), or possibly death of the host 

(which may prevent further replication and transmission, depending on the pathogen). It 

would then be possible to explore the emerging patterns of transmission dose response, 

using a combination of analytical calculations and numerical simulations.  

 

To include alternative dose-response models into the compartmental transmission 

model, we can rewrite Equation 2 in the case of a simple dose-response experiment. 

Starting with a number S0 of susceptible individuals exposed to a fixed dose W0 for a 

short period T, we can solve Equation 2 in the absence of transmission to get: 

𝑆(𝑡) = 𝑆0𝑒−𝜙𝑊0𝑡    ( 6 ) 
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Hence the probability of being infected at the end of the exposure period T is equal to  

1 −
𝑆(𝑇)

𝑆0
= 1 − 𝑒−𝜙𝑊0𝑇     ( 7 ) 

which is indeed the same as Equation 1 if we set the “single-hit” probability 𝑟 = 𝜙𝑇. 

We can then consider an alternative dose response model, for example: 

𝑃(𝑑, 𝑟) = 1 − exp (−𝑟 𝑑𝑘)    ( 8 ) 

Where the new parameter 𝑘 ≥ 1 will produce a sigmoidal response typical of a 

collective action model. This dose response function can then be plugged into the SIW 

transmission model by equating: 

𝑆(𝑡) = 𝑆0 𝑒−𝜙𝑡𝑊0
𝑘
    ( 9 ) 

From which we derive the corresponding transmission term:  

𝑑𝑆

𝑑𝑡
= −𝜙𝑊0

𝑘𝑆      ( 10 ) 

The choice of assumptions and the range of models worth exploring should be guided 

by empirical information on diverse host-pathogen systems. For example, a 

compartmental model may be less relevant for respiratory viruses that do not need to 

leave the respiratory tract to cause onward transmission (i.e. only cells in the nasal 

mucosa need be infected for effective transmission) (Tamura & Kurata 2004), but may 

be informative for pathogens that are shed through alternative routes, such as the urinary 

tract (Pujol et al. 2009). Thereby, these types of models could be particularly useful for 

many emerging bat pathogens, where viral shedding commonly occurs through the 

urinary tract (e.g. Henipaviruses in Pteropodid bats (Plowright et al. 2015)). Indeed, 

similar integrations of dose-response relationship and epidemiological modelling have 

been successfully applied (Regoes et al. 2003; Ben-Ami, Regoes & Ebert 2008), but 

further application within the context of spillover would be valuable. Furthermore, we 

give examples from two simplistic scenarios only (k = 1 and k > 1), though more 
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complicated model structures with dose-dependent antagonism or heterogeneity in host 

susceptibility are possible (e.g. the parasite antagonism model or heterogeneous host 

model described in Ben-Ami, Regoes & Ebert 2008). The complexity of these models 

should be driven by a parsimonious attempt to reproduce empirical patterns, not by a 

desire to capture every single mechanism at play in a real living system. Furthermore, 

the nature of these kinds of heterogeneities will vary with different combinations of 

pathogen, host species and individual traits (Plowright et al. 2017), making this a 

challenging but important consideration in modelling.  

 

5.1.8 Conclusion 

Experimental dose-response data are highly valuable for epidemiological modelling, but 

here we show how the integration of dose-response relationships can be hindered by a 

lack of suitable data derived from dose experiments. We demonstrate how changes in 

the design and accessibility of dose-response experiments would facilitate integration 

into epidemiological modelling, and enable more realistic predictions of zoonotic 

transmission outcomes. We also propose alternative transmission model structures to 

facilitate this integration of dose-response relationships into epidemiological models. 

Considered integration of dose in this context will be important in predicting the 

likelihood of pathogen spillover. Thus, information gained by active collaboration 

between virologists, modellers and disease ecologists will be an important step in 

moving this field forward, and promoting realistic predictions of zoonotic transmission 

and spillover risk. 
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   General Discussion and Conclusions 

 

6.1.1 Thesis overview 

Emerging zoonoses from wildlife present an increasing threat to global public health, 

but spillover events remain difficult to predict beyond the identification of broad spatial 

and temporal zones of risk (Jones et al. 2008; Peel et al. 2018). Finer-scale prediction 

and management of zoonoses requires more mechanistic understandings of host-

pathogen interactions within reservoir host populations (Plowright et al. 2008b; 

Plowright et al. 2017). Within Australia, populations of flying-foxes are experiencing 

dramatic ecological shifts, with widespread land clearing driving fragmentation and 

fissioning of roosts (Williams et al. 2006). The transition to small, continuously 

occupied roosts in urban areas with sparse roosting habitat has coincided with increased 

incidents of Hendra virus spillover, indicating a potential role of this ecological change 

on viral spillover (Plowright et al. 2011). The specific mechanisms driving these 

spillover events remain unclear, however.   

 

The overarching objective of this thesis was to investigate patterns, and mechanistic 

drivers of, Hendra virus infection dynamics in flying-fox populations, focusing on bat 

roosting structure as a driver of virus transmission. This thesis has combined empirical 

and theoretical approaches to comprehensively integrate host and viral ecology. I have 

contributed an empirical base of Hendra virus infection patterns (Chapter 2) and flying-

fox roost structure (Chapter 3) in continuously occupied roosts, mathematical 

exploration of infection dynamics underpinned by these empirical data (Chapter 4), and 

a conceptual extension to models of host-pathogen interaction (to integrate between- 

and within-host processes) for modelling of transmission and spillover risk (Chapter 5).   
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6.1.2 Summary of key results  

Presenting a new longitudinal dataset of Hendra virus excretion dynamics (4,343 

samples over 2.5 years), with refined methods to estimate infectious shedding and 

pathogen pressure, I investigated the spatio-temporal dynamics of infection and 

spillover risk from flying-fox reservoir host populations. By combining quantitative 

measures of viral load with estimates of prevalence and pathogen pressure, the new 

approach presented in this chapter accounted for potentially non-infectious RNA 

shedding (commonly observed in viral infections (Chan et al. 2004; Lin et al. 2012; Oh 

et al. 2016; Sissoko et al. 2017; Paz-Bailey et al. 2018; Wölfel et al. 2020)) and gave a 

more relevant measure for Hendra virus spillover risk. I showed clearer intra- and inter-

annual variation in high-intensity pulses of viral shedding, and re-evaluated the 

relevance to spillover risk of previously observed low-prevalence shedding periods 

(Field et al. 2011; Field et al. 2015). I also demonstrated that infection intensity was 

variable between roosts within the same regional area, suggesting that localised 

determinants of spillover risk are more nuanced than broad-scale regional risks 

originally investigated by Field et al. (2015). These findings help to focus spatial and 

temporal zones of spillover risk, and suggest that infection and spillover risk may be 

driven by localised factors. Features of individual roosts that predispose them to 

infection and localised epidemics required further investigation.  

 

I conceived a longitudinal study on flying-fox density and distribution within roosts, 

and collected a dataset comprised of 13 monthly repeat measures from 2,522 spatially 

referenced roost trees across eight roost sites. This chapter presents the first fine-scale 

spatial and temporal investigation of flying-fox roost use in a structured, repeatable 

design. A major focus of this chapter was to quantitatively evaluate conventional 



350 

 

wisdom on flying-fox ecology, which has been largely based on anecdotal observation, 

and to provide updated baseline ecological information given recent, widespread 

ecological shifts (Williams et al. 2006; Tait et al. 2014). Key findings included (i) 

flying-fox roosting structure was highly heterogenous and dynamic (ii) temporal trends 

in occupancy and abundance were roost specific and not generalisable, (iii) density 

estimates vary greatly by scale, both in magnitude and temporal dynamics, (iii) roost 

level measures that are commonly used in models of disease were not predictive of 

abundance or density at the level relevant for transmission (tree level), and (iv) tree 

density within roosts was the strongest predictor of bat abundance within trees, and 

presented a strong negative relationship (roosts with fewer trees presented with more 

bats per tree). Collectively these findings provide quantitative information to guide 

evidence-based recommendations on restoration and management of flying-foxes, and 

provide an empirical base from which to investigate bat roosting structure as a potential 

driver of virus transmission. 

 

Utilising this ecological information, I then developed spatially explicit, compartmental 

mathematical models of flying-fox roosts, and contrasted dynamics of infection 

invasion between roost structures with different levels of tree density. The approach 

taken in this chapter extends beyond existing dynamic transmission models of Hendra 

virus (e.g. Plowright et al. 2011; Wang et al. 2013) and other bat-borne viruses more 

broadly (e.g. Jeong et al. 2017; Glennon et al. 2019a; Chen et al. 2020; Epstein et al. 

2020), to account for the heterogenous distribution of bats, and therefore be more 

reflective of natural transmission patterns. These models revealed counterintuitive 

relationships between spatial structure and pathogen dynamics. Specifically, I showed 

that sparse tree structures (with fewer trees but more bats per tree) generated higher 
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probabilities of successful outbreaks, larger and faster epidemics, and shorter virus 

extinction times, compared with intermediate and dense tree structures with more trees 

but fewer bats per tree. I also demonstrated that simulated infection dynamics in 

spatially structured roosts differed from that of non-spatial (mean-field) models for 

equivalently sized populations. These findings identify tree density as a potential driver 

of differences in shedding intensity and spillover risk between roosts, and highlight the 

importance of including spatial structure in disease models of gregarious taxa.  

 

Finally, I proposed a conceptual, extended modelling framework to holistically integrate 

between-host contexts (like population structure), and within-host processes (like 

mechanistic dose-response relationships) into epidemiological models. I also 

demonstrated how changes in the design and accessibility of dose-response experiments 

would facilitate integration into epidemiological modelling. Integration of between-host 

and within-host processes into a single, holistic modelling framework, as proposed in 

this chapter, would better represent the spillover process of viral pathogens, and would 

ultimately enable more realistic predictions of zoonotic transmission outcomes and 

spillover risk (Plowright et al. 2017). This would also be relevant in the context of 

managing outbreaks of viral disease, most recently exemplified by COVID-19 disease, 

where a lack of understanding of the dose-response relationship of SARS Cov-2 has 

hampered management strategies (Guallar et al. 2020; Karimzadeh, Bhopal & Tien 

2020).  

 

6.1.3 Management implications 

Collectively, findings from this thesis further our understanding of Hendra virus 

infection dynamics and spillover risk, and have direct implications for the refinement of 
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effective and targeted strategies for managing Hendra virus exposure risk. Observed 

differences in pathogen pressure between roost sites (Chapter 2) and simulated infection 

dynamics between roost structure types (Chapter 4) re-emphasise the importance of 

understanding local drivers of infection when evaluating spillover risk (Páez et al. 

2017). These findings can be communicated as clear, locally relevant risk factors to the 

general public (Kung et al. 2013), and may help garner support for ecological 

interventions for spillover (Degeling et al. 2018; Sokolow et al. 2019). Multifaceted 

investigations into bat roosting structure as a driver of virus transmission (Chapters 3 

and 4) highlight how aggregative spatial structuring of bats within roosts can add 

heterogeneity to the contact structure of populations and drive differences in 

transmission potential and spillover risk. Information presented in these chapters gives 

compelling evidence that spatial structure and bat aggregation may be a missing piece in 

understanding differences in shedding intensity and spillover risk from roost sites.  

 

These findings will be important when considering the potential impact of the 

urbanisation of flying-fox populations on infection dynamics and spillover risk from 

roosts. Sparse roost structures (with fewer trees but more bats per tree) are common in 

human-dominated landscapes. Simulated infections (Chapter 4) showed that roosts of 

this structure type promoted a higher probability of outbreak success. Predisposition to 

local epidemics could mean that roosts of this type contribute to spillover more 

frequently than other roost structure types. Epidemics in these roost structure types were 

also characterised by tight boom-bust cycles of infection (high magnitude pulses of 

short duration, with faster virus extinction). Having a high proportion of bats shedding 

virus, concentrated within a small timeframe, will intensify local pathogen pressure and 

may further contribute to higher spillover risk from these roosts. This would be 



353 

 

consistent with the correlation seen between the rise of urban roosts and increasing 

incidence of spillover (Plowright et al. 2011), and may be one mechanism to explain 

this correlation.  

 

6.1.4 Broad implications   

Insights from this thesis are not limited to Hendra virus in flying-foxes, but are relevant 

to studies of other emerging diseases linked with habitat modification and changing 

populations, including coronaviruses like SARS-CoV-2, as well as host-pathogen 

dynamics in other communally roosting zoonotic reservoir hosts. Anthropogenic 

changes are responsible for many zoonotic emerging infectious diseases (Woolhouse & 

Gowtage-Sequeria 2005; Jones et al. 2008; Morse et al. 2012). Changes in flying-fox 

ecology resulting from widespread anthropogenic transformation of bat habitat in 

Australia provides a useful study system to exemplify the potential impacts on global 

public health of rapidly changing reservoir host ecologies (Plowright et al. 2008b). 

Moreover, ecological and epidemiological similarities between Hendra virus and many 

other bat-borne zoonoses, including other henipaviruses (e.g. Nipah virus), 

coronaviruses (e.g. MERS-CoV) and filoviruses (e.g. Marburg virus), make it a suitable 

study system to understand infectious disease dynamics in bats generally (Plowright et 

al. 2015). Insights into patterns of viral invasion and spread under scenarios of roost 

structure change could be directly related to similar systems, for example, to 

hypothesise the nature of Nipah virus circulation in fragmented populations of Pteropus 

species across Bangladesh (Epstein et al. 2020; McKee et al. 2020; Olival et al. 2020). 

These species have been documented to form several small, continuously occupied 

roosts in villages that are surrounded by areas of large forest fragmentation, and single 

large roosts in areas of in-tact forest (Hahn et al. 2014). This parallels the contemporary 
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ecology of Australian flying-foxes. Moreover, these fragmented roost types have been 

linked with Nipah virus spillover events, with smaller canopy area of roosts identified 

as a major risk factor for spillover, after controlling for human population density (Hahn 

et al. 2014). It is plausible that mechanisms linking population structure and Hendra 

virus infection and spillover could be similar in the Nipah virus system. 

 

The issues of heterogenous mixing tackled in this thesis are prevalent across most 

wildlife disease systems (McCallum, Barlow & Hone 2001; De Jong 2002). My 

findings show that, in wildlife populations where individuals do not mix evenly, the 

incorporation of ecologically realistic transmission structures into models of host-

pathogen interaction produces a substantially different picture of infection dynamics 

than simple mean-field models. The importance of spatial structure on pathogen 

transmission has been discussed in past research (e.g. Keeling 1999; Park, Gubbins & 

Gilligan 2002; Colizza & Vespignani 2008; Jesse et al. 2008; Apolloni et al. 2014; 

White, Forester & Craft 2018) but this thesis is the first to integrate empirically based 

spatial structure into models of bat-borne virus transmission at this scale. Moreover, the 

model framework and code provided in Chapter 4 are easily generalisable to other 

wildlife-pathogen systems, and can be utilised to investigate infection dynamics in other 

spatially structured communal species. Lastly, the multifaceted approach of this thesis, 

coupled with the modelling framework provided in Chapter 4, has set a precedent for 

creative study design that integrates host and viral ecology, and teases apart underlying 

transmission mechanisms in heterogenous host populations. If integrated into research 

programmes, this approach could create opportunities for model guided fieldwork to 

gain more realistic predictions of pathogen invasion and persistence, and for accurately 

forecasting disease risk from wildlife (Restif et al. 2012).  
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6.1.5 Final conclusions and future directions 

The research presented in this thesis fills several knowledge gaps relating to the ecology 

of flying-foxes and the drivers of infection and spillover of Hendra virus in a situation 

of rapidly changing host ecology. Future disease modelling efforts would benefit from 

laboratory studies that directly compare the infectiousness of Hendra virus to molecular 

methods that quantify viral load (like in Munster et al. 2009). In addition, future work 

on the longitudinal dataset presented in Chapter 2 should compare shedding patterns 

with sampling from individual bats, to confirm patterns of shedding from inferred 

infected and infectious bats. As the relationship between infection and infectiousness 

becomes clearer for Hendra virus, future models of bat-pathogen dynamics may expand 

to consider viral load to further elucidate patterns of infection and viral maintenance 

within bat populations (Plowright et al. 2016). 

 

To improve capacity to predict and manage spillover events of Hendra virus, additional 

research to empirically confirm simulated infection dynamics would be valuable. As 

new data become available on various additional aspects of the spillover process 

(including further elucidation of the immune functioning of bats), empirically guided 

models that integrate aspects of within- and between-host processes would further refine 

our mechanistic understanding of spillover in this multi-layered system.  

 

Finally, this thesis speaks to the broader need to develop and thoroughly test hypotheses 

on the mechanistic drivers of infection, shedding and spillover from reservoir hosts. In 

this time of rapidly increasing, human-mediated change to the environment, 

intervention strategies are critically needed to mediate spillover from emerged and 
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emerging pathogens to prevent global pandemics of viral disease. Using Hendra virus as 

a model system, this thesis outlines tools for research, and general insights, into 

understanding the drivers of viral infection and spillover from bats. These tools and 

insights can be applied to predicting future risk in changing environments and 

ecosystems across bat-viral systems globally.  
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7.1.1 Abstract 

Flying-foxes (Pteropus spp.) are species of extraordinary ecological importance, yet 

conservation management of these animals is often highly contentious owing to 

negative community perceptions regarding human wellbeing and other native wildlife. 

Community members often report concern for other species being displaced from 

flying-fox roosts, though there have been no documented cases of flying-foxes 

displacing other wildlife. Studies on the frequency of inter-species occupation of flying-

fox roosts are notably absent, however. Here we report observations from a 13-month 

study on flying-fox roosting at a root site in south-eastern Queensland, and report co-

occupation of the flying-fox roost by koala (Phascolarctos cinereus).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Keywords: fruit bat; Pteropus poliocephalus; Pteropus alecto; Pteropus scapulatus; 

human-wildlife conflict; camp  
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7.1.2 Introduction 

The koala (Phascolarctos cinereus) and the flying-fox (Pteropus spp.) are arboreal 

species native to eastern Australia (Ratcliffe 1931; Dique et al. 2004). Koalas are 

solitary mammals, and occur at relatively low densities (~0.09–0.19 koalas/ha) (Dique 

et al. 2004). Once-off tree-use within their home range is common, with daytime tree 

occupancy believed to be driven by a range of factors including diet selection, shade 

availability, and water content of foliage (Ellis et al. 2002). Flying-foxes, by contrast, 

are highly gregarious species that roost in large communal aggregations (“camps” or 

“roosts”) that can collectively number hundreds to hundreds-of-thousands of individuals 

(National Flying-fox Monitoring Program 2017) with mean densities ranging between 

2.71-6.09 bats/m2 (27,100-60,900 bats/ha) (Lunn et al in prep) (Chapter 3.2). Roosts are 

used as daytime rest-stops by animals that forage in surrounding areas, or as short-term 

stopover sites by migrating animals. The locations of roosts are generally stable through 

time, and include sites with documented histories that exceed 100 years (Lunney & 

Moon 1997). Both species are known to occupy a variety of eucalypt and non-eucalypt 

species during the day (Phillips, Callaghan & Thompson 2000; Vardon et al. 2001).  

 

Both species are in decline throughout parts of their range, and are listed as being high 

priority for urgent management intervention (Wildlife and Threatened Species Bushfire 

Recovery Expert Panel 2020), with habitat destruction (including roost habitat 

destruction) identified as one of the greatest threats to their long-term conservation 

(Commonwealth of Australia 2017a; Department of the Environment 2020). Negative 

community attitudes towards flying-foxes often further complicate conservation efforts 

for these species (Eby & Lunney 2002b) as in many bat species (MacFarlane & Rocha 

2020). Perceived impacts of flying-fox roosts includes concern for human wellbeing 
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(predominantly impact on amenities and disease risk) as well as concerns for other 

wildlife (Currey et al. 2018). Community members and local authorities commonly 

report destruction of roosting vegetation by flying-foxes (Pallin 2000; Richards 2002), 

as well as a perceived displacement of other species like birds and mammals from 

flying-fox roosts (Larsen et al. 2002). From one community interview by Lentini 

(2018): “I'm not against nature, I love birds and things and they don't do any damage, 

but these things [flying-foxes] just do damage wherever they go.” While impacts 

sustained over several years of flying-fox occupancy can indeed lead to vegetation 

damage (McWilliam 1984), flying-foxes have been noted to shift their roosting areas 

over time to innately lessen their damage to vegetation over time (Hall 2002). 

Moreover, there have been no documented cases of flying-foxes displacing other 

wildlife. Studies published on the frequency of inter-species occupation of flying-fox 

roosts are notably absent, however (with the exception of observations in Pallin 2000). 

Here we report results from a 13-month study on flying-fox roosting at a root site in 

south-eastern Queensland, and report co-occupation of the roost by koala.  

 

7.1.3 Methods 

The study area was Kearney Springs Historical Park in Toowoomba, Queensland (-

27.6008, 151.943793). Canopy vegetation in the park is predominantly eucalypt 

(Eucalyptus moluccana and E. planchoniana, with few E. microcorys, E. resinifera and 

Corymbia tessellaris) with Casuarina glauca. Understory is grass lawn, maintained by 

the local city council. The surrounding environment is predominantly urban, with 

agriculture to the west, and forest remnant to the east (extending ~4km from roost) 

(Figure 7-1). Flying-fox occupation has been documented in the park since 2009 

(National Flying-Fox Monitoring Program 2017).  
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Figure 7-1: Broader environment surrounding the roost site (black outline). Satellite 

images are from The Queensland Globe (https://qldglobe.information.qld.gov.au/). 

 

Flying-fox roosting surveys were conducted in the park for 13 months (August 2018-

August 2019) as part of a concurrent study (Lunn et al in prep) (Chapter 3). 

Methodological details are described in detail in Lunn et al (in prep) (Chapter 3.1), but 

briefly: we mapped the spatial arrangement of all overstory, canopy and midstory trees 

in a grid network of 10 stratified random subplots (20 x 20 meters each) using an 
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ultrasound distance instrument (Vertex Hypsometer, Haglöf Sweden, accurate to 10-30 

cm). Trees were mapped and tagged using tree survey methods described in the 

“Ausplots Forest Monitoring Network, Large Tree Survey Protocol” (Wood et al. 

2015). Tagged trees were revisited monthly, and the number of flying-foxes was 

visually estimated and recorded per species using an index: 0=no bats, 1=<5 bats, 

2=<10 bats, 3=11-20 bats, 4=21-50 bats, 5=51-100 bats, 6=101-199 bats and 7= 200+ 

bats. Additional species roosting in tagged trees (including koalas and Australian white 

ibis, Threskiornis moluccus) were also counted and recorded. The flying-fox roost 

perimeter was mapped with GPS (accurate to 10 meters) immediately after the tree 

survey to estimate perimeter length and roost area. The roost perimeter boundary was 

defined as per Clancy and Einoder (2004), by walking directly underneath roosting 

flying-foxes, to delineate between inhabited and uninhabited roosting habitat. Roost tree 

features were recorded, including tree height (measured with the Vertex Hypsometer), 

diameter at breast height (DBH) and tree species.  

 

7.1.4 Results and Discussion 

A single koala was observed within the flying-fox roost in September 2018. Both black 

flying-foxes (P. alecto) and grey-headed flying-foxes (P. poliocephalus) were present in 

the roost at the time, with a total combined abundance of approximately 4,000 flying-

foxes. No flying-foxes were observed roosting in the same tree as the koala, but were 

observed in neighbouring trees (the closest being 3.6 and 11.6 meters away, Figure 7-2). 

However, flying-foxes were observed to occupy this tree for all surveys before (1 

observation) and after (10 observations) occupation by the koala (Figure 7-3). The tree 

was identified as E. moluccana, with a height of 24.2 meters (lowest branch 8.4 meters 

and highest branch at 23.8 meters), and with a DBH of 49.1 cm.  
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Figure 7-2: Location of koala (blue star) relative to the extent of the flying-fox roost 

(white outline) at the time of the observation, September 2018. Inset shows the location 

of tagged trees (base of trunks), with orange indicating trees occupied by flying-foxes, 

and white indicating trees not occupied by flying-foxes. The nearest flying-fox-
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occupied tree was 3.6 meters away. Satellite images are from The Queensland Globe 

(https://qldglobe.information.qld.gov.au/). 

 

 

Figure 7-3: Occupation of the observed tree through time. 

 

To the best of our knowledge, we provide the first documentation of the co-occurrence 

of koala and flying-foxes. The koala was observed within the perimeter of the flying-fox 

roost, and was nearby other trees occupied by flying-foxes (Figure 7-2). This 

observation suggests that occupation of an area by flying-foxes does not necessarily 

preclude occupation of the same area by koalas, in contrast to community perceptions 

about wildlife displacement by flying-fox roosts (and in fact may be the opposite, as 

described below). The koala was only observed in a single survey across the 13 months, 

but this is consistent with known, single use of tree behaviour by koalas (Mitchell 1990; 

Hasegawa 1995; Ellis et al. 2002) and we suggest is unlikely to reflect displacement of 

the koala by flying-foxes. The koala was not observed to be using the same tree as 
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flying-foxes, though the tree was used by bats in all other surveys (Figure 7-3). Flying-

foxes are generally highly consistent with their tree use whilst within a particular roost, 

with the same individuals observed to return to the same branch of a tree over many 

weeks or months (Markus 2002; Welbergen 2005). This behaviour is more common in 

the lead-up to conception, however (~March-April for P. poliocephalus and P. alecto) 

as male territorial behaviour becomes more pronounced (Markus 2002), whereas our 

observation was made in September, around the timing of parturition in P. 

poliocephalus and P. alecto (Vardon & Tidemann 1998). It is conceivable that the 

flying-foxes vacated the tree in response to occupation by the koala. Whether this would 

be observed during the mating period is not clear. Though, observed shifts of flying-

foxes from primarily rainforest roost vegetation to use of eucalyptus dominated roost 

vegetation may increase future opportunities for koala–flying-fox co-occupation 

(Lunney & Moon 1997; Vardon et al. 2001).  

 

Further research regarding the co-occupation of flying-fox roosts by other species 

would be beneficial to general understanding about flying-fox roosting ecology, and 

would be a valuable contribution to education programs about flying-foxes and their 

roles in the Australian ecosystem (Larsen et al. 2002). Such education and awareness 

programs are often utilised by government and councils as a first step in human-bat 

conflict mitigation, and where successful can alleviate the need for disruptive actions 

like habitat modification and dispersal (State of NSW and Office of Environment and 

Heritage 2018; State of Queensland Department of Environment and Science 2020). 

Further documentation of co-occupation by native species and flying-foxes may help to 

improve community perceptions about bats and may help increase conservation 

outcomes for these species.  
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Supplementary Material B – Additional information on roost sites  

 

Table 7-1: Additional information on roost sites included in this thesis, obtained from the National Flying-Fox Monitoring Program (2017). 

Species included black flying-fox (BFF), grey-headed flying-fox (GHFF) and little red flying-fox (LRFF). 

Name in 

thesis 

Name in National Flying-fox 

Monitoring Program 

Location  Latitude Longitude Species 

composition 

Year 

formed 

Continuous 

occupation 

Notes  

Avondale Parkinson, Avondale Crescent Parkinson, 

Queensland 

-27.6303 153.0337 BFF, GHFF, 

LRFF 

2008 Yes  

Burleigh Burleigh Knoll Burleigh Heads, 

Queensland 

-28.082 153.439 BFF, GHFF 2013 Yes Classified as continuously occupied 

but observations from this thesis 

suggests day-to-day and month-to-

month occupation is variable 

Canungra Canungra, Beachmont Rd Witherin, 

Queensland 

-28.0398 153.1824 BFF, GHFF 1996 Yes Classified as continuously occupied 

but observations from this thesis and 

personal communication with 

neighbours suggests that bats often 

disperse in winter 

Clunes N/A Clunes, New 

South Wales 

-28.7342 153.4174 BFF, GHFF 2014 Yes  

Lismore Rotary Pk Lismore, New 

South Wales 

-28.8105 153.2992 BFF, GHFF, 

LRFF 

2007 Yes  

Redcliffe Redcliffe Botanic Gardens Redcliffe, 

Queensland 

-27.2315 153.0988 BFF, GHFF, 

LRFF 

2003 Yes  

Sunnybank Sunnybank (Les Atkinson Pk) Sunnybank, 

Queensland 

-27.5826 153.0524 BFF, GHFF, 

LRFF 

2009 Yes Classified as continuously occupied 

but observations from this thesis and 

personal communication with 

neighbours suggests that bats often 

disperse in winter 

Toowoomba Toowoomba, Spring S Toowoomba, 

Queensland 

-27.601 151.943 BFF, GHFF, 

LRFF 

2009 Yes  
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