Microseismicity Cloud Can Be Substantially Larger Than the Associated Stimulated Fracture Volume: The Case of the Paralana Enhanced Geothermal System
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Abstract The goal of hydraulic stimulation is to increase formation permeability in the near vicinity of a well. However, there remain technical challenges around measuring the outcome of this operation. During two enhanced geothermal system stimulations in South Australia, Paralana in 2011 and Habanero in 2003, extensive catalogs of microseismicity were recovered. It is often assumed that shear failure of existing fractures is the main mechanism behind both the induced earthquakes and any permeability enhancement. This underpins a common notion that the seismically active volume is also the stimulated reservoir. Here we compute the density of earthquake hypocenters and provide evidence that, under certain conditions, this spatiotemporal quantity is a reasonable proxy for pore pressure increase. We then apply an inverse modeling approach that uses the earthquake observations and a modified reservoir simulator to estimate the parameters of a permeability evolution relation. The regime implied by the data indicates that most permeability enhancement occurred very near to the wellbore and was not coincident with the bulk of the seismicity, whose volume was about 2 orders of magnitude larger. Thus, we conclude that, in some cases, it is possible for permeability enhancement and induced seismicity to be decoupled, in which case the seismically active volume is a poor indicator of the stimulated reservoir. Our results raise serious questions about the effectiveness of hydroshearing as a stimulation mechanism in enhanced geothermal system. This study extends our understanding of the complex processes linking earthquakes, fluid pressure, and permeability in both natural and engineered settings.

1. Introduction

An enhanced geothermal system (EGS) harvests energy from the Earth's crust by circulating fluid through a volume of hot, fractured rock whose permeability may have been enhanced by hydraulic stimulation (Jeanloz & Stone, 2013). In addition to the advantages of conventional geothermal operations — minimal environmental impact and baseload generation capacity — the opportunities for EGS are more widespread, as sufficiently high temperatures are found everywhere providing wells can be drilled deep enough (Tester et al., 2007).

To extract heat, fluid circulates through a volume of hot rock, from an injection well to a production well, ideally accessing a large fracture surface area along the way (Majer et al., 2007). However, at the great depths where economic temperatures are generally found, permeability is usually relatively low (Majer et al., 2007). To enhance it, hydraulic stimulation is undertaken, whereby cold fluid is injected at high pressure. These operations typically last hours to days. Estimating the stimulated volume that results is important, because this quantifies the size of the available heat resource. Unfortunately, the stimulated reservoir cannot be observed directly.

Well injectivity — the ratio of injection rate to wellhead pressure (WHP; Grant, 1982) — is one measure of the success of a stimulation. Permeability enhancement is often reflected by an increase of the injectivity, although this does not constrain the spatial extent of permeability changes and hence the size of the stimulated reservoir. Other factors also impact injectivity, including viscosity changes with temperature (McLean & Zarrrouk, 2015) and local pressure increase around the well, which further confounds interpretations. Seismicity is nearly always induced during an EGS stimulation (Majer et al., 2007; Zang et al., 2014). Because of their spatiotemporal nature — earthquakes are attached both a location and an occurrence time — microearthquake (MEQ) catalogs carry valuable information about the stimulation process.
Previous studies have linked the growing microseismicity cloud to the evolving stimulated volume (Baisch et al., 2004; Bendall et al., 2014; Llanos et al., 2015; Rothert & Baisch, 2011; Weidler et al., 2002).

Induced seismicity is usually attributed to hydroshattering: shear failure of preexisting fractures (Majer et al., 2007) as a result of stress and pressure changes caused by high pressure injection (Pearson, 1981). The same mechanism is known to potentially increase overall permeability, as shown experimentally in Chen et al. (2000). This is a consequence of self-propping, the idea that fracture aperture is enhanced postslip because of the mismatch between the rough fracture surfaces. Hydroshattering is often considered to dominate the permeability enhancement process occurring during geothermal stimulations, as in Soultz-sous-Forêts (Evans et al., 2005) or Desert Peak (Chabora et al., 2012).

Several modeling approaches have been developed to simulate the joint evolution of seismicity and permeability. For instance, Baisch et al. (2009) model concurrent permeability enhancement with the slip of individual fault patches and apply this model to recover the hydraulic behavior and temporal evolution of seismicity in the Soultz-sous-Forêts EGS. Gischig and Wiemer (2013) refine this approach, introducing a stimulation factor that evolves with pressure but subject to several threshold criteria. They apply this model to the Basel EGS stimulation, obtaining a good match with the data and then exploring several alternative injection scenarios.

However, several instances have been documented in which permeability enhancement and induced seismicity are clearly decoupled. For instance, Bourouis and Bernard (2007) analyzed the MEQ catalog of the 1993 Soultz-sous-Forêts stimulation and concluded that aseismic slip induced during this operation resulted in substantial permeability enhancement. More recently, Guglielmi et al. (2015) described an experiment in which aseismic slip was observed as a direct consequence of fluid injection and was associated with permeability increase. In an EGS, because of geological settings found at large depth (crystalline basement), fluid flow is dominated by secondary permeability in a fracture network (Majer et al., 2007). Permeability enhancement therefore can be a consequence of either fracture opening or fracture shear failure (McClure & Horne, 2012). Other mechanisms can be responsible for such processes and may possibly exceed the permeability gains obtained from self-propping (explored in more detail in section 4.2). Thus, permeability enhancement and induced seismicity can both result from shear failure of existing fractures, but occurrence of one does not imply occurrence of the other.

Permeability gains realized during hydraulic stimulation are sometimes temporary. For example, during stimulation of the Desert Peak EGS, injectivity repeatedly declined during the shut-in periods that followed injection intervals (Chabora et al., 2012; Dempsey et al., 2015). This could be due to a reversible thermoelastic effect: Rock contracts as it cools allowing fracture apertures to widen but returns to its original state when the reservoir reheats. In contrast, hydroshattering is by essence an irreversible process.

Other stimulation techniques known to improve geothermal reservoir permeability include hydraulic fracturing (Chabora et al., 2012) and acid injection (Portier et al., 2009). For these mechanisms, a connection with induced seismicity is even more tenuous. Although a direct link between permeability and induced seismicity is not always clear, it is generally accepted that the earthquakes are triggered by, and therefore reflect, an increase of the pore pressure (Hubbert & Rubey, 1959). Notable exceptions to this include seismicity induced by reservoir drawdown (Segall et al., 1994; Segall & Fitzgerald, 1998) or rapid cycling of injection rates (Segall & Lu, 2015), both of which are poroelastic phenomena, or by aftershock triggering. Thus, even if induced seismicity is not coincident with permeability change at the same location, it nevertheless carries information about reservoir-scale permeability changes through its sensitivity to fluid pressure changes. This idea is the basis of our approach to invert permeability enhancement from microseismicity data.

Links between earthquakes and hydrological changes have also been extensively documented in natural settings. For example, Miller et al. (2004) investigated an aftershock sequence in Italy and interpreted it as the result of a coseismic fluid pressure pulse, and Muir-Wood and King (1993) described how the style of faulting of large natural earthquakes causes changes in crustal porosity. Earthquakes are also known to be linked to fluid flow in volcanic settings. For instance, Ventura and Vilardo (1999) used seismicity to estimate hydraulic parameters at Vesuvius volcano. Seismicity have also been used to understand fluid flow in natural geothermal systems, such as changes of the two-phase pore pressure at Long Valley hydrothermal system (Sturtevant et al., 1996). Thus, while our study here addresses a rather specific set of injection experiments, we suggest that the findings have relevance to the wider hydrological and seismological communities.
2. EGS Experiments in South Australia

In developing and demonstrating our method, we use data from two EGS stimulations, both performed in South Australia: the Habanero well in 2003 in Cooper Basin and the Paralana 2 well (Figure 1). Both projects were undertaken with the goal to increase in situ permeability in high-temperature formations basement at approximately 4-km depth. Geologic and injection parameters for the two stimulations are summarized in Table 1.

For hydraulic fracturing to have occurred at these stimulations, the downhole pressure in the well would have needed to exceed the minimum principal stress. Because of uncertainty in the estimated stress directions and magnitudes, we cannot be certain that a hydraulic fracture was not created during these stimulations. For the Habanero stimulation, a previous study deemed hydraulic fracturing unlikely (Baisch et al., 2006). At Paralana, it is possible that downhole pressure exceeded the minimum principal stress (Albaric et al., 2014).

Arrays of seismometers were installed at both sites, and MEQs catalogs are available for both stimulations (Albaric et al., 2014). In both cases, the distribution of MEQs allows identification of a subhorizontal plane that presumably localizes fluid flow.

2.1. Habanero

Three stimulations were conducted at the Habanero well in 2003, 2005, and 2012. Here we consider the first stimulation, which involved injection of 20,000 m$^3$ of water into the granitic basement at a depth of 4.25 km. The stimulation was conducted as a series of four constant flow rate steps, increasing from 8 to 24 L/s (Figure 2a). WHP in the final step was maintained about 31 MPa above the 35 MPa artesian overpressure encountered in the well. WHP is seen increasing faster than injection rate; thus, injectivity decreased, giving no sign of permeability improvement (Figure 2b).

About 10,436 MEQs larger than $M_c = 0.8$ were located during this stimulation. They formed large planar cloud dipping about $10^\circ$ to the west, approximately $1 \times 2$ km in extent and 150–200 m thick. As the thickness of the cloud is approximately the vertical resolution the MEQ locations, it was inferred that all the events occurred on a single large structure (Baisch et al., 2006). This was later confirmed by drilling, and this structure is now called the Habanero Fault (Bendall et al., 2014).

2.2. Paralana

Paralana 2 was drilled in 2009 as an injection well for an EGS project to a depth of 3,962.5 m. The well was cased from the surface to a depth of 3,680 m and plugged at 3,680 m. The casing was perforated between 3,639 and 3,645 m, within the sediments, an unusual setting as most EGS projects aim to stimulate the crystalline...
Table 1

<table>
<thead>
<tr>
<th>Paralana and Habanero Stimulations Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stimulation</strong></td>
</tr>
<tr>
<td>Stimulation date</td>
</tr>
<tr>
<td>Volume injected (m³)</td>
</tr>
<tr>
<td>Stimulation duration (days)</td>
</tr>
<tr>
<td>Injection depth (m)</td>
</tr>
<tr>
<td>Maximum wellhead pressure (MPa)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Injection regime</td>
</tr>
<tr>
<td>Stress regime</td>
</tr>
<tr>
<td>In situ temperature (°C)</td>
</tr>
<tr>
<td>MEQs located</td>
</tr>
<tr>
<td>Maximum magnitude</td>
</tr>
<tr>
<td>Minimum magnitude</td>
</tr>
<tr>
<td>Magnitude of completeness&lt;sup&gt;e&lt;/sup&gt;</td>
</tr>
<tr>
<td>MEQs located above Mc</td>
</tr>
<tr>
<td>Injection plane dip</td>
</tr>
<tr>
<td>Average lateral error (2σ; m)</td>
</tr>
<tr>
<td>Average vertical error (2σ; m)</td>
</tr>
</tbody>
</table>

Note. MEQ = microearthquake; WHP = wellhead pressure.
<sup>a</sup>Albaric et al. (2014); Bendall et al. (2014).  <sup>b</sup>Bea et al. (2006).  <sup>c</sup>Intersection between well and injection plane derived from seismicity distribution.  <sup>d</sup>Excluding WHP needed to overcome artesian pressure, 23 MPa for Paralana, 35 MPa for Habanero.  <sup>e</sup>Calculated with the maximum curvature method (Wiemer & Wyss, 2002).

basement (Evans et al., 2005). Its stimulation lasted for 5 days and was carried on in two stages. During the first stage (continuous pumping), 2,200 m³ of water were injected, accompanied by 110 m³ of acid. A second stage followed (propped fracture treatment), which is not considered in this study. Injection was maintained at almost constant WHP (Figure 2c). An increase in injectivity over time is observed (Figure 2d), thus permeability enhancement can be certain to have occurred. The lithostratigraphic and structural environment in Paralana is weakly constrained, especially below 3,300 m because of logging issues (Reid et al., 2010).

Three thousand eight hundred nine MEQs with magnitude larger than Mc = 0.1 were detected and relocated, according to process described in Albaric et al. (2014). Unlike the cloud recorded during the 2003 Habanero stimulation, events are much more widespread, with some occurring thousands of meter above the injection point at early times. It is not likely that pore pressure change due to the injection could reach these great distances at early times, and we therefore attribute those events to a poroelastic stress effect. Discarding those MEQs, the remaining large events form a cloud about a planar structure dipping 13.5° to the NNW. Because the thickness of the identified structure, 140 m, is larger than the vertical location uncertainty, 50 m, it is unlikely to be a single fault as at Habanero but rather a thick fracture network. This planar structure intersects the well 200 m below the cement plug. If injected fluid entered sediments at perforation depth, between 3,639 and 3,645 m, it resulted in no discernible seismicity cloud. Thus, it seems likely that most injected fluid penetrated the cemented plug and entered the formation at around 3,900 m. This depth coincides with the basement-sediment cover boundary (Albaric et al., 2014), which have sometimes been observed as zones of elevated permeability (Boiron et al., 2010). The basement-sediment cover boundary provides a potential path for fluid to reach intersecting, optimally orientated fractures and to trigger their failure through hydroshearing.

### 2.3. Radial Geometry

For the purpose of our analysis, we make the following assumptions about the geometry of our problem. First, fluid flow and permeability enhancement occur dominantly within a 2-D plane that also corresponds to the best-fitting plane to the seismicity cloud. In the case of Habanero, this assumption is particularly robust, as drilling reveals there to be a single fracture plane that was reactivated during the stimulation. For Paralana,
this assumption is not directly verified by downhole imaging, but there is a candidate structure, the interface between basement and sediment, to account for a relatively permeable plane of fluid flow. Second, we assume radial symmetry of seismicity, permeability enhancement, and pressure evolution. Visual inspection of the seismicity clouds for both data sets indicate some level of departure from radial symmetry. Thus, our inversion of permeability enhancement represents a radially averaged solution. This approach prevents us from considering structural heterogeneities such as potential flow channeling caused by shear displacement (Auradou et al., 2006) or heterogeneities in properties such as the stress distribution (Valley & Evans, 2010). Still, it allows us to draw robust first-order conclusions (see Appendix C for an investigation of radial asymmetry).

### 3. Permeability Inversion From Microseismicity

Induced seismicity carries quantitative information about permeability changes in the subsurface. Here we construct an inversion procedure to infer those changes. We express the relationship between permeability, $\kappa$, pressure, $P$, and seismicity, parameterized as the volume density of earthquake hypocenters, $n$,

$$
\kappa = h(r, t; \Theta), \quad P = g(\kappa; \Psi), \quad n = f(P; \Phi)
$$

(1)

where $r$ is radial distance from the well in the 2-D plane of fluid flow, $t$ is time, $\Theta$, $\Psi$, and $\Phi$ are parameter vectors, and $h(\cdot)$, $g(\cdot)$, and $f(\cdot)$ parameterize permeability evolution, reservoir simulation, and induced seismicity triggering, respectively. Note that $r$ and $t$ dependence of $g(\cdot)$ and $f(\cdot)$ is implied.

Therefore, we can express forward and inverse models that relate seismicity and permeability evolution, using fluid pressure as an intermediary term, as

$$
n = f(g(\kappa)) \quad \kappa = g^{-1}(f^{-1}(n))
$$

(2)

where the parameter vectors have been omitted for clarity. Our methodology is introduced as follows. In section 3.1, we present a method to extract the broad spatiotemporal features of an induced seismicity cloud and compute a meaningful quantification of seismic activity $n$. In section 3.2, we theoretically motivate a linear relationship for $f(\cdot)$ and validate this using observations from Habanero. The inverse, $f^{-1}(\cdot)$, follows straightforwardly, and a method to account for location errors and aleatoric uncertainty is presented at this step. In section 3.3, we propose a generic form for $h(\cdot)$ that can replicate a range of possible permeability enhancement scenarios but is not motivated by physical considerations. This expression is embedded inside
3.1. Hypocenter Density

The triggering of any particular earthquake is a consequence of complex nucleation processes (Rubin & Ampuero, 2005), which are sensitive to heterogeneities in both material properties and stress (Ben-Zion & Rice, 1995). These heterogeneities are, for all practical purposes, unknowable ahead of time. Thus, on its own, a single earthquake—when described only as a hypocenter position and a triggering time, as for the catalogs considered in this study—carries limited information about the particular in situ conditions where it nucleated. However, when we average over large numbers of earthquakes, we also average over the heterogeneity.

In our analysis, we are primarily concerned with the cumulative hypocenter density, $n$. Following Dempsey, Barton, et al. (2016), we define this quantity as the total number of earthquake hypocenters occurring per unit area of the injection plane prior to time, $t$. Because the location of each earthquake is not known precisely, we represent it as a normal 3-D spatial probability distribution centered on its calculated location. Horizontal and vertical standard deviations of the distribution are the horizontal and vertical location uncertainties, respectively. Then, we divide the space around the injection well into concentric cylindrical shells. For each shell, $n$ is computed by integrating the probability density over the shell area for all events occurring before time, $t$. We fix the annulus thickness of the shells at 50 m, which corresponds closely to the average horizontal location uncertainty for both catalogs. Dividing by the annulus area yields the cumulative hypocenter density that also incorporates location uncertainty (Figure 3). Greater details on the computation of location uncertainty is given in Appendix A1.
3.2. Seismicity-Pressure Relationship

We assume that an induced earthquake is the result of fluid pressure increase that triggers shear failure according to the Mohr-Coulomb criterion. That is when shear stress, \( \tau \), equals the shear strength, \( \tau_s \), which in turn depends on the effective normal stress

\[
\tau_s = f_s(\sigma_n - P)
\]

where \( f_s \) is the friction coefficient, \( \sigma_n \) is the normal stress, and \( P \) is fluid pressure. Assuming a fracture is at initial shear stress, \( \tau \), less than the static shear strength, \( \tau_s \), then the critical pressure increase to cause failure, \( \Delta P_{\text{crit}} \), is

\[
\Delta P_{\text{crit}} = \frac{1}{f_s}(\tau - \tau_s)
\]

For pressure increases larger than \( \Delta P_{\text{crit}} \), we assume that a fracture can repeatedly reshear. Each time the fracture shears, shear stress drops by \( \Delta \tau \), and therefore, an additional \( \Delta P = \frac{1}{f_s}(\Delta \tau) \) of fluid pressure increase is required before the next event occurs. Assuming an average stress drop independent of fluid pressure, the cumulative hypocenter density will be approximately proportional to the pressure increase over and above the critical value \( \Delta P - \Delta P_{\text{crit}} \), thus motivating a model of the form \( n = f(P; \Phi) \) where

\[
n = \begin{cases} 
0, & \Delta P < \Delta P_{\text{crit}} \\
 k(\Delta P - \Delta P_{\text{crit}}), & \Delta P \geq \Delta P_{\text{crit}} 
\end{cases}
\]

with \( k \) the proportionality factor between pressure increase and MEQ triggering, as defined in Dempsey and Suckale (2017). Note, \( k \) is an empirical coefficient that accounts for factors influencing earthquake triggering, for example, fracture density, event detection threshold, and degree of seismic versus aseismic slip. Its value is obtained through calibration. The factor \( k \) is strongly sensitive to the magnitude of completeness, \( M_c \), which sets the detection threshold for seismicity. Equation (5) is valid only as long as \( \Delta P \) was not exceeded at an earlier time, a behavior sometimes referred to as the Kaiser effect (Baisch et al., 2006). Thus, equation (5) becomes

\[
n = \begin{cases} 
0, & \max \left[ \Delta P(t_0, \ldots, t) \right] < \Delta P_{\text{crit}} \\
 k \left[ \max \left[ \Delta P(t_0, \ldots, t) \right] - \Delta P_{\text{crit}} \right], & \max \left[ \Delta P(t_0, \ldots, t) \right] \geq \Delta P_{\text{crit}} 
\end{cases}
\]

Equation (6) will not be accurate when seismicity is dominated by mechanisms other than hydroshering, for example, thermal contraction effects near the wellbore. The factor \( k \) is probably of heterogeneous distribution; however, we shall assume that an average value for the reservoir can be used, and this does not change over the course of the stimulation.

Although this model is a simple parameterization of quite complex earthquake nucleation processes, it nevertheless captures the essence of our hypothesis—correspondence between pressure rise and cumulative seismicity—and can be checked against the data.

An alternative approach is to use cumulative seismic moment or fault slip, as a proxy for fluid pressure. For instance, Rothert and Baisch (2011) used the cumulated slip displacement during stimulation of Habanero to infer directly the extent of the stimulated reservoir, a conjecture we challenge in this paper. However, for the stimulations we have investigated, catalogs are dominated by a handful of large events, which reduces the usefulness of spatial averaging. Furthermore, there is little evidence that the size of an event carries much information about in situ pressure conditions, whereas its hypocenter location and timing certainly do: In this sense, large and small earthquakes contain equal information. A notable exception to this is the ongoing discussion around the maximum magnitude-induced earthquakes, where the very largest events may carry information about the dimensions of the stimulated volume (Shapiro et al., 2011), the crustal stress state (Dempsey, Suckale et al., 2016; Goertz-Allmann & Wiemer, 2013), or a combination of those two elements (Galis et al., 2017).

A further source of uncertainty that we must account for is the aleatoric (random process) uncertainty inherent in earthquake triggering. Consider the following argument:

1. Induced earthquake triggering can be modelled as a nonhomogeneous Poisson point process with a rate parameter proportional to the fault stressing rate (Dempsey & Suckale, 2017).
2. Thus, the response to a given pressure increase, \( \Delta P' \), is probabilistic. While the most likely outcome might be that the number of earthquakes triggered is \( N' \), there remains a finite probability that it could in fact be \( N' + 1 \) (or \( N' + 2 \), or \( N' + 3 \), etc.).

3. Flipping this argument around, if \( N' \) earthquakes happen to be observed, this implies that the most likely pressure increase causing those events is \( \Delta P' \). However, it is not possible to rule out other values smaller or larger than \( \Delta P' \). In fact, the implied distribution for \( \Delta P \) is Poissonian, and the contribution of this source of uncertainty to the calculation of \( n \) is discussed in Appendix A2.

Radial profiles of cumulative hypocenter density are computed for the Habanero stimulation at five different times (Figure 4a). Although each profile is different, there is a characteristic shape to each of them from which we infer two behaviors: (1) Near the wellbore, for \( r < r_d = 300 \text{ m} \), \( n \) is approximately constant, and (2) at distances greater than \( r_d \), \( n \) decreases logarithmically. These two behaviors motivate a piecewise radial model for \( n \) of the form

\[
    n = \begin{cases} 
        n_{\text{max}}, & r < r_d \\
        n_{\text{max}} - \lambda \ln\left(\frac{r}{r_d}\right), & r \geq r_d 
    \end{cases} 
\]

(7)

In the near-wellbore region, where \( n = n_{\text{max}} \) is a constant, our hypothesis is that this reflects a region of constant pore pressure increase. Furthermore, given the connectedness of this region to the wellbore, the equilibrated pressure increase should be approximately the same as the downhole injection pressure. With each increase of the injection pressure, there is a corresponding increase of hypocenter density. Fitting a model of the form (7) to each hypocenter density profile yields an estimate of \( n_{\text{max}} \) at each stimulation step. It implies that the permeability within this region is high, consistently with the model of a large stimulated fracture proposed by Baisch et al. (2006). There appears to be a linear correlation between \( n_{\text{max}} \) and the average injection pressure at each stage (Figure 4b), which is consistent with the hypothesized relationship equation (6). The best fitting straight line to these data yield an estimate for the parameters \( \Phi \): \( k = 280 \text{ events-km}^{-2}\text{-MPa}^{-1} \) and \( \Delta P_{\text{crit}} = 4.6 \text{ MPa} \).

Beyond the constant \( n \) region \( (r > 300 \text{ m}) \), seismicity density and, by inference, fluid pressure decay logarithmically (Figure 4a). This is consistent with radial pore pressure diffusion from a constant source, which in this case is the constant pressure region \( r < r_d \). From mass conservation, the steady 2-D pressure distribution for a hollow cylinder with inside transition radius, \( r_d \), at overpressure, \( \Delta P_{\text{max}} \), and outside radius, \( R \), at initial pressure, assuming uniform diffusivity/permeability, is given by Carslaw & Jaeger (1959)

\[
    p = \frac{\Delta P_{\text{max}}}{\ln\left(\frac{R}{r_d}\right)} \ln\left(\frac{R}{r}\right) - \Delta P_{\text{max}} \ln\left(\frac{r_d}{r}\right) \ln\left(\frac{r}{r_d}\right) 
\]

(8)

This solution implies a uniform permeability in the volume \( r > r_d \), which may not be reasonable if permeability enhancement is taking place. Nevertheless, Dempsey, Barton, et al. (2016) was able to replicate this kind of inferred pressure response using a simplified, two-permeability step model to represent the stimulated and unstimulated rock. This furthermore implies the presence of high permeability for \( r < r_d \), which is consistent with the model of a large stimulated fracture proposed by Baisch et al. (2006).

The model introduced in equation (6) was proposed by Baisch and Harjes (2003), where it was derived from the features of induced seismicity observed at the KTB experiment in Germany: (i) that source mechanisms indicate pore pressure increase is the triggering factor and (ii) detected multiplets attest to the occurrence of resealing. However, in that study, the stress drop was not assumed constant, and therefore no proportionality relationship could be established between pore pressure and cumulative seismicity. A different model was introduced by Shapiro et al. (2011), in which \( \Delta P_{\text{crit}} \) is not constant but randomly distributed between two extreme values and where no resealing occurs. This model is based on results obtained from three EGS simulation data sets (Rothert & Shapiro, 2007). The model implies proportionality between event probability and pore pressure increase. In our study, the proportionality relationship expressed in equation (6) is backed by the analysis of the evolving induced seismicity distribution observed during the Habanero stimulation. Two lines of evidence are presented: (i) a linear correlation between \( n_{\text{max}} \) in the near-wellbore region and the average injection pressure at each stage; (ii) logarithmic decay of hypocenter density beyond the constant \( n \) plateau, correlating with the expected pressure field. Additionally, this validation of the presented model implies that stress drop is constant, at least for the range of events that occurred during the Habanero stimulation.
Figure 4. Hypocenter density profiles for (a) Habanero at the end of the steps 1, 2a, 2b, 3, and 4 specified in Figure 2a and Paralana at times $t_1$, $t_2$, $t_3$, and $t_4$ specified in Figure 2c, with model presented in equation (7). (c) Best-fit hypocenter density model presented in equation (6) for stabilized injection pressure stages at Habanero for each step against the average pressure during that step (modified from Dempsey, Barton, et al., 2016). (a) and (c) are plotted on a logarithmic scale on their horizontal axis and thus do not start at 0. Error bars on (b) are computed using Markov chain Monte Carlo method.
Profiles of hypocenter density at different times during the Paralana stimulation do not present a plateau as in Habanero, probably because of the absence of a large preexisting permeability structure. Instead, they indicate primarily logarithmic decay of hypocenter density with distance from the wellbore (Figure 4c). Like Habanero, this is consistent with a flow regime that is assumed to be dominantly radial. To compute the profiles for Paralana, we had to extrapolate the position of the wellbore at the depth of the injection plane, as detailed in Appendix B.

### 3.3. Kinematic Permeability Inversion

We hypothesize that the evolving pressure distribution, inferred from the hypocenter density distribution, carries information about the evolving permeability distribution, \( \kappa(r, t) \). To constrain \( \kappa \), we adopt an inverse modeling approach: proposing candidate models for \( \kappa \), simulating their pressure prediction, and quantifying the goodness of fit of each with the observed seismicity. To this end, it is useful to parameterize a function that describes a broad range of time and space behavior for \( \kappa \). We term this a kinematic permeability model, as the space-time evolution of \( \kappa \) has no underlying physical motivation. In contrast, a deterministic permeability model (a broad range of which are available in the published literature Baisch et al., 2010; Cappa & Rutqvist, 2011; Dempsey et al., 2015; Gischig & Wiemer, 2013; Kohl & Mégel, 2007; McClure & Horne, 2011; Shapiro & Dinske, 2009; Wassing et al., 2014) computes permeability in terms of other modelled physical processes, such as stress, temperature, or pore pressure.

The advantage of a kinematic model is that we are not burdened by the computational expense of modeling the underlying physics, for example, fracturing. We are also spared the kind of model error that arises when the wrong set of physics is assumed. The disadvantage of a kinematic approach is the inherent restriction in the types of permeability enhancement regimes that can be modelled. For instance, here we do not consider models with reversible permeability increase, such as an elastic process, or one with azimuthal variability.

This type of approach has been considered before. For instance, reservoir hydraulic properties inferred from MEQ catalogs were obtained by Shapiro et al. (1997, 2003, 2005) and Dinske et al. (2010), by a process called seismicity-based reservoir characterization. However, these authors assume constant permeability with time. As the models for \( \kappa(r, t) \) we use are quite complex, we are unable to develop analytical expressions for \( P(r, t) \), which is the approach taken by Shapiro et al. (1997) and Dinske et al. (2010). Instead, we use a modified groundwater flow simulator that plays the role of \( P = g(\kappa; \Psi) \).

Our simulations approximate radial flow and pressure buildup during a stimulation operation similar to that at Paralana (Figure 2). Governing equations of heat and mass transport in a porous medium subject to Darcy flow are solved using the code Finite Element Heat and Mass (Zyvoloski, 2007). Consistent with our hypocenter density analysis, a radial geometry is assumed to represent the injection layer described in section 2.2. We make sure that gridding and time stepping are fine enough to not interfere with simulation outputs. Uniform initial pressure and temperature are assigned throughout the domain. Fixed model parameters are summarized in Table 2. The injection source is modelled as a fixed pressure term wherein the flow simulator internally calculates an injection rate to maintain the prescribed pressure value in the injection block. This is important.

<table>
<thead>
<tr>
<th>Table 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Simulation Parameters</strong></td>
</tr>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Radius well</td>
</tr>
<tr>
<td>Outer radius</td>
</tr>
<tr>
<td>Annulus thickness</td>
</tr>
<tr>
<td>Depth</td>
</tr>
<tr>
<td>Vertical thickness</td>
</tr>
<tr>
<td>Simulation time</td>
</tr>
<tr>
<td>Maximum time step value</td>
</tr>
<tr>
<td>Initial pressure</td>
</tr>
<tr>
<td>Initial temperature</td>
</tr>
<tr>
<td>Thermal conductivity</td>
</tr>
<tr>
<td>Density</td>
</tr>
<tr>
<td>Specific heat</td>
</tr>
</tbody>
</table>
because, in spite of the WHP being maintained nearly constant throughout the Paralana stimulation, the flow rate increased approximately linearly over time. This presumably reflects permeability changes in the subsurface. The temperature of the injected fluid is calculated using a wellbore simulator (see Appendix D for details), which accounts for heating of the fluid in the 4.25-km-deep borehole before it enters the formation. Zero heat and mass flow boundary conditions are enforced at all boundaries, and we ensure these are far enough from injection source that boundary effects are negligible.

As we assume that the majority of the space occupied by the fluid is within the fracture network, we fix porosity, $\phi$, as a function of permeability, $\kappa$, following a cubic law (Landau & Lifshitz, 1959)

$$\phi(r, t) = \phi_0 \left[ \frac{\kappa(r, t)}{\kappa(0, 0)} \right]^{\frac{1}{3}}$$

with $\phi_0$ the initial porosity. $\phi_0$ is the only parameter that is not fixed, meaning that in our notation system we have $\Psi = [\phi_0]$. We do not consider the compressibility of the formation impact on porosity, as its effect is found to be negligible on the simulation outcome.

A problem that arises when approximating a fracture network as an effective porous media is heat transfer between fluid and rock matrix (Shaik et al., 2011). When modeling a porous media, it is common to assume that fluid and rock formation are in thermal equilibrium. In a fracture network, this is not always the case as much of the matrix is thermally isolated from the fluid. This is important when modeling injection because changes in fluid temperature affect the injectivity via the temperature-dependent viscosity and density (McLean & Zarrouk, 2015). To determine the impact of this effect, we run models both with and without matrix-fluid heat transfer effects (that is, maximum and zero buffering of the fluid temperature). These limiting cases show that temperature-viscosity effects have a less than 1% effect on the modelled flow rate. Hence, temperature effects have no substantial impact on the inversion process.

We introduce a function for permeability evolution of the form $\kappa = h(r, t; \Theta)$ that depends on distance from the wellbore, $r$, and time, $t$. Consistent with our kinematic description, permeability does not depend on

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure5.png}
\caption{(a) $\kappa$ against $r$ and influence of $\alpha$ and $\kappa_0$. (b) $t_{\text{front}}$ against $t$ and influence of $\beta$ and $r_{\text{max}}$. (c) $A$ is the factor by which $\kappa$ is multiplied, against $r$, and influence of $\gamma$ and $dx$.}
\end{figure}
Figure 6. Spatiotemporal depiction of two permeability evolution regimes both satisfying the linear injectivity increase observed at Paralana. Synthetic seismicity catalogs are generated for both regimes using the relation expressed in equation (6) and Poissonian distributions and superposed over permeability contours. Subplots depict hypocenter profiles computed from those catalogs at times $t_1, ..., t_4$. (a) Parameter set $\Theta_1$ (Table 3). (b) Parameter set $\Theta_2$ (Table 3). Color scales differently for each plot, as initial permeabilities $\kappa_0$ are different. MEQ = microearthquake.

Pressure change, $\Delta P$, stress, or temperature, as it does in other treatments cited earlier. The shape and time evolution of the permeability function is controlled by six parameters, $\Theta = [\alpha, \beta, \gamma, r_{\text{max}}, \kappa_0, d\kappa]$:

$$
\begin{align*}
  r_{\text{front}}(t) &= r_{\text{max}} \left( \frac{t}{t_{\text{max}}} \right)^{\beta} \\
  \kappa(t) &= \kappa_0 \left( 1 + A(t) \right) \left( 1 - \left( \frac{r}{r_{\text{front}}(t)} \right)^{\alpha} \right) \\
  A(t) &= (d\kappa - 1) \left( \frac{t}{t_{\text{max}}} \right)^{\gamma}
\end{align*}
$$

(10)

where $r_{\text{front}}$ and $r_{\text{max}}$ are the extent of the front of enhanced permeability at time, $t$, and time, $t_{\text{max}}$ respectively; $A$ is the permeability enhancement at the wellbore at time, $t$; $\kappa_0$ is the initial permeability; and $\kappa_0 \times d\kappa$ is the maximum permeability, which occurs at $r = 0$ and $t = t_{\text{max}}$. The parameter $\alpha$ controls the radial shape of the permeability function, with $\alpha = 0$ yielding a step function and $\alpha = 1$ giving a linear function (Figure 5a). The parameter $\beta$ controls how the permeability front propagates away from the wellbore, with $\beta = 0.5$ corresponding to a classic diffusion profile (Figure 5b). The parameter $\gamma$ controls how permeability magnitude grows over time, with $\gamma = 1$ giving a linear increase (Figure 5c). Although this simple model cannot

Table 3  
Permeability Model Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\Theta_1$</th>
<th>$\Theta_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>1.09</td>
<td>1.00</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.50</td>
<td>0.88</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1.28</td>
<td>0.60</td>
</tr>
<tr>
<td>$r_{\text{max}}$ (m)</td>
<td>400</td>
<td>50</td>
</tr>
<tr>
<td>$\kappa_0$ (m$^2$)</td>
<td>$8.13 \times 10^{-17}$</td>
<td>$2.0 \times 10^{-16}$</td>
</tr>
<tr>
<td>$d\kappa$</td>
<td>13.2</td>
<td>6.6</td>
</tr>
</tbody>
</table>
Figure 7. Outcome of the Markov chain Monte Carlo run after 1,500 iterations for each of the 200 walkers compared with the Paralana data set (300,000 forward runs). For each subplot, the median value is given with the 16% and 84% quantiles. (a) Distribution of simulated injectivity increase with time simulated compared with the target. (b) Distribution of simulated hypocenter density compared with observed values, starting 50 m from the wellbore. (c) Distribution of prescribed permeability evolution scenarios. Scale on the horizontal axis for plots (b) and (c) are different.

replicate every possible permeability enhancement regime, it provides considerable flexibility when deriving a first-order assessment of where and when permeability increases and by how much.

Injectivity is a nonunique constraint on the permeability enhancement regime. For instance, Figure 6 shows how two different set of parameters, $\Theta_1$ and $\Theta_2$, with a same initial porosity $\phi_0 = 3\%$, leading to quite different permeability changes, but both nevertheless replicate the linear injectivity evolution that was observed during the Paralana stimulation. Synthetic seismicity catalogs generated for both regimes using the relation expressed in equation (6) and Poissonian sampling have approximately the same spatial extent. To generate the seismicity, $k = 300.0$ MEQs km$^{-2}$.MPa$^{-1}$ and $\Delta P_{cri}=0.1$ MPa are used for both regimes. The only observations that distinguishes these two regimes is the evolution of hypocenter density profiles. Thus, in the regime parameterized by $\Theta_2$, induced seismicity occurring in volumes not undergoing stimulation nevertheless carries useful information that constrains the permeability enhancement distribution as a whole.

3.4. Inversion Method

Inverse modeling is data driven, and thus, we need a quantitative method to distinguish good and bad models on the basis of their correspondence with the observations. We use a likelihood expression, which gives the relative probability that a particular set of parameters is correct given the observations. To construct our likelihood expression, there are two sets of observations: injectivity changes measured at the well and hypocenter density profiles. For simplicity, we approximate the injection rate during the Paralana stimulation as linearly increasing with time (Figure 7a) and ignore the shut-in intervals when injection was 0. We divide the 3.4-day stimulation into $N_f = 69$ times and construct a least squares residual at these for the comparisons between the observed, $\tilde{q}_i$, and simulated flow rate, $q_i$.

For hypocenter density, we use the values calculated in section 3.1, that is, computed for 50-m-thick shells, extending to 600 m from the wellbore. Hypocenter density profiles are constructed at four different times
Figure 8. Posterior distributions of the parameter vector $\Omega$ given by the Markov chain Monte Carlo run after 1,500 iterations for each of the 200 walkers (300,000 forward runs). For each parameter, initial walker position $\Omega_{\text{initial}}$ and prior distribution bounds are given, as well as best fit value $\Omega^*$. MEQ = microearthquake.

t_1, \ldots, t_4. This yields $N_s = 48$ hypocenter density values, $\tilde{n}_j$, for comparison. The average simulated pressure in the same shell is used to construct an equivalent hypocenter density, using the estimated parameters $k$ and $\Delta P_{\text{crit}}$ (equation (6)). The equivalent simulated hypocenter density $n_j$ in a shell $s$ defined by the radii $R_1$ and $R_2$, at time $t$ is then

$$n_j(t, R_1, R_2) = \frac{2}{R_2^2 - R_1^2} \int_{R_1}^{R_2} r W(\max \{\Delta P(r, t_0, \ldots, t)\} - \Delta P_{\text{crit}}) dr$$

where $W(x) = \begin{cases} 0, & x < 0 \\ x, & x \geq 0 \end{cases}$

As we integrate over an annulus, pressure values taken closer to the external radius, $R_2$, have a higher weight than those taken closer to the internal radius, $R_1$. For example, in the shell encompassing the volume within 50 m of the wellbore, pressure readings from the first 5 m will account only for 1% of the pressure value used to simulate hypocenter density in the same shell. Even if pressure perturbations within the first few meters of the source are not correctly modelled due to the exclusion of near-wellbore effects, this will not significantly affect our results. An overall log-likelihood function $\ln(p)$, depending on the augmented parameter vector $\Omega = [\Phi, \Psi, \Phi'] = [\alpha, \beta, \gamma, r_\text{max}, k, d, \phi_0, \phi_0, k, \Delta P_{\text{crit}}]$, is

$$\ln(p(\Omega)) = x_f(\Omega) + w \times x_f(\Omega)$$

where $w$ is a weight that controls the trade-off between fitting injectivity and fitting seismicity, $x_f$ and $x_f$ are the injection rate and seismicity residuals, respectively. Our investigations show $w = 1$ to provide good performance for the Paralana stimulation, although this number may be different in other situations.

We use an MCMC to explore parameter space and yield posterior distributions for the nine model parameters $\Omega$. The goal is not to find the most likely parameter set but rather to determine the region in parameter space that yields models that reasonably fit to the data. Our MCMC approach uses 200 walkers to explore the parameter space. We set the initial position of the walkers, the initial sample of $\Omega_{\text{initial}}$, randomly according to a uniform distribution between bounds given in Figure 8. Our prior distributions are uniform and
4. Discussion

Our inversion of the hypocenter density data returns posterior distributions of nine parameters, \( \Omega \), which carry information on the physical processes linking pore pressure, permeability, and seismicity in the Paralana stimulation. It is interesting to note that there is only a narrow range of permeability enhancement scenarios that replicate both injectivity and hypocenter density observations (Figure 7c).

4.1. Interpretation of Inverted Parameters

Initial porosity, \( \phi_0 \): With a best-fit value of 4.67%, porosity seems high for rocks at 4 km deep. However, given that stimulation occurs at the interface of sedimentary formation and granitic basement, the high value is perhaps not entirely implausible.

Permeability magnitude growth over time, \( \gamma \): The posterior for \( \gamma \) is centered near to 1, which implies almost linear permeability growth over time. This result may be useful when investigating the physical mechanisms of permeability increase.

Radial extent of permeability enhancement, \( r_{\text{max}} \): Permeability enhancement is limited to distances of less than 25 m from the wellbore for most permeability scenarios, and often much less, whereas earthquakes are triggered up to 400 m away. To test if our inverted value is robust in regard to potential assymetric behaviors as discussed in section 2.3, we design two synthetic assymetric simulations and apply our inversion method to those (Appendix C). Results indicate that permeability enhancement maximum extent still seems to be accurately capture even with non radial flow. Thus, in the Paralana stimulation there appears to be very little evidence for spatiotemporal correlation of permeability enhancement and induced seismicity for the Paralana stimulation (Figures 7 and 9). Our inference that permeability enhancement and induced seismicity at Paralana are decoupled stands in contrast to the widely held view that the “stimulated reservoir volume” corresponds with the cloud of induced microseismicity (Baisch et al., 2006; Bendall et al., 2014; Chabora et al., 2012; Evans et al., 2005; Häring et al., 2008; Llanos et al., 2015; Majer et al., 2007; Rothert & Baisch, 2011). This is disagreement with the view that induced seismicity and permeability enhancement coincide. We compute the volume of the region of permeability enhancement, for example, where permeability increased by more than 1% from its initial value, \( V_\delta \), and the seismically active volume, \( V_s \), for our posterior distributions (Figure 10), assuming a radial symmetry. For our best-fit scenario, our estimated stimulated reservoir represents only 0.4% of the seismically active volume.

Magnitude of permeability enhancement, \( d_\delta \): For the best-fit scenario, the initial permeability is multiplied by a factor 30 at the wellbore and less further away. This value seems reasonable in comparison to other computed values computed for other EGS projects, such as a factor 50 obtained at Desert Peak (Dempsey et al., 2015) and a factor 400 obtained at Basel (Häring et al., 2008).

Proportionality factor between pressure increase and MEQ triggering, \( k \): Our inversion of the hypocenter density data returns a best-fit value of \( k_{M_{L=0.1}} = 1.18 \times 10^7 \text{MEQs} \cdot \text{km}^{-2} \cdot \text{MPa}^{-1} \). However, this value for \( k \) is not in some case unbounded. Walkers are not allowed to leave those bounds. We use the Python package emcee (Foreman-Mackey et al., 2013), an implementation of Affine Invariant MCMC. One thousand five hundred samples are run, which correspond to 300,000 forward runs of radial flow simulation. The first 1,000 samples are the burn in, during which the parameter distribution converges to the posterior distribution. The last 500 samples represent the posterior distribution of our nine parameters (Figure 8). In the supporting information, we present a graphic depiction of the posterior distribution using the Python package corner (Foreman-Mackey, 2014), where eventual correlation between inverted parameters is made clear. We use this distribution to compute simulated injectivity and seismicity distribution as well as prescribed permeability profiles. We extract the median value and the 16% and 84% quantiles, corresponding to a one \( \sigma \) variation for each of those outputs (Figure 7). The range of permeability scenarios is limited to only one regime (Figure 7c), the parameters for the best-fit scenario \( \Omega^* \) are shown in Figure 8. An important result is the fact that permeability enhancement never reaches a distance further than 40 m from the wellbore. Another finding is that, for the best-fit scenario, cold fluid does not propagate further than 60 m away from the wellbore.
directly comparable to that inferred for Habanero (Figure 4b) because the catalogs associated with each stimulation have different magnitudes of completeness. An approximate comparison can nevertheless be made, but first a conversion factor must be applied to $k_{M_c}=0.1$ (see Appendix E for details of this calculation). The transformed value is $k_{M_c}=0.8 = 27.0 \times 10^3 \text{ MEQs \cdot km}^{-2} \cdot \text{MPa}^{-1}$, which is about 2 orders of magnitude larger than at Habanero. This may be a manifestation of the differences in geological setting between the two sites. We know that most of the seismicity in Habanero occurred on a single fault, while a fracture network structure is deemed to be more likely in Paralana.

Critical pressure, $\Delta P_{\text{crit}}$: With values close to 0, the crust appear to be in critically stressed in Paralana, meaning that small changes in stress or pore pressure can trigger shear failure of existing fractures (Townend & Zoback, 2000). This is consistent with the occurrence of MEQs far from the wellbore recorded at early time during the stimulation, attributed to the propagation of small poroelastic stress changes. In contrast, for the Habanero stimulation, we found $\Delta P_{\text{crit}} = 4.6 \text{ MPa}$. In Habanero, small and distant events at early time were not recorded, even though the magnitude of completeness $M_c$ is lower than for the Paralana catalog.

### 4.2. Physical Mechanisms of Stimulation

The different mechanisms explored in this section are illustrated in Figure 11.

Hydroshearing: When a fracture fails in shear, misalignment of asperities can result in a permanently increased aperture (Lee & Cho, 2002) and therefore enhanced permeability. Our findings suggest that such permeability gains cannot have been substantial for the Paralana stimulation; otherwise, there should have been greater agreement between the stimulated and seismically active volumes (Figure 9). During the 2001 stimulation of Habanero, although a substantial number of MEQs were located across a large area, injectivity did not increase over the course of injection. Thus, it is not clear that hydroshearing was successful in this case either. Successful hydroshearing has been reported in other settings, such as Soult-sous-Forêts (Evans et al., 2005). Thus, its efficiency probably depends on in situ parameters, such as the orientation of the faults, or the stress regime, as suggested by McClure and Horne (2014).

Poroelasticity and aftershocks: Poroelastic changes in solid stress caused by matrix pressure and/or temperature variations can trigger shear failure in fractures not necessarily connected to the perturbed reservoir (Segall, 1989). Changes in solid stress caused by past earthquakes can have the same effects, creating aftershocks in a cascading process (Toda et al., 1998). Those two explanations for permeability enhancement are based on the same mechanism as hydroshearing—shear failure at distance from the wellbore—and are estimated to be responsible for much less shear failures (Langenbruch et al., 2011; Segall & Lu, 2015). Thus, they are at least as unlikely as hydroshearing to be responsible for significant reservoir development.
Leak-off: Fluid penetrates matrix (secondary) permeability more slowly than the main fracture zone, eventually increasing pore pressure in, and potentially failure of, disconnected fractures (Bunger et al., 2005). Permeability enhancement is possible if splay fractures develop and connect the sheared fracture to the pressurized fracture network. In future investigations, leak-off could be represented in a reservoir model as a one-dimensional diffusion process (e.g., Carter’s law; Adachi et al., 2007) that depends on time. This could account for permeability enhancement near to the wellbore but at late time in the stimulation.

Hydraulic fracturing: When pore pressure is higher than the minimum principal stress, a tensile fracture can be created and propagated. The occurrence of a hydraulic fracture is uncertain for the two stimulations studied in this paper. In our model of the Paralana stimulation, the volume in which permeability increases the most coincides with high fluid pressures where the minimum principal stress was possibly exceeded (Figure 9).

Acidization: When acid is injected it can dissolve minerals within fractures, thereby widening apertures in the near-wellbore region. Acidization has previously been successful in an EGS context (Portier et al., 2009) and is a strong candidate here to account for the permeability enhancement at Paralana. During the 2001 Habanero stimulation, which did not involve acid injection, injectivity gains were not observed.

Thermal effect: Injecting cold water can cause the rock matrix to contract, thereby increasing fracture aperture or potentially inducing shear failure (by reducing normal stresses). This effect is thought to be significant for some stimulations (Dempsey et al., 2015; Rinaldi et al., 2015). Because of the geometry of fracture networks, cold fluid can sometimes propagate along way from the injection point while the thermal front in the matrix may remain close to the well (matrix heat conduction is much slower than fluid advection Elsworth, 1989). In our model, in the worst case scenario where there is no heat transfer between the injected fluid and the matrix, the cold fluid still did not propagate further than 60 m away from the wellbore. Thus, the extent of the thermal perturbation is similar in magnitude to the inferred permeability enhancement and is perhaps a good candidate for the causative mechanism.

5. Conclusion

Assessing the stimulation mechanism and the extent of the stimulated reservoir are critical for an EGS project. The type of information provided by well testing is limited to the near wellbore region. However, earthquakes, which can be observed at great distance from the well, carry additional information about fluid pressure changes in the fracture network. In this paper, we use an MEQ catalog to augment observations at the wellhead to better understand stimulation extent and mechanisms at the Paralana EGS well in South Australia.

We quantify seismicity for two South Australia EGS stimulations (Paralana and Habanero) using the hypocenter density, defined as the number of hypocenters per unit of area of injection layer. At Habanero, we interpret constant hypocenter density within 300 m of the wellbore as a zone of high permeability and deduce a linear relationship between the hypocenter density and downhole fluid overpressure.

We then use profiles of hypocenter density to infer reservoir pressure changes and constrain the possible permeability enhancement that occurred during stimulation of the Paralana well. To obtain these, a radial Darcy flow simulation is conducted alongside a kinematic permeability inversion. Calibration of the model by MCMC allows us to recover the range of permeability enhancement parameters that adequately reproduce both wellhead injectivity changes and pressure profiles inferred from the induced seismicity. Injectivity changes alone are not sufficient to constraint the permeability changes, as multiple enhancement regimes with quite different behavior can lead to linearly increasing injectivity.

Our findings show that the bulk of the permeability enhancement at Paralana was limited to within 60 m of the wellbore. This is significant because the volume of stimulated reservoir is only 0.4% that of the seismically active region. As it is not uncommon to measure reservoir creation in an EGS by the extent of the induced seismicity cloud, our results undermine a common metric of stimulation success. Relying solely on induced seismicity can be misleading.

The lack of correspondence between seismicity and permeability enhancement at Paralana implies that hydroshearing, or self-propping, was not the primary mechanism causing injectivity increase. Similarly, at Habanero, a large catalog of induced MEQs did not coincide with significant permeability improvement: Injectivity was almost constant throughout the stimulation. Hydroshearing, as an EGS stimulation mechanism, may not be effective in all situations.
The injectivity increase observed at Paralana more likely a consequence of one or several mechanisms: hydraulic fracturing, thermal effects, or acidization. It may be important to consider these effects when developing deterministic, physics-based models of EGS stimulation. This could include accounting for the effects of temperature and pore pressure on permeability in a fracture network at a macroscale. This result fits in the overall objective to better our knowledge of the processes that intimately link hydrological behaviors and earthquakes. These findings also shed a brighter light on the coupled hydrological and seismological processes operating in other geoscience phenomena, such as triggered earthquakes in volcanic and natural hydrothermal settings and in fluid-driven aftershock sequences.

Appendix A: Hypocenter Density Calculation and Associated Uncertainty

A1. Location Uncertainty

Each event in a catalog has a position, \([r_i, z_i]\) where \(r_i\) is the distance from the wellbore when the event is projected normally onto the injection plane and \(z_i\) is the distance between the event and the plane. The associated uncertainties are respectively \(\sigma_{r_i}\) and \(\sigma_{z_i}\). We consider each event as a normal multivariate 3-D distribution centered on its given coordinates, with an axis normal to the injection plane. The horizontal uncertainty, \(\sigma_{r_i}\), gives the standard deviation for the two axes within the plane, while the vertical uncertainty, \(\sigma_{z_i}\), gives the standard deviation normal to the plane. We recognize that it is an approximation to equate horizontal uncertainty with the plane of injection, as the plane is slightly subhorizontal. A more accurate calculation would need to consider the resulting uncertainties projected on the injection plane, with a correlation coefficient when vertical and horizontal uncertainties differ. However, given that the plane is only slightly subhorizontal (dip of 13° maximum for Paralana), we do not expect this simplification to skew significantly our results.

For a given event, \(i\), we integrate its normal multivariate distribution within the annulus volume of a shell, \(s\), defined by its internal and external radii, \(R_1\) and \(R_2\), respectively, and its upper and lower boundaries in the direction normal to the injection plane, \(Z_1\) and \(Z_2\), respectively. We obtain the probability, \(p_i(\mathbf{r}_i)\in [0 : 1]\), that an event, \(i\), occurred within a shell, \(s\). To calculate the integral of a multivariate normal distribution within an annulus, we take advantage of the symmetries resulting from the previous assumption and calculate separately \(p_i(Z_1, Z_2)\in [0 : 1]\), the probability of the event to have occurred within an infinite layer encompassing the space between \(Z_1\) and \(Z_2\) and \(p_i(R_1), p_i(R_2)\in [0 : 1]\), the probabilities of having event occurring within an infinite cylinder of radius \(R_1\) and \(R_2\), respectively, with \(p_i = p_i(Z_1, Z_2)\times(p_i(R_2) - p_i(R_1))\). The probability of the event to be within an annulus is calculated as the difference of the probabilities of the event to be in the cylinder defined by the internal face of the annulus to the probability of the event to be within the cylinder defined by the external face of the annulus.

\[
p_i(Z_1, Z_2) = \int_{z_1}^{z_2} \frac{1}{\sqrt{2\pi}\sigma_{z_i}} e^{-\frac{(z-z_i)^2}{2\sigma_{z_i}^2}} dz = \frac{1}{2} \left[ \text{erf} \left( \frac{Z_2-z}{\sigma_{z_i}\sqrt{2}} \right) - \text{erf} \left( \frac{Z_1-z}{\sigma_{z_i}\sqrt{2}} \right) \right] \tag{A1}
\]

\[
p_i(R) = \int_S \frac{1}{\sqrt{2\pi}\sigma_{R_i}} e^{-\frac{R^2}{2\sigma_{R_i}^2}} dS \tag{A2}
\]

with \(S\) the projected surface of a cylinder of radius \(R\) and \(\rho\) is the horizontal distance from the event location, used as the integration variable. If \(r_i < R\), the integrated surface can be divided as a disk and a set of partial annuli (Figure A1a). While the integral can be calculated for the disk, the area covered by the annuli is approximated by a Riemann sum over \(N_p\) subintervals.

\[
p_i(R) = \int_0^{R_i} \frac{1}{\sqrt{2\pi}\sigma_{R_i}} e^{-\frac{R^2}{2\sigma_{R_i}^2}} 2\pi \rho d\rho + \int_{R_i}^{R_1} \frac{1}{\sqrt{2\pi}\sigma_{R_i}} e^{-\frac{R^2}{2\sigma_{R_i}^2}} \cos^{-1} \left( \frac{r_i^2 - R^2 + \rho^2}{2r_i \rho} \right) \rho d\rho \tag{A3}
\]

\[
= 1 - e^{-\frac{R_i^2}{\sigma_{R_i}^2}} + \frac{1}{\sqrt{2\pi}\sigma_{R_i}} \sum_{j=1}^{N_p} e^{-\frac{(r_j + \rho_j)^2}{2\sigma_{R_i}^2}} \left( \frac{r_i^2 - R^2 + (j \rho_j + \rho_i)^2}{2r_i \rho_j} \right) (j \rho_j + \rho_i) d\rho
\]
Figure A1. Schematic of the integration calculation method for two examples. Integration is done over a cylinder, the probability of the event to be within the annulus is obtained from the difference of two cylinder integrations with different radii. (a) An MEQ occurring within an infinite cylinder of radius \(R\). (b) An MEQ occurring outside of the same cylinder. \(d\) is larger than the value used for illustration purposes. MEQ = microearthquake.

where \(\rho_1 = |R - r_i|\), \(\rho_2 = R + r_i\), and \(d\rho = \frac{\rho_2 - \rho_1}{n_s}\). If \(r_i > R\), we only have the second part of the integral in equation (A3) (Figure A1b)

\[
p_i = \frac{1}{\pi \sigma_i^2} \sum_{\rho_i=1}^{N_s} e^{-\frac{(\rho_i - \rho_1)^2}{\sigma_i^2}} \left( \frac{r_i^2 - R^2 + (\rho_i d\rho + \rho_1)^2}{2r_i \rho_i} \right) (\rho_i d\rho + \rho_1) \, d\rho
\]

At a specific time, \(t\), when \(n_s\) events above the magnitude of completeness, \(M_c\), occurred in total, in a specific shell, \(s\), we thus have a Poisson binomial distribution, where each event, \(i\), has a probability, \(p_{i,s}\), of occurring in this shell. The probability of \(j = 0, \ldots, n_s\) events to have occurred in the shell, \(s\), at the time, \(t\), is \(P_{loc}(K = j)\). The mean of this distribution is \(\mu_{loc} = \sum_{i=1}^{n_s} p_{i,s}\) and its variance is \(\sigma_{loc}^2 = \sum_{i=1}^{n_s} (1 - p_{i,s}) p_{i,s}\). Because it is computationally intensive to calculate a binomial distribution for large \(n\) (we have 10,446 recorded events above the magnitude of completeness during the Habanero stimulation), we approximate it to a discretized normal distribution of mean \(\mu_{loc}\) and variance \(\sigma_{loc}^2\). The dependence of the distribution on \(\sigma_{loc}\) is illustrated in Figure A2.

A2. Poisson Uncertainty
For each \(j = 0, \ldots, n_s\), we consider a Poisson distribution of parameter \(\lambda = j\). The final probability distribution, \(P_{\lambda,s}\), is

\[
P_{\lambda,s}(K = k) = \sum_{j=0}^{n_s} P_{\text{Poisson}}(\lambda = j,k) P_{\text{loc}}(j)
\]

\[
= \sum_{j=0}^{n_s} \frac{j! e^{-j}}{k^j} \left[ \text{erf} \left( \frac{j + \frac{1}{2} - \mu_{loc}}{\sigma_{loc} \sqrt{2}} \right) - \text{erf} \left( \frac{j - \frac{1}{2} - \mu_{loc}}{\sigma_{loc} \sqrt{2}} \right) \right]
\]

(A5)
Figure A2. Distribution of $P_{loc}$, the probability of $j = 0, 1, 2$ MEQs to have occurred within a shell, $s$, in this example a disk of radius, $R$, considering an example including only two MEQs of same location error. Each MEQ has a probability $p_i(R)$ to be within the disk. With the same location of the MEQs but with different location errors, $\sigma_{\rho}$, for the scenarios (a) and (b), the effect on $P_{loc}$ is illustrated. MEQ = microearthquake.

with $k = 0, \ldots, \infty$, $P_{fs}(K = k)$ is the probability that the number of MEQs most representative of the physical changes that have occurred in shell, $s$, at time, $t$, is $k$. The resulting hypocenter density $n_i(t)$ is

$$n_i(t) = \frac{\mu_i}{\pi(R^2_t - R^2_i)} = \frac{\sum_{k=0}^{\infty} k P_{fs}(K = k)}{\pi(R^2_t - R^2_i)}$$

We approximate $\sum_{k=0}^{\infty}$ to $\sum_{k=0}^{n_i+2 \sqrt{n_i}}$ or two standard deviation of the Poisson distribution centered on $j = n_i$ plus $n_i$. Similarly, the standard deviation is

$$\sigma_{n_i}(t) = \frac{\sigma_{\mu_i}}{\pi(R^2_t - R^2_i)} = \frac{\sqrt{\sum_{k=0}^{\infty} P_{fs}(K = k) \ (k - \mu_i)^2}}{\pi(R^2_t - R^2_i)}$$

where for computational reasons we calculate the sum only up to $n_i + 2 \sqrt{n_i}$. The inclusion of the Poisson uncertainty has the effect of widening the probability distribution (Figure A3). We obtain the hypocenter density profiles and associated uncertainties (2\(\sigma_{n_i}\) above and below $n_i$) shown on Figure 4 for the Paralana and Habanero stimulations.

Appendix B: Paralana Wellbore Position

At Paralana, for operational reasons, the well was logged only to 3,683 m, which is about 200 m above the injection plane. Thus, the well position at its intersection with the planar seismicity cloud can only be extrapolated from its deepest known orientation. This reveals a discrepancy with the position of the seismicity cloud and the intersection with the well track,
which is about 50 m away from the first set of seismic events (Figure B1). When computing radial profiles of hypocenter density, we prefer to use the centroid of all events recorded within 5 hr of the start of the injection as the position of the well. Although the results are slightly different when a straight projection of the well track is instead used, the main conclusions of the study are not changed.

Appendix C: Radial Symmetry Assumption

As discussed in section 2.3, our kinematic permeability inversion method is designed to obtain radially averaged values. However, the shape of the event clouds departs from radial symmetry, which could be accounted for by anisotropy in the background or enhanced permeability distributions. If our inversion is operating appropriately, the averaging of permeability should still allow us to recover the maximum extent of permeability enhancement, parameterized by $r_{\text{max}}$. To explore its robustness, we tested two synthetic models of anisotropic permeability and applied our inversion method in an attempt to recover the known value of $r_{\text{max}}$.

While both scenarios featured anisotropic characteristics, flow diffusion remained dominantly radial. The permeability enhancement model has same characteristics as those presented in section 3.3, except that now a two-dimensional orthogonal grid is used to model nonradial flow. The pressure distribution obtained from simulations allows us to generate synthetic catalogs of MEQs using equation (6) coupled with Poissonian sampling. Parameter $k$, the proportionality factor between pressure increase and MEQ triggering, is selected in order to obtain a catalog of a similar size to the one observed in Paralana. Hypocenter density is calculated in the same manner as for the Paralana and Habanero catalogs, using the radially symmetric shells. The inversion is performed using radially symmetric simulations, even though the underlying model is asymmetric and uses the synthetic injection rate and seismicity distribution.

The first regime, (a), is characterized by an elliptical (isotropic) permeability enhancement field (Figure C1a). The first expression in equation (10) becomes

$$r_{\text{front}}(\theta, t) = \frac{r_{\text{max}}}{1 + e \cos(\theta + \pi)} \left( \frac{t}{r_{\text{max}}} \right)^\beta$$

(C1)
Figure C1. Synthetic asymmetric permeability distributions represented at $t = t_{\text{max}}$ with accompanying synthetic seismicity catalog. The median value and the 16% and 84% quantiles of the inverted maximum permeability enhancement extent, $r_{\text{max}}$, are given by the gray-shade region (indistinguishable in (b) from the median). The two regimes studied are (a) constant initial permeability and asymmetric permeability development, following an ellipsoid geometry instead of a circle; (b) heterogeneous initial permeability following a bivariate normal distribution but circular permeability development. MEQ = microearthquake.

where $\theta$ is the angle in the polar coordinate system centered on the well, $+x$ is the reference direction, and $e$ is the ellipse eccentricity. Parameter values used are listed in Table C1. Even though the synthetic seismicity cloud was highly anisotropic, the inversion nevertheless captured the maximum extent of permeability enhancement (Figure C1a). This suggests that if the asymmetric shape of the seismicity cloud at Paralana was due to an asymmetric permeability development, our inversion procedure would have been able to capture this.

The second regime, (b), sees a radial permeability enhancement field described by equation (10) but superposed over a heterogeneous background permeability field. Initial permeability follows a bivariate distribution with no correlation between $x$ and $y$ components in a Cartesian coordinate system defined

$$\log(x_{0,xy}(x,y)) = \log(dx_{0,xy} \times x_0) \exp \left( -\frac{1}{2} \left( \frac{(x - \mu_x)^2}{\sigma_x^2} + \frac{(y - \mu_y)^2}{\sigma_y^2} \right) \right) \quad (C2)$$

where $\mu_x$ and $\mu_y$ are the coordinates of the center of the distribution; $\sigma_x$ and $\sigma_y$, the standard deviations in the $x$ and $y$ directions, respectively; and $dK_{0,xy}$ the scale of permeability change at the center of the distribution, with $x_{0,xy}(\mu_x, \mu_y) = dx_{0,xy} \times x_0$. The parameters we have used to generate the synthetic model are summarized in Table C1. The synthetic catalog has a similar shape to the one generated with regime (a), even though it derives from a different permeability field. For this regime as well, our inversion was able to accurately capture the extent of permeability enhancement, $r_{\text{max}}$ (Figure C1a). This suggests that if the asymmetric shape of the seismicity cloud at Paralana was due to an asymmetric background permeability field, the inversion would not be fooled and should yield a reasonable estimate of radially averaged permeability enhancement.

These tests suggest that our inversion process is sufficiently robust to reflect the average characteristics of permeability enhancement at Paralana. Conclusions derived from the inversions are expected to be robust. Inversion of the Paralana data indicated that the stimulated volume is much smaller than the seismically active volume (section 4.1). Therefore, regime (b) would appear to be the better representation of the combination of physical processes producing an asymmetric MEQs distribution. In our view, heterogeneous background permeability is a more credible reason for the observed earthquake distribution than asymmetric permeability enhancement.
Table C1
Synthetic Asymmetric Regime Parameters

<table>
<thead>
<tr>
<th>Ω parameters</th>
<th>Regime (a)</th>
<th>Regime (b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>β</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>γ</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>r_max (m)</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>μ_0 (m²)</td>
<td>3.16 10^{-16}</td>
<td>6.31 10^{-17}</td>
</tr>
<tr>
<td>d_μ</td>
<td>999.0</td>
<td>9.0</td>
</tr>
<tr>
<td>ϕ_0</td>
<td>4.67%</td>
<td>4.67%</td>
</tr>
<tr>
<td>k (MEQs⋅km^{-2}⋅MPa^{-1})</td>
<td>150.0</td>
<td>200.0</td>
</tr>
<tr>
<td>ΔP_{crit} (MPa)</td>
<td>0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Asymmetry parameters

<table>
<thead>
<tr>
<th></th>
<th>Regime (a)</th>
<th>Regime (b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>e</td>
<td>0.8</td>
<td>—</td>
</tr>
<tr>
<td>d_μ_{0,xy}</td>
<td>—</td>
<td>1,000</td>
</tr>
<tr>
<td>μ_x</td>
<td>—</td>
<td>350 m</td>
</tr>
<tr>
<td>μ_y</td>
<td>—</td>
<td>0 m</td>
</tr>
<tr>
<td>σ_x</td>
<td>—</td>
<td>350 m</td>
</tr>
<tr>
<td>σ_y</td>
<td>—</td>
<td>250 m</td>
</tr>
</tbody>
</table>

Appendix D: FEHM Wellbore Simulator

We construct a radial FEHM simulation with blocks representing the wellbore, the well, the pipe, the casing, and the surrounding formations (approximated to a formation with homogeneous properties) with representative values of density, specific heat, and thermal conductivity. Well blocks are assigned a 99% porosity and high permeability, while pipe and casing are impermeable and have zero porosity. The 4-km depth of the well are simulated; WHP, injection rate, and temperature are prescribed, while the same flow rate is extracted at the bottom of the well. Thus, we model the replacement of an initially warm column of water with cold injected water, heat radiating from rock into the well, and thus slow cooling of the formation. The model shows that, over time, downhole temperature decreases as formation heating becomes less efficient. An additional overpressure is also obtained, due to density changes in the water column. The resulting time series for temperature and pressure are used in the main simulation.

Appendix E: Coefficient k Equivalency

Coefficients k determined for the Habanero and Paralana stimulations are not directly comparable, as MEQ events for different magnitudes of completeness are used: M_c = −0.8 for Habanaro and 0.1 for Paralana. We apply a Gutenberg-Richter law (Gutenberg & Richter, 1944), with a calculated b value of 1.51 ± 0.03, using the maximum likelihood method developed by Aki (1965) and the uncertainty estimation developed by Shi and Bolt (1982) to extrapolate k_{M_c=0.1} in Paralana to its theoretical value for M_c = 0.8:

\[ k_{M_c=-0.8} = k_{M_c=0.1} 10^{-b(-0.8-0.1)} \]  

(E1)

giving k_{M_c=-0.8} = 27.0 10^3 MEQs⋅km^{-2}⋅MPa^{-1}.
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