ABSTRACT

The periocular region has recently emerged as a standalone biometric trait, promising attractive tradeoff between the iris alone and the entire face, especially for cases where neither the iris nor a full facial image can be acquired. This advantage provides another dimension for implementing a robust biometric system performed in non-ideal conditions. Global features [local binary pattern (LBP), Histogram of Gradient (HOG)] and local features have been introduced; however, the performance of these features can deteriorate for images captured in unconstrained and less-cooperative conditions. A particular set of higher order spectral (HOS) features have been proved to be invariant to translation, scale, rotation, brightness level shift, and contrast change. These properties are desirable in the periocular recognition problem to deal with the non-ideal imaging conditions. This paper investigates the HOS features in different configurations for the periocular recognition problem under non-ideal conditions. Specifically, we introduce a new sampling approach for the periocular region based on an elliptical coordinate. This non-linear sampling approach is then combined with the robustness of the HOS features for encoding the periocular region. In addition, we also propose a new technique for combining left and right perioculars. The proposed feature-level fusion approach is based on the state-of-the-art bilinear pooling technique to allow efficient interaction between the features of both perioculars. We show the validity of the proposed approach in encoding discriminant features outperforming or comparing favorably with the state-of-the-art features on the two popular data sets: Face Recognition Grand Challenge and Japanese Female Facial Expression.

INDEX TERMS Non-ideal biometrics, periocular recognition, elliptical sampling, higher order Spectra, multi-instance fusion, multimodal compact bilinear pooling.

I. INTRODUCTION

Biometrics has been shown to be critical to deal with the increasing incidents of fraud challenges in highly secure identity authentication systems. Unlike traditional token-based (e.g. cards, keys) and knowledge-based (e.g. PINs, passwords) approaches, biometrics cannot be lost, forgotten or shared. A number of human physiological and behavioral characteristics such as face, iris, fingerprint, keystroke, palm vein, retina and ear have been successfully used as biometrics [1]. Among these, iris and face are two of the most successful modalities that have widely been employed in security systems. However, in cases where the iris is occluded (e.g. eye lids, eye lashes, non-frontal gaze), of low resolution and quality due to the long distance from the subject to the camera [2], [3] or the entire face cannot be obtained due to occlusion as shown in Figure 1; periocular - the region surrounding the eyes, may be visible and usable for recognition instead.

Periocular has emerged as a standalone biometric trait or complementary to the existing iris and face modalities [4]. The features proposed in the literature can be grouped in two groups: global features and local features. While the global features such as Local Binary Pattern (LBP) and Histogram of Gradient (HOG) [5] are extracted from the whole image or region of interest (ROI), the local features are extracted from a set of discrete points using such approaches as Scale Invariant Feature Transform (SIFT) [6] and Speeded Up Robust Features (SURF) [7]. The global features are usually in the forms of color, texture of the ROI and shape of eyelids and eyebrows. Even though the global and local features have been shown effective for the periocular recognition task, the quest for robust periocular features is still an active research area and an open question, especially when dealing with non-ideal and less cooperative imaging conditions such as deformation and noise in the periocular images [8].
In this paper, we propose a novel approach for extracting periocular features. The proposed approach is based on a new sampling proposal and the use of Higher Order Spectra (HOS) to extract features from the sampled key points. The HOS technique has been long used for encoding discriminative features with advantages in its invariance properties against deformation [10]. Chandran and Elgar [10], [11] introduced a branch of 1 dimension (1D) HOS encoding techniques that is invariant to scale, level shift, translation and amplification. These properties are significant for dealing with the non-ideal deformation caused in the imaging systems. They also proposed a set of bispectral invariant features extracted from Radon projections of images [10], [12] and a method to get rotation invariance. This paper investigates a variant of the technique applied to periocular recognition.

Our major contribution is a novel approach to encode periocular based on HOS. The proposed approach is novel in decomposing the periocular region into an elliptical coordinate grid to make the encoding robust to scale, translation and simplifying head rotation, which may happen frequently in real-life applications. This sampling technique coupled with the robustness of HOS features lead to a powerful feature extraction technique for periocular.

The presence of both left and right periocular in one captured image has been exploited for multi-instance fusion in the multi-biometric system [13]. Fusing multiple instances of the same body trait such as multiple fingers, left and right irises, and left and right periocular of the same individual has been shown effective. There are five levels of fusion: sensor-level, feature-level, score-level, rank-level and decision-level [14]. These levels perform the fusion in different stage of the recognition problem. While earlier stages retain more information for fusion, they also contain redundant information such as noise. Consequently, performing fusion at earlier stages (e.g. sensor-level) has more capability to play with the rich amount of information, but are more prone to noise and unexpected information. In contrast, later stages (e.g. rank-level and decision-level) have compact representation which is more related to the recognition process. Feature-level fusion is one of the most popular approaches in the literature due to its good trade-off between the richness and the compactness of representation. In this paper, we propose a new feature-level approach fusing two perioculars. While most state-of-the-art feature-level approaches base on sum, concatenation and element-wise multiplication, we approach the fusion from a completely new perspective based on bilinear pooling [15]. Our proposed multi-instance fusion approach for left and right periocular allows each element in both feature vectors interact with each other to find the correlation, leading to effective fusion.

This paper is an extension of our previous paper [16]. This paper introduces a new sampling technique for the periocular region to compensate for the imaging variations. In addition, we also propose a new fusion approach based on bilinear pooling to effectively fuse left and right perioculars of the same subject. These two new contributions result in higher accuracy of recognition.

The remaining of this paper is structured as follows: Section II reviews state-of-the-art approaches in periocular recognition; Section III provides technical background on Higher Order Spectra features; Section IV presents the proposed approach, Elliptical Higher-order-spectra Periocular Code, in recognizing perioculars; Section V explains a wide range of experiments on two databases: JAFFE and FRGC; and Section VI concludes the paper.

II. PERIOCULAR RECOGNITION

The term “periocular” comes from the combination of two words—peri and ocular. While the former means the vicinity, the latter means something that is related to the eye [17], [18]. A periocular region is referred to as skin textures and anatomical features of the face region surrounding the eye, possibly including the eye, eyelids, eyelashes and eyebrows as shown in Figure 2. In 2009, Park et al. first investigated and proved that this region is sufficiently unique and reliable to serve as a standalone biometric [6], [16]. It can also be used complementary to iris and face biometrics, especially in unconstrained conditions when the full face cannot be obtained due to occlusion and the iris image is of poor quality due to its small size and short imaging distance constraint [4], [5].

Periocular recognition has emerged as one of the most active research areas in the biometrics. A typical periocular recognition approach first captured the periocular of the subject using a visible or near-infrared camera. The quality of the
acquired image is checked. If the quality is acceptable with high resolution, sufficient illumination and blur free [18], the periocular region is then segmented from the image. The periocular region is normally a rectangular region localized by the eye center or the inner and outer corners of the eye. Choosing the best periocular region for recognition is still an open question for the research community [9]. The next step is extracting features. Choosing features representing reliable and discriminative properties of the periocular is one of the most critical tasks in the periocular recognition problem. This paper tackles this task and proposes a novel approach to efficiently extract discriminative properties of the periocular for high recognition accuracy. The final features are subsequently compared with the gallery features to find the match. The matching is performed through different classification techniques such as k Nearest Neighbor (k-NN), Support Vector Machine (SVM) and Gaussian Mixture Models (GMMs).

While LBP, HOG and SIFT features have been shown to be effective for the periocular recognition task [5], [17], [19], other approaches have also been investigated. Bharadwaj et al. [2] proposed to combine global and local descriptor to better cover the variations of the inner class. The GIST descriptor was used as a global matcher, while LBP was used as the local matcher. The global scores and local scores are then normalized and combined by a weighted sum fusion approach. Experiments on the UBIRIS V dataset showed a rank-1 identification accuracy of 73.65%. Differently, Adams et al. [20] employed a genetic based Type II feature extraction approach to optimize the feature sets returned by LBP descriptors. The optimized feature sets significantly improved the recognition accuracy (10.99%) in comparison with the baselines. Subspace representation techniques have also been investigated by Juefei-Xu and Savvides [21] including Principal Component Analysis (PCA), Kernel Class-dependence Feature Analysis (KCF), Unsupervised Discriminant Projection (UDP), and Kernel Discriminant Analysis (KDA). A significant boost in recognition performance was shown in comparison with the standard LBP descriptor and traditional subspace representations on raw pixel intensities.

Based on phase intensive patterns, Bakshi et al. introduced a novel multi-scale local feature of a visible spectrum periocular image. The periocular images are captured from subjects at a stand-off distance in less-cooperative scenarios [3]. The phase intensive patterns are extracted by a set of filters of different scales. While the number of features proposed is numerous, choosing the optimal feature is still an open question for the research community. Xu et al. [22] tackled this question by comparing multiple features and found that the Local Walsh-Transform Binary Pattern outperformed all others, achieving the best accuracy, especially when fusing with Kernel Correlation Feature Analysis (KCF) [23]. While most approaches are based on single image matching, Uzair et al. formulated the periocular recognition as an image set classification problem. They capitalized on the rich availability of multiple frames from the video in the Multi Biometric Grand Challenge to better deal with the periocular region variation [21]. The authors tested six state-of-the-art image set classification techniques and achieved significantly higher accuracy than single image approaches.

A number of work has studied the impact of non-ideal factors on the performance. Park et al. investigated the impact of pose, cosmetic changes, occlusion and template aging. Miller et al. in both [24] and [25] studied the non-ideal effect of blurring, image resolution and illumination conditions on the robustness of appearance-based periocular recognition. Their experiments showed that blurring caused a highest performance drop from 94.10% to 54.49% for neutral expressions compared across multiple sessions. In contrast, the resolution reduction does not severely downgrade the performance, decreasing from 94.90% to 84.70% when the images are down-sampled to 40%. To make the recognition robust to quality variation, Proença and Briceno in [26] studied a algorithm called Globally Coherent Elastic Graph Matching algorithm on the effect of distortion. They showed improvement in recognition performance on the dataset FaceExpress/UBI. Recently deep neural networks have been considered for periocular recognition [27], [28], but these approaches are a very computational demanding, normally require dedicated hardware such as Graphical Processing Units (GPUs).

Despite the rich literature on periocular recognition, there are a few approaches dealing with scale change, translation, rotation, and illumination change. This is critical in non-ideal imaging conditions, which are more realistic in real life applications. Addressing these non-ideal conditions would further advance periocular biometrics and increase its applicability in broader range of applications.

III. HIGHER ORDER SPECTRAL FEATURES

Higher Order Spectra (HOS) were originally defined (in the 1960s) as spectral representations of cumulants of ergodic random processes [29]–[31] as a technique for characterizing non-Gaussian processes and nonlinear systems [32]. Subsequently they were introduced to signal processing and extended to apply to deterministic signals [33], [34]. Some of the earliest applications of HOS were to ocean waves [32] and EEG [35], [36]. One of the practical applications of HOS was the EEG Bispectral index for monitoring depth of anaesthesia [37], [38].

A set of invariant features for recognition of 1D patterns based on the bispectrum of a one-dimensional deterministic signal was introduced by Chandran and Elgar [11] and extended to apply to 2D images [10] using the Radon transform. These features have been adapted and applied to many real-world data sets and application domains such as scene detection from sonograms [12], subsurface interface detection from GPR returns [39], virus classification from electron microscope images [40], speaker recognition [41], seizure detection from EEG [35] and breast cancer screening
FIGURE 3. Illustrating the proposed approach with the image ID 04535d32 in the FRGC dataset. An elliptical coordinate is established inside the periocular region. The local points to encode are sampled at different angles and different radii within the elliptical coordinate. For each angle, the local point sequence is encoded by the HOS technique to generate 4 HOS features for each angle. The concatenation of HOS features for all angles (8 in this figure) makes the final periocular code called eHPC.

of thermogram images [42]. The feature extraction process is explained here.

If \( x(n) \), \( n = 1, 2, \ldots, N \) is a finite length 1D sequence with discrete-time Fourier transform \( X(f) \), its bispectrum can be estimated as a function of two frequencies,

\[
B(f_1,f_2) = E[X(f_1)X(f_2)X^*(f_1 + f_2)],
\]

where the expectation operation can be removed if the signal is deterministic. It may be noted that in the presence of intra-class variations or noise, the 1D deterministic sequence will become a random process but stationarity and ergodicity assumptions are not required. The space of all estimate includes Dirac delta functions. In practice, the estimates are numerically computed using the discrete Fourier transform (DFT) after zero padding. Phases of integrals of the bispectrum along straight lines passing through the origin in the bi-frequency space were shown to be good candidates for robust features from 1D patterns in [10], [11]. Invariance properties were proved and profiles on bolts were classified with these features using a minimum distance classifier.

Later this method was extended and applied to 2D images using Radon projections in [10], [11]. Since the features from 1D patterns are designed to be invariant to the above transformations, the shift, scale and amplification invariance properties also transfer to 2D images. These features are invariant to a brightness shift (constant) affecting all pixels, a contrast stretch caused by illumination change and robust to small shifts and scale changes of the input image. Rotation invariance can be achieved by using the shift invariance property of a DFT taken along the angle or by finding the best correlation between test and reference feature sets for different angles as done with iris codes.

Despite the elegant invariance properties, this 2D HOS discussed above does not fit the periocular encoding problem since the Radon projects in the second step discard spatial information of the image, reducing the recognition performance. In this research, we propose a novel way to encode the periocular regions based on the HOS features. The strength of the proposed approach is achieved by both the invariance properties of the HOS features and the novel choice of the sampling coordinates for the periocular region.

IV. PROPOSED ELLIPTICAL HOS ENCODING APPROACH FOR PERIOCULAR RECOGNITION

Suppose the head shot image in the dataset has a size of \( H \times W \) pixels. For example, \( H = 256, W = 256 \) for the Japanese Female Facial Expression (JAFFE) dataset [43], [44]; \( H = 2272, W = 1704 \) for the Face Recognition Grand Challenge (FRGC) dataset. The periocular window size is \( M \times N \). In the experiments, various window sizes will be tested to investigate how they affect the recognition performance. It is noteworthy that we employ the whole periocular region for feature extraction without masking the iris region.

In this research, we propose a new 2D HOS descriptor for the periocular region. A new sampling approach based on an elliptical coordinate surrounding the eyes will be introduced to deal with the rotation and scale variation in the periocular region. The sampling approach extracts multiple 1D samples along the radius of the ellipse. The 1D HOS features are then calculated for each sample. The proposed elliptical HOS encoding approach is illustrated as in Figure 3. There are four steps of the proposed approach as described as follow:

- Firstly, the left and right eyes are detected and located using Viola-Jones Haar Cascades [45] or Hough transform as described in [46].
- Secondly, if the distance from the subject to the camera varies (e.g. in the FRGC dataset), for each eye, its inner and outer corners are located. A Gabor eye-corner filter is constructed to detect the corner points as discussed in [47].
- Thirdly, an elliptical coordinate surrounding the eye is established. The horizontal axis of the ellipse is decided by the triple (eye center, inner corner and outer corner). The axis runs through the eye center and with orientation in parallel to the line between the inner and outer corners. The ellipse is centered at the eye center and is...
inscribed in the chosen window. The size of the window is a hyperparameter in this approach, which affects how much the surrounding areas to be incorporated in the periocular region. The local points are sampled at different angles and different radii. This research employed 8 angles ($\theta$) and 8 radii ($r$).

- Lastly, for each sequence of local points (8 values at 8 radii) at each angle, encode them with the HOS invariant features [11]. We employed 4 HOS features for each sequence. Hence with 8 angles, 4 HOS features each angle, there are $8 \times 4$ features in total. This $8 \times 4$ matrix represents the encoded features of the periocular.

We name the periocular feature matrix eHPC (Elliptical Higher-order-spectra Periocular Code). One example of this eHPC for the image ID 04535d32 in the FRGC dataset is illustrated in Figure 3.

**A. MATCHING**

Euclidean distance is used for matching two eHPC feature vectors. The Euclidean distances are then fed into a k-NN classifier to find the match. As our approach focuses on feature extraction rather than classification, hence we want to hold the classifier simple and constant without extending to more complicated distances (such as Mahalanobis distance [48]) and more complicated classifiers (such as SVM [49] and Neural Network [50]). Using more complicated distances and classifiers may gain further accuracy for the proposed approach. We will prove that even with a simple classifier, we can achieve high recognition accuracy in comparison with other state-of-the-art approaches. In order to make sure that the conclusions are not dependent on one particular K used, we will vary K.

The properties of the proposed sampling and feature extraction technique are:

- The use of the elliptical coordinate makes a head rotation become a shift in the eHPC. The number of angles in the elliptical coordinate can be adjusted according to the expected head rotation angles. Smaller rotation angles are can be handled by using a higher number of angles in the encoding step. Otherwise, there will be some interpolation error leading to a perturbed feature value.

- A method that seeks a trade-off in the amount of information of the periocular to use in terms of the number of angles and the number of local points for each angle.

- It takes advantages of invariance property of the HOS for each local point sequence in each angle. This makes the eHPC robust to rotation, scale, level shift, translation and amplification.

- The presence of facial expressions may severely deform the periocular, which in turn decreases the recognition accuracy. To deal with this, we set up the training with a number of pre-defined expressions to allow the system to flexibly deal with the distortion caused by facial expressions. For example, for the JAFFE dataset, we will the train data include 7 different facial expressions (neutral, happy, angry, disgusted, feared, sad and surprised).

- The iris texture is not explicitly used in this approach and neither is it excluded or masked. Other approaches such as [17] exclude the iris region by a mask. The same could be applied here. However, we want to focus on the invariance properties the proposed feature extraction; hence, we do not use the mask for the iris region in our approach.

- The weakness of the proposed approach is the distortion caused by an up-down movement of the face, which is not compensated by the elliptical coordinate proposed. This can be coped with by head pose estimation and normalizing the in plane rotation as a pre-processing step. In this research, the in plane rotation does not exist in the two datasets we are working on; hence for simplicity, the normalization step is not mentioned.

**B. FUSION**

The left periocular and the right periocular can be used either individually or in combination. When combined, as known as multi-instance fusion in the multibiometric community [14], they can provide rich information to increase robustness and accuracy of the whole biometric system.

We propose a feature-level fusion approach, which relies on Multimodal Compact Bilinear pooling (MCB) to get a joint representation of two perioicals. MCB pooling has recently been proposed to effectively combine two modalities: image features and textual features in the visual question answering task [51]. Bilinear pooling computes the outer product between two feature vectors, which allows, in contrast to element-wise product, a multiplicative interaction between all elements of both vectors [15]. This multiplicative interaction is especially useful for combining two features because it allows the system to learn the correlation between them. Despite this property, bilinear pooling has not been explored for multibiometrics due to its high dimensionality ($n^2$).

Only recently, Fukui et al. [51] has bought this benefit to multimodal fusion by randomly projecting the image and text representations in the visual question answering task to a higher dimensional space using Count Sketch [52] and then convolving both feature vectors efficiently by using element-wise product in Fast Fourier Transform (FFT) space as shown in Figure 4. In this paper, we adopt this Multimodal Compact Bilinear pooling approach to combine features of the left and right periocular of one subject.

**V. EXPERIMENTAL RESULTS**

In this research, we choose two datasets for experiments because of various facial expressions presence in them.

- The first one is the Japanese Female Facial Expression (JAFFE) database [43], [44]. This is a small dataset containing 213 images from 10 Japanese females with 7 facial expressions (NE: neutral, HA: happy, AN: angry, DI: disgusted, FE: feared, SA: sad, SU: surprised). The images are gray scale with a resolution of $(256 \times 256)$ pixels. Figure 5 illustrates a set of seven emotional expressions of one subject. The dataset is
divided into 2 subsets: TRAIN and TEST. For each subject, 7 images representing 7 various expressions are randomly selected for the TEST subset. The remaining images, which are approximately 15 images, are used for the TRAIN subset.

- The second one is the Face Recognition Grand Challenge 2.0 (FRGC) [53]. It contains frontal images of subjects captured in a studio setting, with controlled illumination and background. The resolution of images is $(2272 \times 1704)$ pixels. Two facial expressions (i.e. neutral and smiling) are recorded for each subject. Figure 6 depicts these two facial expressions of a subject. Three images (2 neutrals and 1 smiling) of each subject in 568 subjects are captured multiple times in various studio-imaging configurations, resulting in a total of 5451 face images. An example of emotional expression presented in the FRGC dataset is given in Figure 6. The dataset is divided into 2 subsets for these experiments: TRAIN and TEST. For each subject, four images of neutral expression and 4 images of smiling expression are randomly selected for the TRAIN subset. The remaining images are used for TEST.

The presence of various expressions in the periocular region is challenging for the recognition task, especially when using only one gallery image, leading to a very high computation complexity due to the non-linear deformation of the periocular regions caused by facial expression as shown in Figure 5. This challenge has also been recorded in other biometric modalities such as face recognition [54]. This challenge can be effectively dealt with by utilizing multiple gallery images with multiple expressions as in [55]. The rich availability of multi-expressions in the gallery helps to better deal with a wide range of periocular deformation at the cost of the computing expense.

It is noteworthy that the eye centers in the JAFFE dataset have been pre-defined at certain locations since the faces have been aligned. For the FRGC dataset, we employ the Viola-Jones algorithm [56] introduced in the Matlab Computer Vision Toolbox [57]. The detection results were verified visually in the pre-processing step.

We now perform experiments varying parameter combinations for the classifiers and the window to investigate how the proposed approach performs over different scenarios.

### TABLE 1. Impact of the periocular window size to the accuracy (%) of LEFT periocular (JAFFE).

<table>
<thead>
<tr>
<th>Width</th>
<th>Height</th>
<th>32</th>
<th>34</th>
<th>36</th>
<th>38</th>
<th>40</th>
<th>42</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>79.03</td>
<td>87.10</td>
<td>85.48</td>
<td>85.48</td>
<td>79.03</td>
<td>74.19</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>79.03</td>
<td>87.10</td>
<td>83.87</td>
<td>82.26</td>
<td>79.03</td>
<td>82.26</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>82.26</td>
<td>88.71</td>
<td>88.71</td>
<td>91.94</td>
<td>85.48</td>
<td>87.10</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>80.65</td>
<td>87.10</td>
<td>88.71</td>
<td>83.87</td>
<td>87.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>77.42</td>
<td>80.65</td>
<td>83.87</td>
<td>87.10</td>
<td>83.87</td>
<td>88.71</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>76.58</td>
<td>75.81</td>
<td>82.26</td>
<td>87.10</td>
<td>82.26</td>
<td>85.48</td>
<td></td>
</tr>
</tbody>
</table>

### A. THE SIZE OF THE PERIOCULAR WINDOW

The size of the elliptical window decides how much surrounding detail is taken into account. A grid search with variation of the width and the height of the window is used to investigate their impacts. For this experiment, the k-NN classifier with the number of nearest neighbor of 3, the number of angles of 8 and the number of local points of 8 are chosen. Table 1 and 2 show that short and tall (in terms of the height) and narrow and wide (in terms of the width) have adverse impacts on the recognition performance. The best size of the window in terms of recognition accuracy is $(M,N) = (38,34)$ pixels for the left periocular and $(M,N) = (40,38)$, $(42,36)$ and $(42,38)$ for the right periocular in the JAFFE dataset. Similarly, the optimal window size is $(38,34)$ for the left periocular and $(42,32)$ and $(42,34)$ for the right periocular in the FRGC dataset as shown in Tables 3 and 4.
TABLE 2. Impact of the periocular window size to the accuracy (%) of RIGHT periocular (JAFFE).

<table>
<thead>
<tr>
<th>Width</th>
<th>Height</th>
<th>32</th>
<th>34</th>
<th>36</th>
<th>38</th>
<th>40</th>
<th>42</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td></td>
<td>79.03</td>
<td>74.19</td>
<td>80.65</td>
<td>74.19</td>
<td>79.03</td>
<td>82.26</td>
</tr>
<tr>
<td>32</td>
<td></td>
<td>72.58</td>
<td>75.81</td>
<td>80.65</td>
<td>70.79</td>
<td>74.19</td>
<td>70.97</td>
</tr>
<tr>
<td>34</td>
<td></td>
<td>64.52</td>
<td>75.81</td>
<td>72.58</td>
<td>77.42</td>
<td>77.42</td>
<td>82.26</td>
</tr>
<tr>
<td>36</td>
<td></td>
<td>69.35</td>
<td>80.65</td>
<td>77.42</td>
<td>80.65</td>
<td>77.42</td>
<td>83.87</td>
</tr>
<tr>
<td>38</td>
<td></td>
<td>74.19</td>
<td>75.81</td>
<td>75.81</td>
<td>77.42</td>
<td>83.87</td>
<td>83.87</td>
</tr>
<tr>
<td>40</td>
<td></td>
<td>67.74</td>
<td>72.58</td>
<td>75.81</td>
<td>79.03</td>
<td>80.65</td>
<td>82.26</td>
</tr>
</tbody>
</table>

TABLE 3. Impact of the periocular window size to the accuracy (%) of LEFT periocular (FRGC).

<table>
<thead>
<tr>
<th>Width</th>
<th>Height</th>
<th>32</th>
<th>34</th>
<th>36</th>
<th>38</th>
<th>40</th>
<th>42</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td></td>
<td>81.82</td>
<td>79.80</td>
<td>81.82</td>
<td>81.82</td>
<td>79.80</td>
<td>82.83</td>
</tr>
<tr>
<td>32</td>
<td></td>
<td>82.83</td>
<td>84.85</td>
<td>81.82</td>
<td>80.81</td>
<td>81.82</td>
<td>83.84</td>
</tr>
<tr>
<td>34</td>
<td></td>
<td>85.86</td>
<td>84.85</td>
<td>82.83</td>
<td>86.87</td>
<td>80.81</td>
<td>80.81</td>
</tr>
<tr>
<td>36</td>
<td></td>
<td>84.85</td>
<td>83.84</td>
<td>82.83</td>
<td>75.76</td>
<td>78.79</td>
<td>79.80</td>
</tr>
<tr>
<td>38</td>
<td></td>
<td>83.84</td>
<td>79.80</td>
<td>81.82</td>
<td>80.81</td>
<td>77.78</td>
<td>79.80</td>
</tr>
<tr>
<td>40</td>
<td></td>
<td>85.86</td>
<td>85.86</td>
<td>80.81</td>
<td>80.81</td>
<td>79.80</td>
<td>83.84</td>
</tr>
</tbody>
</table>

TABLE 4. Impact of the periocular window size to the accuracy (%) of RIGHT periocular (FRGC).

<table>
<thead>
<tr>
<th>Width</th>
<th>Height</th>
<th>32</th>
<th>34</th>
<th>36</th>
<th>38</th>
<th>40</th>
<th>42</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td></td>
<td>87.88</td>
<td>90.91</td>
<td>92.93</td>
<td>93.94</td>
<td>91.92</td>
<td>92.93</td>
</tr>
<tr>
<td>32</td>
<td></td>
<td>90.91</td>
<td>88.89</td>
<td>89.90</td>
<td>92.93</td>
<td>93.94</td>
<td>94.95</td>
</tr>
<tr>
<td>34</td>
<td></td>
<td>87.88</td>
<td>83.84</td>
<td>88.89</td>
<td>87.88</td>
<td>92.93</td>
<td>94.95</td>
</tr>
<tr>
<td>36</td>
<td></td>
<td>87.88</td>
<td>88.89</td>
<td>86.87</td>
<td>87.88</td>
<td>90.91</td>
<td>92.93</td>
</tr>
<tr>
<td>38</td>
<td></td>
<td>89.90</td>
<td>89.90</td>
<td>88.89</td>
<td>88.89</td>
<td>87.88</td>
<td>88.89</td>
</tr>
<tr>
<td>40</td>
<td></td>
<td>89.90</td>
<td>90.91</td>
<td>87.88</td>
<td>87.88</td>
<td>83.84</td>
<td>91.92</td>
</tr>
</tbody>
</table>

It is interesting that the left and right periocular do not yield the same accuracy for both datasets. An insight in the datasets shows that for a number of persons, the left and right eyes differ, which results in the difference in the accuracy. For the rest of the experiments, these optimal window sizes are to be used if not other specified.

B. THE NUMBER OF ANGLES AND RADIUS LOCAL POINTS

The number of angles and the number of local points chosen over each angle radius impact the details incorporated in the feature. The higher the numbers, the denser the sampling and the more detail incorporated. Choosing these number is balancing between detail amount and generalization. In the experiments with the window size of (38,34) pixels, we tested with 3 different numbers of local points along each radius, including 8, 12 and 16. In addition, we tested with 4 different numbers of angles, including 4, 8, 12 and 16. The highest accuracy achieved is 99.13% at 12 local points and 12 angles for the JAFFE dataset and 96.84% at 12 local points and 8 angles for the FRGC dataset.

C. THE NUMBER OF NEAREST NEIGHBOR K

The number of K nearest neighbor decides the number of samples considered, affecting the performance of the whole system in terms of the robustness to noise. Since there are seven images in the TRAIN for each subject in the JAFFE dataset and eight images for each subject in the FRGC dataset, we tested odd values from 1 to 7 for K. Increasing the value of K from 1 to 3 improves the recognition accuracy for both left periocular and fusion approaches. However, the system drops the accuracy when the value of K is greater than three. The results are presented in Figure 8.
D. MULTI-INSTANCE FUSION OF LEFT PERIOCULAR AND RIGHT PERIOCULAR

Features are separately extracted from both perioculars then combined to generate a final feature vector. This combined feature vector is then used to compared with the TRAIN combined feature vectors to calculate the accuracy for feature-level fusion. Besides implementing the proposed multimodal compact bilinear pooling approach, we also implemented other feature-level fusion approaches including concatenation and element-wise multiplication for comparison. In addition, a score-level fusion approach using weighted sum was also implemented to compare with the proposed feature-level approach. The image-level fusion is indirectly inferred since the elliptical coordinate used for calculating features is wider in the horizontal axis than in the separate periocular case. The performance of fusion is presented in Table 5. The results show the proposed feature-level fusion approach outperforms both image-level and score-level fusions. This is due to the good trade-off of the feature-level fusion between the amount of information to retain and the robustness of the representation. The proposed multimodal bilinear pooling approach also outperforms other feature-level approach, showing its effectiveness in modeling multiplicative interaction between two feature vectors of two periocular. The improvement of the accuracy demonstrates the benefit of fusion.

The genuine and impostor score distributions of feature-fusion approach for the combined dataset (combining JAFFE and FRGC) are illustrated in Figure 9. The figure shows that the genuine scores and impostor scores are well separated, leading to a high recognition accuracy of the proposed approach.

E. COMPARISON WITH OTHER STATE-OF-THE-ART APPROACHES

We also compare the proposed approach with the state-of-the-art approaches. The most popular choices are LBP, HOG and SIFT using the VLFeat open source library [58]. Following [5], we quantize both HOG and LBP into 8 distinct values to construct an eight-bin histogram. This histogram is generated from a partitioned sub-region and concatenated...
TABLE 8. Comparison of the proposed approach with other state-of-the-art approaches reported on the FRGC.

<table>
<thead>
<tr>
<th></th>
<th>[24, 25]</th>
<th>[20]</th>
<th>[59, 60]</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>89.1</td>
<td>92.2</td>
<td>91.0</td>
<td>95.96</td>
</tr>
</tbody>
</table>

FIGURE 9. The genuine and impostor score distribution of the combined dataset (JAFFE and FRGC).

VI. CONCLUSION

Periocular is one of the emerging biometric modalities, which can function either independently as a standalone biometric modality or complementary to face and iris modalities. In this research, we have proposed a novel encoding technique for periocular. The proposed technique combines the invariance properties of 1D Higher Order Spectral features with an elliptical coordinate sampling technique to achieve robustness in scale, translation and head rotation. We have extensively investigated different configurations of hyper-parameters in the proposed approach to analyze its performance. It consistently outperforms the baselines (LBP, HOG and SIFT) on both JAFFE and FRGC datasets. The proposed approach achieves state-of-the-art recognition accuracy in these datasets. In addition, we also propose a new feature-level fusion approach for combining the left and right periocular. This fusion approach relies on multimodal compact bilinear pooling to enable multiplicative interaction for efficient correlation modeling between two feature vectors. This has been shown to outperform other level fusion approaches as well as other feature-level approaches. In the future work, we will experiment our proposed eHPC for periocular recognition in large-scale datasets such as LFW and MegaFace with millions of face images.
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