The simulated response of dimethylsulfide production in the Arctic Ocean to global warming
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ABSTRACT

Sulfate aerosols (of both biogenic and anthropogenic origin) play a key role in the Earth’s radiation balance both directly through scattering and absorption of solar and terrestrial radiation, and indirectly by modifying cloud microphysical properties. However, the uncertainties associated with radiative forcing of climate due to aerosols substantially exceed those associated with the greenhouse gases. The major source of sulfate aerosols in the remote marine atmosphere is the biogenic compound dimethylsulfide (DMS), which is ubiquitous in the world’s oceans and is synthesized by plankton. Climate models point to significant future changes in sea-ice cover in the Arctic Ocean due to warming. This will have consequences for primary production and the sea-to-air flux of a number of biogenic compounds, including DMS. In this paper we discuss the impact of warming on the future production of DMS in the Arctic Ocean. A DMS production model has been calibrated to current climate conditions with satellite ocean colour data (SeaWiFS) using a genetic algorithm, an efficient non-derivative based optimization technique. We use the CSIRO Mk 2 climate model to force the DMS model under enhanced greenhouse climate conditions. We discuss the simulated change in DMS flux and its consequences for future aerosol production and the radiative budget of the Arctic. Significant decreases in sea-ice cover (by 18.5% annually and 61% in summer–autumn), increases in mean annual sea surface temperature of 1°C, and a decrease of mixed layer depth by 13% annually are predicted to result in annual DMS flux increases of over 80% by the time of equivalent CO2 tripling (2080). Estimates of the impact of this increase in DMS emissions suggest significant changes to summer aerosol concentrations and the radiative balance in the Arctic region.

1. Introduction

Global climate is intimately connected to variability in the polar oceans. One of the strongest high-latitude feedbacks is thought to be the ice–albedo feedback mechanism, in which a positive temperature perturbation will melt sea ice, thus lowering the surface albedo, increasing the absorbed solar radiation and causing a further temperature increase. This positive feedback on warming leads global climate models to find enhanced warming in the Northern Hemisphere polar regions in transient simulations with increasing atmospheric greenhouse gases (Houghton et al., 1996, 2001). Because of these unique feedbacks, the Arctic may provide an early warning system for climate change (Comiso and Parkinson, 2004).

Dimethylsulfide (DMS) represents 95% of the natural marine flux of sulfur gases to the atmosphere, and it has been estimated that the flux of marine DMS supplies about 50% of the global biogenic source of sulfur to the atmosphere (Bates et al., 1992; Liss et al., 1997). After ventilation to the atmosphere, DMS is oxidized to form non-sea-salt sulfate (nss-SO4$^{2-}$) and methane-sulfonic acid (MSA) aerosols and is the major source of cloud condensation nuclei (CCN) in unpolluted marine atmospheres such as the Southern Ocean (Ayers and Gras, 1991). Sulfate aerosols formed from the oxidation of DMS can exert a climate cooling effect by scattering and absorbing incoming solar radiation and promoting the formation of CCN and brighter clouds (Charlson et al., 1987). A possible increase in DMS production is particularly important in the radiative budget of the Arctic, where surface albedo is otherwise predicted to decline due to a decreasing trend in both area and thickness of sea-ice cover (Parkinson and Cavalieri, 2002). With less sea ice, there is more open water, a potential for higher local DMS production and thus increased sulfate aerosols and CCN, with these effects combining to counter the initial loss of surface albedo.

The area-weighted summer and winter fluxes of DMS from the Arctic Polar Ocean to the atmosphere have been estimated to be 2.0 and 0.03 µmol m$^{-2}$ d$^{-1}$, respectively (Leck and Persson, 1997).
Monthly mean ratios were 0.17 ± warming on the global zonal mean DMS flux (70°N–70°S) for a detailed analysis of the DMS cycle in the Arctic Ocean, which are not independent. Overall, these results point to the need for a decrease in the extent of sea ice. We note that the increased aerosol sulfate source was confirmed by a 3-yr time-series analysis of the DMS cycle in the Arctic Ocean, which are a shoaling of the ocean mixed layer depth (MLD) and a decrease in the extent of sea ice. We note that the increased production of melt water will affect the MLD, so that these factors are not independent. Overall, these results point to the need for a detailed analysis of the DMS cycle in the Arctic Ocean, north of 70°N.

The total emission of marine biogenic sulfur from the Northern Hemisphere high latitudes (60°–90°N) is currently estimated to be about 36 Gmol yr⁻¹, about 8% of the global total (Kettle et al., 1996). Recent model projections of the impact of warming on the global zonal mean DMS flux (70°N–70°S) indicate the greatest perturbation to be at high latitudes in both hemispheres, with little change predicted in the tropics and subtropics (Gabric et al., 2004). The predicted DMS flux perturbation at polar latitudes is due to a combination of factors, principal amongst which is a shoaling of the ocean mixed layer depth (MLD) and a decrease in the extent of sea ice. We note that the increased production of melt water will affect the MLD, so that these factors are not independent. Overall, these results point to the need for a detailed analysis of the DMS cycle in the Arctic Ocean, north of 70°N.

The main biogenic source of dissolved DMS is through extracellular transformation of the precursor compound dimethylsulfoniopropionate (DMSP), which is synthesized in the cells of various phytoplankton species (Keller et al., 1989). In the Arctic, the composition of the phytoplankton community is heterogeneous, with a recent study reporting over 219 species in the central Barents Sea (Rat'kova and Wassmann, 2002). While polar phytoplankton species have been shown to be strong producers of DMSP, not all species produce vast quantities of DMS. However, even small DMS and DMSP producers, such as diatoms, when present in large abundance, will represent a large pool of DMS and DMSP. Furthermore, many phytoplankton species release their DMSP and DMS cellular pools, or make them available for bacterial transformation, only at the mature (late) stage of the bloom (Matrai and Vernet, 1997) or during enhanced grazing events that are also linked to the stage of the algal bloom.

In the Arctic, diatoms can be the dominant phytoplankton group for long periods of time, covering vast areas of open water, the marginal ice zone and under the ice; thus their pool of DMSP and resulting DMS is multiplied in space and time ultimately producing enough biogenic sulfur to significantly affect aerosols in the high Arctic (Leck and Persson, 1996a). In the Barents Sea region, plankton distribution and succession are especially complex due to the admixture of Atlantic and Arctic Ocean waters, and the seasonal change in sea-ice cover and water column stability that markedly influence both the algal and faunal composition.

Elevated concentrations of the prymnesiophytes Phaeocystis sp. and occasionally Emiliania huxleyi (both high DMSP-producing species) are known to occur in the Arctic Ocean, which can lead to the production of large quantities of DMS, just as ice-algal communities are likely to be an important source of DMS and DMSP (Kirst et al., 1991; Bouillon et al., 2002). Although algal taxonomy is important to DMS production, it is not critical, as Matrai and Vernet (1997) found that in the Barents Sea the contribution of diatoms (not strong producers of DMSP or DMS in temperate waters) to the water column budgets of DMSP and DMS could be as significant as that of prymnesiophytes, and DMS cycling depended more on the stage of the bloom than algal taxonomy. Once DMSP is released from the phytoplankton cells into the surrounding sea water, algal and/or bacterial enzymes modulate its transformation to DMS and/or other compounds as part of a complex food web (Simó, 2001).
in enhanced sea–air DMS fluxes. Currently, the winter production of sea ice in the Arctic Ocean is high, which creates cold, high-salinity water that sinks and drives deep ocean circulation. If surface waters warm and sea ice does not form as well in winter, these processes involving salinity and circulation could be reduced or eliminated, having a significant further impact on global climate.

Here we simulate the cycle of DMS in the Barents Sea (30–35°E, 70–80°N) region of the Arctic Ocean during the period (1998–2002) using a biogeochemical model that has been calibrated with current field and satellite data. We then use zonal average output from the CSIRO Mk2 atmosphere–ocean climate model (GCM) and zonal mean satellite chlorophyll data to force the DMS model, and simulate the perturbation to the sea-to-air flux of DMS under enhanced greenhouse conditions (baseline $1 \times \text{CO}_2$ and equivalent tripled $\text{CO}_2$ $3 \times \text{CO}_2$) in the 70–80° N band.

2. Methods

2.1. The DMS model

The DMS model was originally described by Gabric et al. (1993) and is a nitrogen-based, depth-averaged (mixed-layer) model which is closed with respect to total nutrients. Versions of the model have been previously applied in the Barents Sea (Gabric et al., 1999) and in the Southern Ocean (Gabric et al., 1998, 2003). Cropp (2003) detailed the dynamics of the DMS model and analysed its equilibrium characteristics, showing that the original model food web (Gabric et al., 1993) could be simplified to a phytoplankton–zooplankton–nitrate (PZN) web without major change in the DMS prediction. It should be noted that the original model had a modest microbial loop parametrization.

The nitrogen-based model used here includes three biotic state variables: generic phytoplankton ($P$), zooplankton ($Z$) and dissolved nitrate ($N$). Total mass, $N_0$, is conserved in the mixed layer, i.e. detrital losses are assumed to be exactly balanced by re-injection of nutrients from below the pycnocline. All state variables are vertically averaged over the oceanic mixed layer, where the MLD can vary throughout the year as prescribed by the output from the GCM simulation. The food-web model includes five biological rate parameters, an available nutrient concentration and three parameters (see Table 1) describing the physical forcing on the phytoplankton growth rate:

$$\frac{dP}{dt} = \mu P - k_1 P Z$$

$$\frac{dZ}{dt} = k_1(1 - k_3) P Z - k_2 Z$$

$$\frac{dN}{dt} = k_1 k_3 P Z + k_2 Z - \mu P$$

$$N_0 = P + Z + N.$$  

The phytoplankton nitrate-specific growth rate, $\mu$, in eq. (2a), has been parametrized using the standard multiplicative form, with the growth contemporaneously limited by nutrient availability ($R_N$), light ($R_L$) and temperature ($R_T$):

$$\mu = \mu_0 R_N R_L R_T$$
\[ R_N = \frac{N}{N + k_i} \]  \hfill (2b)

\[ R_L = \left( \frac{I}{I_0} \right) / \sqrt{1 + (I/I_0)^2} \]  \hfill (2c)

\[ R_T = e^{0.063(T - T_{\text{max}})} \]  \hfill (2d)

where each limitation coefficient is in the range 0 < \( R_i < 1 \). The parameter \( \mu_0 \) is the maximum phytoplankton growth rate, \( k_i \) the nitrate half-saturation concentration, \( I \) the mixed-layer mean photosynthetically available radiation (PAR) and \( I_0 \) the saturating irradiance (Talling, 1957). Laboratory culture studies on various algal species show a clear temperature effect (eq. 2d) on the growth rate of phytoplankton (Eppley, 1972), with \( T_{\text{max}} \) the maximum annual mixed layer temperature.

The DMS(P) submodel is described by the following equations:

\[ \frac{d\text{DMSP}}{dt} = k_4 Y P + k_5 Y Z - k_7 \text{DMSP} - k_9 \text{DMSP} \]  \hfill (3a)

\[ \frac{d\text{DMS}}{dt} = k_5 Y P + k_7 \text{DMSP} - k_3 \text{DMS} - k_{10} \text{DMS} - k_a \text{DMS} \]  \hfill (3b)

where DMSP and DMS concentrations are given as (mg S m\(^{-2}\)). In the light of recent results that indicate that the algal cell content of DMSP (\( Y \)) varies seasonally and is sensitive to oxidative stressors such as incident radiation (Sunda et al., 2002), we have reformulated \( Y \) to vary with time according to the following relation:

\[ Y(t) = Y_{\text{max}}(I(t)/I_{\text{max}}) + 0.05 \]  \hfill (4)

where \( I_{\text{max}} \) is the maximum annual mixed layer PAR. The calibrated values of the model parameters are listed in Table 1.

As DMS is supersaturated in the surface ocean, the sea-to-air flux of DMS was computed as the product of the sea-to-air DMS transfer velocity and the sea-water DMS concentration:

\[ F_{\text{DMS}} = k_w [\text{DMS}] \]  \hfill (5)

The transfer velocity \( k_w \) (cm h\(^{-1}\)) was parametrized in terms of wind speed, \( w \), and sea surface temperature (SST) according to the formulation of Liss and Merlivat (1986) as adapted for DMS by Gabric et al. (1995):

\[ k_w = \alpha 0.17 w \quad \text{for} \quad w \leq 3.6 \]  \hfill (6a)

\[ k_w = \beta (2.85 w - 10.3) + 0.61 \alpha \quad \text{for} \quad 3.6 < w \leq 13 \]  \hfill (6b)

\[ k_w = \beta (5.9 w - 49.9) + 0.61 \alpha \quad \text{for} \quad w > 13 \]  \hfill (6c)

with \( \alpha = (600/Sc)^{2/3} \) and \( \beta = (600/Sc)^{1/2} \). For a given gas, the Schmidt number (\( Sc \)) varies with water temperature, decreasing as the temperature increases. The dependence of the Schmidt number on sea surface temperature for DMS was experimentally derived by Saltzman et al. (1993) as

\[ Sc = 2674.0 - 147.12 (\text{SST}) + 3.726 (\text{SST})^2 - 0.038 (\text{SST})^3 \]  \hfill (7)

We note that empirical gas exchange–wind speed relationships have to be applied with caution, since they have an uncertainty of up to a factor of 2 (Kettle and Andreae, 2000), with more recent parametrizations (Nightingale et al., 2000) predicting higher fluxes. The calculation of \( k_w \) in the seasonal ice zone poses special difficulties since release of DMS from sea ice during melting or break-up is well documented (Curran and Jones, 2000; Trevena et al., 2003), and ice algae have also been shown to be significant producers of DMS and DMSP in the polar oceans (Kirst et al., 1991; Levasseur et al., 1994). We assume that DMS ventilation can only occur in ice-free waters, which is likely to be a lower bound on the true flux. Thus, the computed areal DMS flux was scaled by the fraction of ice-free water.

2.2. Meteorological and satellite data

The time-series of meteorological and satellite data were obtained from the following sources: surface wind speed (1998–1999) and SST (1998–2002) were obtained from Reynolds/NCEP in PO.DAAC Ocean ESIP Tool (POET) (http://podaac-esip.jpl.nasa.gov/poet/). Surface wind speed for the period 2000–2002 was available from QuickSCAT sensor data (http://podaac.jpl.nasa.gov/quickscat). Mixed-layer depth data were taken from the Levitus World Ocean Atlas (WOA94) based on the long-term monthly climatology. Sea-ice cover was derived from NCDC Special Sensor Microwave Imager (SSMI) satellite data for the period 1988–2002. The monthly cloud cover climatology (1° resolution) was obtained from the ICOADS data set distributed by the Data Support Section, NCAR/SCD (http://www.dss.ucar.edu/datasets/ds540.1).

2.3. DMS model calibration

Model calibration in the Barents Sea study region proceeded in two stages, with the PZN submodel parameters estimated first using the SeaWIFS chlorophyll (CHL) data, followed by the sulfur submodel parameters using the DMSP field data. To obtain valid parameters for the GCM simulations, the entire process was repeated using zonal mean CHL data and the zonal average meteorological forcings.

Parametric estimation for the calibration was done using a genetic algorithm (GA) which is an efficient, non-derivative-based optimization technique that mimics natural evolution (Holland, 1975). The PZN submodel parameters (Table 1) were calibrated against satellite CHL data derived from 5 yr of SeaWIFS (8-d) standard mapped images as a proxy for phytoplankton biomass (i.e. \( P \)). To estimate goodness-of-fit, Press et al. (1992) suggest minimizing a \( \chi^2 \) statistic when the standard deviations \( \sigma_i \) of the
data points, $y_i$ are not constant:

$$\chi^2 = \sum_{i=1}^{N} \left( \frac{y_i - y(t_i, k)}{\sigma_i} \right)^2$$

(8)

where $N$ is the number of data points ($N = 26$, as the CHL 8-d satellite time-series was only available between polar sunrise and sunset) and $k$ the vector of adjustable model parameters of size $M$ ($M = 6$ for CHL calibration). This statistic also allows an estimate of the statistical significance of the fit. A rule of thumb for a moderately good fit is a value of $\chi^2$ of $\sim (N - M)$ (Press et al., 1992).

During the CHL calibration, six PZN model parameters were varied (Table 1). Of these parameters, $I_k$ and $k_1$ were found to be the most sensitive. It was found that the smaller the $k_1$ value, the higher the $P$ bloom peak, while lower the saturating irradiance values $I_k$ caused an earlier bloom peak. The sulfur submodel was calibrated by varying only the five sulfur-specific parameters (Table 1). There are limited data on sulfur species in the Arctic Ocean (Kettle et al., 1999). Matrai and Vernet (1997) reported the first comprehensive study of DMS and DMSP cycling in the Barents Sea on a cruise during May 1993. Our previous modelling analysis in the Barents Sea, was based on this 1993 data set, and supplied initial estimates for the sulfur parameters (Gabric et al., 1999). More recently, four field cruises were conducted in the Barents Sea region during the period of satellite data capture: in March and May 1998, June–July 1999 and July 2001 (Rat'kova and Wassmann, 2002; Reigstad et al., 2002). Although DMS was not measured, the recent cruises did provide data on the precursor DMSP (Fig. 1) (P. A. Matrai, unpublished), which were used for the sulfur submodel calibration. The DMSP field data indicate marked annual and seasonal variability with elevated values (transect mean $\sim 34$ nM) associated with the vernal bloom in May 1998, and then another very high peak during the summer of July 2001 (transect mean $\sim 46$ nM).

### 2.4. Climate change simulations

The transient climate data were obtained from simulations with the Commonwealth Scientific and Industrial Research Organisation (CSIRO) coupled climate model (Gordon and O’Farrell, 1997) which includes ocean, atmosphere and sea-ice components. The horizontal resolution of the atmospheric model is 5.6 degrees of longitude by 3.2 degrees of latitude (strictly it is a spectral model of R21 resolution) and it has nine vertical levels. The sea-ice model was described in O’Farrell (1997). The ocean model is based on the Bryan–Cox code (Cox, 1984) with 21 vertical levels. Further details of the ocean component are given in Hirst et al. (2000).

The coupled GCM was initialized using the final spin-up state of the atmosphere–ocean system which resulted from several thousand years of integration. The control integration used a constant equivalent CO$_2$ concentration of 330 ppm and was used to evaluate the statistical significance of trends predicted in the transient integration. The transient integration is subject to changing equivalent CO$_2$ concentration as specified in the IPCC/IS92a radiative forcing scenario following the prescription of Kattenberg et al. (1996) for the period from 1880 to 2086.

A subset of the output from GCM simulations for the periods 1961–1970 (baseline $1 \times$ CO$_2$), and 2078–2086 (tripled equivalent CO$_2$ $3 \times$ CO$_2$) were obtained for the zonal area between
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**Fig 1.** Observed values of dissolved DMSP along transects in the Barents Sea.
The GCM output data were temporally averaged to derive monthly means of SST, MLD, sea ice and cloud cover and daily averages of surface wind speed. The DMS model was then forced with the GCM data for baseline and $3 \times \text{CO}_2$ climates and the perturbation in flux computed. As GCM output did not include irradiance in the photosynthetic range, and there was very little change in GCM-simulated short-wave radiation, the current PAR seasonal cycle was used with cloud cover changes as specified by the GCM.

### 3. Results and discussion

#### 3.1. CHL and DMS calibration results in the Barents Sea study region

In our previous studies in the Antarctic Southern Ocean, the seasonal shallowing of MLD was found to be critical to phytoplankton growth and hence the DMS production rate (Gabric et al., 2003); however, the mean MLD in the Barents Sea is shallow all year round, ranging from about 40 m during winter to less than 5 m in July–August (Fig. 2a). SST displays an annual range of about $4^\circ$C (Fig. 2b). Mean winds are high during the winter season ($\sim 10 \text{ m s}^{-1}$), moderating in late summer (August) to $5.7 \text{ m s}^{-1}$ (Fig. 1c). Sea-ice cover ranges from a maximum of 42% during January–May, to a minimum in August ($\sim 1$%); however, interannual variability was high (Fig. 2d). The sky was overcast for most of the year ($\sim 6–7$ octas mean cloud cover).

Conditions in the Barents Sea during the spring of 1998 and summer of 1999 have been summarized by Reigstad et al. (2002).

Atlantic water dominated in the south separated by the Polar Front from water with more Arctic characteristics in the north. A high, uniform nutrient regime in March was depleted by May, giving a spring bloom with phytoplankton biomass concentrated in the upper 30 m in the strongly stratified marginal ice zone. The new primary production estimates for the period ranged from 30–80 g-C m$^{-2}$. Based on previous studies, the vernal bloom in the Barents Sea generally initiates in early April, with phytoplankton biomass gradually increasing to its peak around the end of April or early May, then decreasing from the middle of May. There is a second, much smaller, bloom in September, due presumably to the shallower MLD, warmer SST and reduced grazing pressure (Arashkevich et al., 2002). Detailed comparisons between field surface samples of CHL and the SeaWiFS satellite-derived data during the 1998–1999 cruises were given in Qu et al. (in press) and good agreement was evident at most stations.

Figure 3 shows the comparisons for the calibrated model results and the SeaWiFS data for the 5-yr period 1998–2002 between polar sunrise and sunset. The $\chi^2$ fitting function is computed by maximizing the negative value, hence the closer to zero the better the fit. A $\chi^2$ value of $-4.4$ was obtained for the 5-yr mean data, which based on the criterion noted above suggests a very good fit. Using the calibrated food web model, the annual cycle in DMS was then computed. The DMS concentrations increased after the polar sunrise with the first DMS peak occurring about 10 d after the CHL bloom peak. The second peak in DMS (due to excretion of DMSP and DMS by zooplankton grazing) occurs 2 months after the CHL spring bloom. Interestingly, the model predicts that the maximum DMS
Fig 3. Predicted cycles in (a) CHL, (b) DMS concentration and (c) DMS flux in the Barents Sea.

concentration will occur in the middle of July, when CHL concentrations are well below their peak spring values. This agrees with field observations of dominance of the plankton by flagellates (Rat’kova and Wassmann, 2002; Verity et al., 2002)—of low CHL content, possibly heterotrophic and potentially a strong source of DMS/P. Measured DMSP values in mid-July 2001 were high, sometimes higher than spring concentrations (Fig. 1), thus providing a potentially large source of DMS.

3.2. The seasonal cycle of DMS flux

The predicted mean cycle in DMS flux in ice-free water is shown in Fig. 3. There are two distinct peaks in the DMS flux cycle. The double peak has also been noted in the database compiled by Kettle and Andreae (2000) in high and middle latitudes. This model prediction has been attributed to the combined effects of changes in wind speed, SST and MLD on the DMS flux (Gabric et al., 2003). In the Arctic region, the first peak in DMS flux was just a few days after the CHL spring bloom peak. The second flux peak occurred in July, about 2 months later, and might also be related to excretion of DMS(P) by grazers or a change in species composition of the plankton (Rat’kova and Wassmann, 2002).

3.3. DMS flux perturbation under enhanced greenhouse conditions

The forcing of the DMS model with output from the CSIRO Mk2 GCM model has previously been described by Gabric et al. (1998, 2003). The GCM data on SST, wind speed, MLD, sea ice and cloud cover were obtained for the period of 1960–1970 (baseline conditions 1 × CO₂) and 2078–2086 (tripled equivalent CO₂: 3 × CO₂). The CHL calibration was recomputed, now using the zonal mean CHL data from SeaWiFS. An excellent χ² value (−0.76) was obtained for the zonal mean CHL data calibration (Fig. 4). As no extra DMS(P) data were available, the previous sulfur submodel calibration was reused.

We note that the baseline (1 × CO₂) zonal averaged GCM data (Fig. 5) display some significant differences to the current Barents Sea climate data (Fig. 2). For example, wind speeds are reduced and the MLD is deeper compared with the current data. Field SST is higher in the Barents Sea, presumably due to the regional influence of warm Atlantic inflows, which is not felt as strongly in other parts of the Arctic Ocean included in the 70–80°N zonal band. There is also a delay in the mean SST maximum from July (field) to September (GCM). This influence of warmer AW inflows also affects the sea-ice cycle in the Barents Sea, already experiencing an almost complete melting
of sea ice during late summer to early autumn; here, the 15-yr field data set and the GCM baseline prediction show excellent agreement.

From the baseline level ($1 \times CO_2$) to tripled equivalent $CO_2$ ($3 \times CO_2$), the following changes in zonal mean forcings are simulated by the GCM: SST increases up to $2^\circ$C in its peak month of September and by $0.5^\circ$C in April (Fig. 5a), the enhanced summer warming resulting from a decrease in albedo due to sea-ice loss, during the August to October period (Fig. 5b). The predicted disappearance of summer sea ice under warming is consistent with results of other climate change simulations (Johannsen et al., 2004). However, climate model intercomparison studies have noted that there is a large range in the simulated response of sea ice to warming, with no obvious relation to the sea-ice model attributes (Flato, 2004). It is important to note that Arctic sea ice in the CSIRO Mk 2 control run is generally thinner than observed, and the rate of warming overall a little more rapid than the mean rate of warming seen in other climate models. The MLD decreases by 6.5 m on average, with the largest decreases ($\sim 20\%$) occurring during spring and early summer. Wind speed and cloud cover (not shown) are not simulated to change significantly. The net impact on the DMS transfer velocity is slight, with a small increase during late summer as shown in Fig. 6. We note that Simó and Pedrós-Alió (1999) derived an empirical relationship that predicts surface DMS concentration to vary directly, but weakly, with chlorophyll $a$ and inversely with MLD. This relationship suggests a cancelling effect in May when maximum CHL concentrations imply a higher DMS level, while a deeper MLD may lead to lower DMS levels. Conversely, the combination of enhanced stratification and a second CHL peak in September should lead to enhanced DMS concentrations. Indeed, DMS flux is simulated to increase from June to November, with the peak monthly mean value of $1.8 \mu mol m^{-2} d^{-1}$ in September (Fig. 7), largely due to the increased fraction of ice-free ocean. The annual integrated DMS flux is predicted to increase by 86% (from 94.4 to 175.6 $\mu mol m^{-2}$) under $3 \times CO_2$ conditions, with most of the extra sulfur released to the atmosphere in late summer and autumn.

### 3.4. Consequences for regional radiative forcing

It should be noted a priori that there are many uncertainties associated with estimating the influence of aerosols on climate (Haywood and Boucher, 2000). This is particularly so in the high Arctic, where several features of the interactions between clouds, aerosols and climate appear to be more complex than in other parts of the globe (Curry, 1995).
Our simulation experiments suggests an annual increase in the DMS flux of about 86% under tripled equivalent CO$_2$ for the high Arctic, with most of this increase being during the summer months (June–September). As noted earlier, field data indicate that the biogenic source of sulfate aerosol dominates only during summer, thus the following analysis applies only during this season.

As discussed by Charlson et al. (1987), DMS-derived sulfate aerosols have both a direct (backscatter) and an indirect (cloud albedo) effect on climate. Both these processes will depend on the change in sulfate aerosol concentration resulting from a change in DMS flux. We first discuss the indirect effect via a change in CCN concentration, and hence cloud albedo.

There have been several attempts to describe the dependence of CCN on DMS flux; however, to our knowledge no long-time-series data exist for the high Arctic. Lawrence (1993) derived a generic empirical relation between DMS flux (µmol m$^{-2}$) and the concentration of CCN (cm$^{-3}$) of the form

$$\text{CCN} = 29 F_{\text{DMS}} + 45. \quad (9a)$$

Pandis et al. (1994) used a modelling approach to derive the following relationship for DMS flux values $> 2.3$ µmol m$^{-2}$, which corresponds to the lower bound of summer flux derived by Kettle and Andreae (2000) for the Arctic, using the conservative Liss and Merlivat parametrization:

$$\text{CCN} = 22.7 F_{\text{DMS}} - 15. \quad (9b)$$

Using the measured monthly mean CCN data at Cape Grim (Tasmania) and estimates of mean monthly DMS flux, Gabric et al. (1998) derived the following relationships at 0.23% and 0.47% supersaturation:

$$\text{CCN}(0.23) = 8.4 F_{\text{DMS}} + 52 \quad (9c)$$

$$\text{CCN}(0.47) = 18.0 F_{\text{DMS}} + 57. \quad (9d)$$

These four equations provide a range on the simulated CCN enhancement for a given perturbation in DMS flux. Using a typical summer flux value of $\sim 5$ µmol m$^{-2}$ d$^{-1}$ for the high Arctic, then a $\Delta F_{\text{DMS}}$ of $+86\%$ leads to relative CCN enhancements, $\Delta\text{CCN}/\text{CCN}$, in the range 0.38–0.99 (median = 0.59).

Following Charlson et al. (1992), the relative change in cloud optical depth $\delta_c$ can be written as:

$$\Delta \delta_c/\delta_c = \frac{1}{3}(\Delta\text{CCN}/\text{CCN}) \quad (10a)$$

and the resulting perturbation to cloud-top albedo, $R_c$, may be written as:

$$\Delta R_c = R_c(1 - R_c)(\Delta \delta_c/\delta_c). \quad (10b)$$

For a median $R_c$ value of 0.65 (Dong and Mace, 2003) and the CCN enhancements given above, eqs (10a) and (10b) yield values for $\Delta R_c$ in the range 0.029–0.075. The perturbation in indirect radiative forcing resulting from a change in cloud-top albedo of marine stratus and stratocumulus clouds was given by Charlson et al. (1987) as

$$\Delta F_i = -(1/4) S A_c \Delta R_p \quad (11)$$

where $S$ is the solar constant (1370 W m$^{-2}$), and $\Delta R_p$ is the change in planetary or top-of-atmosphere albedo, which may be calculated from the change in cloud-top albedo by $\Delta R_p = 0.8 \Delta R_c$. The factor $A_c$ represents the fraction of the Arctic Ocean covered by stratiform cloud during summer (approximately 0.6) (Fig. 1). For the median CCN enhancement of 0.59, eq. (10b) gives the change in cloud-top albedo $\Delta R_c (=0.045)$, from which $\Delta R_p$ is computed to be 0.035. Thus the median perturbation in indirect forcing is estimated to be $-7.3$ W m$^{-2}$.

We now compute the resulting effect on direct radiative forcing. Following the prescription given by Charlson et al. (1992), the perturbation to the direct radiative forcing due to an increase in aerosol concentration is given by

$$\Delta F_d = -(1/4) S (1 - A_c) \Delta R_p \quad (12a)$$

where the resulting change to planetary albedo due to a change in aerosol concentration is given by

$$\Delta R_p = 2 \tau_r (1 - R_c)^2 \beta \Delta \delta_a. \quad (12b)$$

Here $\tau_r$ is the fraction of incident radiation transmitted by the atmospheric layer above the aerosol (0.76), $R_c$ is the mean ocean surface albedo, which will depend on the open water:sea-ice ratio during summer ($\sim0.5$) (Tschudi et al., 2001), $\beta$ is the fraction of radiation scattered upward by the aerosol (0.29) and $\delta_a$ is the aerosol optical depth over the ocean during summer ($\sim0.05$) (Treffersise et al., 2004).
Equation (12b) states that a perturbation in direct forcing will be related linearly to a perturbation in $\delta_e$. A change in $\delta_e$ is related to the perturbation in mean column burden of sulfate aerosol. If we assume this to be linear in condensation nuclei (CN) concentration, and that CN and CCN concentrations are also linearly related (Lawrence, 1993), then $\Delta F_D$ can be calculated from the CCN enhancements given above. Thus, for a median relative CCN enhancement of 0.59, the perturbation in direct forcing is estimated to be $-0.27 \text{ W m}^{-2}$.

The total perturbation to radiative forcing associated with the median +5% change in DMS flux is thus estimated to be $-7.6 \text{ W m}^{-2}$. The uncertainty in this radiative forcing can be estimated by first calculating upper and lower bounds on the CCN enhancements (eqs. 9a–d) and then recomputing ranges for both $\Delta F_D (-0.17$ to $-0.45 \text{ W m}^{-2}$) and $\Delta F_I (-4.7$ to $-12.3 \text{ W m}^{-2}$). The resulting lower and upper bounds on the total perturbation to radiative forcing are $-4.9 \text{ W m}^{-2}$ and $-12.8 \text{ W m}^{-2}$, respectively.

### 3.5. Potential for structural change of the food web

The connection between climate change and structural changes to the ecosystem in the Arctic Ocean is important for understanding both past and future global climate change. The modelled change in DMS flux that we have described above is largely the result of physical changes in the water column. However, global warming has the potential to induce ecological shifts, the key question being whether this will enhance or mitigate the impact of the GCM-simulated physical changes on DMS production.

Current opinion is that global warming will expose the present southern seasonal ice zone to increased radiation and vertical mixing (Slagstad and Wassmann, 1997). Rat’kova and Wassmann (2002) suggest that under warming, the influence of Atlantic water may spread northwards. Recent observational evidence supports this theory, with Atlantic waters increasing their impact on the Arctic Ocean (Sereze et al., 2000). At present, the ratio of large (e.g. diatoms) to small-celled phytoplankton (e.g. prymnesiophytes) changes dramatically between ice-free and ice-covered regions in the Barents Sea, with large-celled species dominating the ice-covered area (Hansen et al., 1996). The “Atlantification” of the Arctic seasonal sea-ice zone may result in significant changes in biomass, seasonal variation and spatial distribution of phytoplankton. For example, there has been some evidence for an increasing incidence of coccolithophore blooms in the Arctic (Merico et al., 2003; Smyth et al., 2004). The coccolithophore *E. huxleyi*, which is found in the North Atlantic, can form dense blooms with cell counts $> 10^6 \text{ cells l}^{-1}$ and contains high but variable amounts of cellular DMSP (Matrai and Keller, 1993). With a decrease in the extent of the MIZ, the relative biomass of large- to small-celled phytoplankton species may decrease under warming. A floricist shift in algal species that alters the relative proportions of diatoms (generally low intracellular DMSP) to *Phaeocystis pouchetii* is likely to have a significant impact on both the carbon and sulfur cycles, especially considering the high DMS levels (16–32 mmol m$^{-2}$) associated with *Phaeocystis* sp. and the percentage of DMSP carbon synthesized relative to total carbon (Stefels and Van Boekel, 1993). In addition, the prevalence of small heterotrophic cells in the open waters and under the ice present in the Barents Sea from late winter through to late summer (Rat’kova and Wassmann, 2002), and the presence of DMSP in these waters at times when autotrophic cells are scarce, are likely to also have an impact on year-round DMSP concentrations.

Apart from shifts in algal species, Hansen et al. (2003) suggest that a reduction in the ice cover in Arctic areas can lead to more subtle structural changes in the food web. For instance, an increased ice-free period can lead to an earlier spring bloom, potentially creating a mismatch between primary production and copepod grazers. The result may be a food web dominated by protozooplankton, resulting in lower export of organic material out of the photic zone despite increased primary productivity, or alternatively lead to changes in species composition or behaviour. As DMSP and DMS extracellular release is sensitive to zooplankton grazing, this scenario is again relevant to net DMS production.

### 4. Conclusions

The significant decrease of sea-ice cover and increase of SST (with the greatest increase in late summer) are the main drivers for the increase in DMS flux by about 85% under warming. Clearly, the removal of the sea-ice barrier is the principal mechanism for an increase in DMS flux. However, the DMS transfer velocity is sensitive to temperature change, and the increase in SST in late summer also increases the flux from open water. While there is also some shoaling of the mixed layer during spring under warming, the present MLD is already quite shallow and the impact on phytoplankton growth is slight. This contrasts with our analysis in the Antarctic, where a strong decrease in the MLD during spring–summer was the primary factor in the perturbation to DMS flux under warming (Gabric et al., 2003). The sensitivity of both the physical and ecological systems to simulated loss of sea ice is clearly high in the Arctic. Recent analyses of data reveal a high-frequency interannual variability in mean Arctic ice thickness that is dominated by changes in the amount of summer melt, rather than by changes in circulation (Laxon et al., 2003). The current CHL and DMSP field data reveal high interannual variability, which we have previously related to variation in timing and length of the season of sea-ice melting (Qu et al., in press).

The model results presented here demonstrate that emissions of DMS may clearly be influenced by the loss of summer sea ice; however, the possible change in phytoplankton species in the Arctic as mean sea ice retreats, is also likely to be influential. Although our current database on Arctic sulfur species is limited, the evidence suggests that future phytoplankton species shifts.
may enhance DMS production. The net impact of warming on DMS emissions will depend on complex interactions between the structure and composition of the Arctic food web, the timing of ice melt and the duration of the melt season.

Loss of summer sea ice due to climate warming would result in greater surface warming; and enhanced water vapour release may result in greater condensation on existing airborne CCN. When CCN are abundant, the water droplets present in clouds will be more abundant and smaller and will reflect more sunlight into space, enhancing the cooling effect at the surface compared with when particles are scarce. Summer expeditions to the central Arctic have shown that most CCN come from natural sources, mostly oxidation products of DMS that is released from its precursor DMSP in the uppermost ocean where the planktonic food web is most active (Leck et al., 2002). These submicrometre CCN, however, have now been shown to be aggregates of biogenic particles, such as virus-like solids, organic aggregates, bacteria and fragments of diatoms; these small, organic primary particles were also acting as centres for condensation of the DMS oxidation products (Bigg and Leck, 2001). The changes described above resulting from a tripled equivalent CO₂ scenario suggest that in summer in the Arctic a stronger release of DMS, and potentially water vapour, as well as a larger pool of primary biogenic particles, may result in enhanced CCN levels involving a cooling climate feedback and a greater involvement of biological processes.
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