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Abstract

The design and implementation of a new control scheme fatixeapower compensation, voltage regulation
and transient stability enhancement for wind turbines moedl with fixed-speed induction generators in large
interconnected power systems is presented in this paper.|G-voltage-ride-through (LVRT) capability is
provided by extending the range of the operation of the odlett system to include typical post-fault conditions.
A systematic procedure is proposed to design decentratingti-variable controllers for large interconnected
power systems using minimax output-feedback control adesigthod and the controller design procedure is
formulated as an optimization problem involving rank-domised linear matrix inequalities (LMIs). In this
paper it is shown that STATCOM with energy storage systenATEIOM/ESS), controlled via robust control
technique, is an effective device for improving the LVRT ahbitity of fixed-speed wind turbines.

1. INTRODUCTION

Voltage instability is a growing concern for power systemsridwide due to the increasing impact of
induction motor loads, wind turbines and other fast recogefoad deviceql]. In this paper, the analysis
and control of the response to relatively large perturlmatim power systems with wind turbines coupled to
squirrel cage induction generators (SCIG) is considerdthofigh the use of variable-speed wind turbines
with power electronic interfaces is the current trend, medimgctly connected induction-generator-based wind
turbines are still in operation. All wind turbine technoles, irrespective of type, employed in high-power wind
farms, are required by new grid codes in some countries te hafault ride-through capability for faults on
the transmission systeff2]. To deal with this situation, FACTS devices, such as a STAMC©@an be used.

However, since STATCOMs are only able to provide reactivevgrocontrol, their application is limited to
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reactive power support. To overcome this problem, STATCE®8, e.g., can be used to supply the reactive
power, increase the capability to damp electromechangmllations and enhance the LVRT capability of fixed-
speed wind turbines. Although a STATCOM/ESS has great piateto fulfill the requirements of grid code
to connect wind turbines, considerable advances in theraoat this system are still needed for its practical
implementation.

Recently a control method for limiting the torque and enteatihe LVRT capability of grid-connected cage
induction machines during the recovery process after guidt$ by using a STATCOM is proposed[i8]. The
authors in[4] propose a novel damping control algorithm for a STATCOM iredess compensated wind park
for mitigating sub-synchronous resonance (SSR) and dagrimver system oscillations. An efficient control
strategy to improve the LVRT capability in doubly fed indiact generators is proposed [if]. A proportional-
integral (Pl)-based voltage and frequency controller isppsed in[6]. The existing control techniques are
mainly aimed to maximize the output power, increase thetraacurrent during low-voltage, and reduce the
peak rotor fault current. However, they do not consider thalinearity and interactions among wind farms.
However, it is essential to consider the nonlinearity artdrizonnection effects in order to design controllers
for multi-machine power systems, and also quantify the atewi of the operating point from the equilibrium
point for which the system maintains closed-loop stability

In recent years, the design of robust decentralized cdetsofor interconnected large power systems has
been widely investigated and intensively studied with éaadfention on guaranteeing the stability of the overall
system model in the presence of interconnections t¢¥risAlthough centralized controllers for such systems
can often be designed using standard control design tesbsigentralized control algorithms, in general, require
a higher level of connectivity and higher communicationts@®mpared to decentralized schemes. Hence, much
effort has been focused on the application of decentralizedrol in power systems (s¢@] and[8]). Results
concerning robust decentralized control of interconriept®ver systems—based on approaches which explicitly
take into account the interactions terms—have been repantf9], [10]. In [11], an interesting decentralized
turbine/governor controller scheme for power systems teentpresented. However, the local state feedback
controllers designed using this approach need the comgptate information (which may not be feasible to
obtain). An output-feedback robust decentralized conteihg LMI techniques has been presentedlia).

During faults and in post-fault operation the system statelwe significantly far from the desired equilibrium
point. In most situations the post-fault uncontrolled systhas unstable post-fault trajectory. The difficulty in
providing the LVRT capability is due to the nonlineariti@sthe power system modgl3]. Linear controllers
have a limited range of operation which normally does naluithe post-fault voltage conditioj$3]. A solution
to the LVRT problem is to design globally stabilizing corleos [14]. Unfortunately these controllers often
need a full-state feedback and are not robust to modelingrtainties. The next option is to use a linear
controller which is robust to the change in the linear modithwhanging operating conditions—a necessary
outcome of the underlying nonlinear model.

As mentioned above, robust controllers do exist for powestesys but few of them have been able to
systematically provide robustness against such largetiens as is required for LVRT. In this paper we present
a method which can be used to design a linear controller wikiobbust to accommodate post-fault low-voltage

conditions. We describe the design of robust decentratipediollers to enhance dynamic voltage and transient
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stability where instability is caused by large number ofuction generators connected in the weak areas of
the system. The controller is designed when the operatingt i@ at a distance from the equilibrium point
during transients. The extended robustness is providethdgxact linearization of the nonlinear model using
the mean-value and the Cauchy remaindéi. We also include interconnection effects from other maghin

in the controller design. Prior to the design of the conénal] a modal analysis has been carried out to identify
the critical modes and the weakest machines, i.e., the draskert the greatest influence on the instability
mechanism. By this approach, the potentially severe gmations on the system are addressed in the controller
design and this makes the proposed design procedure maustnaiih respect to nonlinear behaviors in the
system.

The organization of the paper is as follows: Section 3 presithe mathematical modeling of the power
system devices under consideration; test system and tafijectives are presented in Section 4; Section 5
describes the linearization technique and the processbtairong the bounds on the nonlinear terms; Section 6
discusses the decentralized minimax output-feedbacka@@rtdesign procedure using a rank-constrained LMI
technique; Section 7 presents the control design algorithd in Section 8, the performance of the controller is
outlined through a series of nonlinear simulation res@sncluding remarks and suggestions for future works

are given in Section 9.

2. LIST OF SYMBOLS

Symbols in the order in which they appear.

T,. : Aerodynamic torque p: Air density Ay Swept area wm: Rotor shaft speed

¢p - Power coefficient A: Tip-speed ratio : Pitch angle Vi Wind speed

R: Turbine rotor radius H,,, Hg: Inertia constant K,: Torsion stiffness D, D¢ : Torsion damping

~: Torsion angle f: Normal grid frequency T,: Electrical torque N, Gear ratio

T,,: Mechanical torque wg: Rotor speed of generator s: Slip E,,: g-axis transient voltages
R,: Rotor resistance T!: Transient time constant ~ X,: Stator reactance  X: Rotor open-circuit reactance
X, Rotor reactance i4s: O—axis stator current X': Transient reactance £, : d-axis transient voltages
Vas: d-axis stator voltage V,,: g-axis stator voltage v: Terminal voltage iqs: Q—axis stator current

vqe. Capacitor voltage E!, . d-axis transient voltages C: DC capacitor Rc¢: Internal resistance of C
0: Rotor angle «: Firing angle of STATCOM m: Modulation index  Ps:Input Power of STATCOMs
K,,: Sensor constant T,,: Sensor time constant x: State vector A, B, C, D: System matrices
u: Control input y: Measured output &: Uncertainty input ¢: Uncertainty output

I': Scaling parameter ¢, ¥: Uncertainty gain matrix 7, 0: Free parameter k: inverter constant

vse: Supercapacitor voltage C.: supercapacitance Rs: C,. resistance s Critical slip

3. POWER SYSTEM MODEL

Dynamic models of the devices considered in the paper arsepted in this section. In this research the
following devices are used: (i) synchronous generatonsfixed-speed wind generators and (ii) STATCOMs
with energy storage devices. A single-axis third order gatoe model and an IEEE-ST1A type excitation

system are used in this papgr6]. A fixed-speed wind generator is mainly equipped with a sqlizage
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induction generator. The nonlinear model of the wind tuekiis based on a static model of the aerodynamics,
a two mass model of the drive train and a third order model efitiduction generator.

The rotor of the wind turbine, with radiuB;, converts energy from the wind to the rotor shaft, rotatihg a
the speedw,,,. The power from the wind depends on the wind spéég, the air densityp;, and the swept
area,A,:,. From the available power in the swept area, the power ondte is given based on the power
coefficient,c,, (i, 6;), which depends on the pitch angle of the blaéle,and the ratio between the speed of

the blade tip and the wind speed, denoted tip-speed rafics . R; is the wind turbine radius. The

W7niR'i
Vo,
aerodynamic torque applied to the rotor for t#i& turbine by the effective wind speed passing through the

rotor is given aq17]:

Taei = mAwti Cp; (/\17 ez)vuli ’ (1)

wherec,, is approximated by the following relation [18]:

7T()\i - 3)

¢p, = (0.44 — 0.01676;) sin [m

} — 0.00184(\; — 3)6;,

wherei =1,--- ,n, andn is the number of wind turbines.

The drive train attached to the wind turbine converts thedwmamic torqud’,., on the rotor into the torque
on the low speed shaft, which is scaled down through the geaid the torque on the high-speed shaft. A
two-mass drive train model of a wind turbine generator sysf/TGS) is used in this paper as the drive train
modeling can satisfactorily reproduce the dynamic charastics of the WTGS. The dynamics of the shaft are
represented a4 7]:

1

.m' a1r Tae' _KS‘ i_Dm' m; | 2
Wrn, oM, [Tac, Y i@, )
1
. . = —_— KS’ l—Te _D . . ) 3
wa, 2He, (K5, i G.WG;] 3)
1
Yi = 2mfwm, - wes)- (4)

gi
The transient model of a induction generator (IG) is desctin this paper by the following equatiofi®], [17]:
1

§i = o [Ty, — To.], (5)
Ey,, = —TL (B, — (Xi = X])ias,] — siws Egy,, (6)
Sy = T [Eir, + (Xi = X)igs,] + siws By, (7)
Vs, = Rs,ias, — Xjiqs, + Ep,., (8)
Vis, = Reias, + Xligs, + El,., (9)

Ut; = \ ‘/vdzs1 + ‘/:1251’ (10)

where X7 = X, + X, Xo, /(Xn, + Xo,), Xi = X, + X, T), = (Ly; + Lin,) /Ry, @and Ty, = Egyjias, +
Eqriigs; -

The STATCOM is a shunt-connected device using power eleicsdo generate a three-phase voltage whose
magnitude and phase angle can be adjusted rapidly. In thisth&aSTATCOM can inject capacitive or inductive
current at the AC system bus. The traditional STATCOM hastéichenergy storage capability. Thus it is not
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possible to significantly impact both active and reactivev@osimultaneously with the traditional STATCOM.
The fast active and reactive power support provided by an@&&h may consist as a supercapacitor coupled to
the STATCOM, for example) can significantly enhance the liliéity and control of transmission and distribution
systems.

The main components of the STATCOM/ESS showifrig. 1 are a normal STATCOM and a supercapacitor
based energy storage system. A normal STATCOM is comprisedomupling transformer, a voltage source
inverter (VSC), and a DC link capacitor (usually an elegttic). The DC link capacitor provides voltage
support for the VSC and the DC chopper. The energy storagemyis comprised of a supercapacitor and a bi-
directional DC-DC buck-boost converter to control the dirag and discharging of the supercapacitor modules.
The aim of these modules is to store energy in the superdapacid then deliver that energy to the grid via
the DC link when required. The DC to DC converter operatesuokimode to recharge the supercapacitor,
whereas boost mode transfers the stored energy to the DQ2ajk

We can write equations for the STATCOM circuit as:

P vy
b
Civae, Re,Cy

fori =1,2,...,m, wherem is the number of STATCOMs anf;, is the power supplied by the system to the

bac, (1) = (11)

STATCOM to charge the capacitor, given by

Py, =|E*Gu+ Y _|Ell|Ep| [Bipsinay + Gip cos aup] + > |Ei|Ej| [Bij sin(6; — o1) + Guj cos(d; — au)]
P i
(12)
whereG), and By, are the real and imaginary parts of the equivalent transipetlances between the terminal
buses of STATCOMs| andp and G; and B;; are between terminal buses of STATCOMand induction

generator;. The termE} denotesEl’irj, E’' . and E{” andsin «,; = sin(a, — o). Also, the STATCOM

qrj
terminal AC voltage isE; = kjvq., Zay, Whereq; is the bus angle of the STATCOM in the reduced network,
andk; = \/gml, wherem; is the modulation index. The terminal voltages of the STAMXOare measured
using transducers with first order dynamic models of type:

vtml

Tm 1

+ sz Ut - (13)

Utmz = -

The dynamics of the supercapacitor is represented as:

Osm:i)dcr (t) = _l])%si - %a (14)

forr=1,2,...,p, wherep is the number of ESS.

The STATCOM/ESS controller is depictedfig. 1. The controller provides DC voltage and terminal voltage
command to achieve the desired system response duringatiment period. The controller converts the voltage
command into PWM switching signals for the STATCOM/ESS. Tlesigned multi-variable controller regulates
the modulation gainn; and firing angle ¢; ). The firing anglea; mainly affects the variation of the active
power exchanged between the system whose input signal ertbesignal between the measured DC voltage
Vae and the specified power referendég;( .s). Therefore, the function of the active power control is teen

the active power demand of the system during transients.oflier output of the controller is the duty cycle
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TABLE |
CRITICAL MODES AND PARTICIPATION FACTORS

Modes Participation factors

—0.062 + j2.21 N =1 Ad; = 0.7738 AEg4.1 =0.74
0.018 AE,,=1| AB},=052 | Asy=049
0.14 AE! =1 | AE, ;=093 | Asy=029

ratio m; which mainly regulates the magnitude of the STATCOM'’s otitpoitage and therefore the system

voltage.

4. TESTSYSTEM AND CONTROL TASK

One-line diagram of the New England systéi] is shown inFig 2. This system is modified by replacing
four conventional generators at buses 31-34 by four winthdaand used as the test system in this paper.
The modified system network consists of six thermal powentplaand four wind farms. The conventional
generation, wind generation, and the total load in thisesgysare 3760.48 MW, 2432.93 MW, ar@l50.5
MW respectively. We use aggregated wind genergt@} and synchronous generator modg@l8] for controller
design.

Two 150 kVA 2-level VSC based STATCOM/ESS (95 F, 19 kJ) arenamted to the system at buses 32 and
34 through shunt coupling transformers at 110 kV to regulaed respective terminal bus voltages at the point
of common coupling (PCC). The most effective locations aest feedback signals for the STATCOM/ESS and
power system stabilisers (PSSs) are found by the methodmpaong the residues, which are the products of
modal controllability and observability gramiai#st]. The modal controllability indicates the degree of influenc
of the given input to the mode in question. The modal obsdlityalis a measure of the modal information
contained in a feedback signal. They are independent andehesm be computed separately. Buses 36 and
39 are the best locations for the PSSs. The selection of thAd @DIM/ESSs and PSSs locations and the best
feedback signal are made by comparison of the residues kicalions.

The eigenvalue analysis of the original system (beforea@pt the conventional generation by wind farms)
shows that it has a dominant mode-at.0131 + 50.711 with a damping ratio 0.019. The modified system
has three critical modes and their values with the most fgmit normalized participation vectors are shown
in Table 1| The mode—0.062 + j2.21 is an electromechanical mode with a damping ratio of 0.02& dther
two unstable modes with eigenvalu@$18 and 0.14 are monotonic modes associated with both the rotor
electrical dynamics of induction generators. These two atamc modes are introduced due to the replacement
of synchronous generation with induction generators. is plaper, attention is directed to the design of robust
control for these unstable modes. From the participatiariors in Table |, it is clear that the generators 6 and
1, and wind farms 1 and 2 contribute significantly to the danirmode and the controllers should be designed
for both the synchronous and wind generators. This empésisie need to design decentralized controllers.

The test system considered in this paper is divided into fubsystems based on the coherent groups
(generators swing together) of generating units: (i) wiadrfs 1 and 3, (i) wind farms 2 and 4, (ii}s, Go,
and Gyo and (iv) G7, Gs, andG;. One STATCOM/ESS controller each is a part of subsystéraad2, and
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PSSs are parts of subsystethend4. The PSSs are designed using the standard process gijéa]irFor
subsystems 1 and 2, the state vectohis;, = [Awy,,, Awa,, Avi, Asi, AE),  AE;, Avae,, Avgm,, Ave, ],
i=1, 2. For STATCOM/ESS controllers, the control input= [Am; Aai]T, ¥ = [Dwy, Avdci]T, and for
(PSSs),u; = AVs, andy, = Aw;, whereV, is the PSS output signal and; is the rotor speed of the

synchronous generator.

5. PROBLEM FORMULATION

A linearized model of the power system is usually obtaineéxpanding the equations, around an equilibrium
point, in a Taylor series and retaining only the linear termghis paper, in the design of the linear controller,
the Cauchy remainder is incorporated as an uncertain tarmghantifying the deviations from the equilibrium
point.

The reformulation proposed in this paper using Cauchy redsaiallows us to represent the nonlinear large

scale power syster§ comprisingn subsystemss; of the following form:

Si: Ax; = A Az + BiAu; + E;& + Lir;, (15)
zi = CiAz;+ D;Au,, (16)
¢ = Hihz; + GiDug, a7
yi = Cyuilxi+ Dy, (18)

where Az; is the state vector)\u; is the control inputy; is the measured output; is the controlled output,
&; is known as the uncertainty inpwj; is known as the uncertainty output, anddescribes the effect of other
subsystemssy, ..., S;—1, Si+1,...,Sn 0on subsysteny).

The procedure for obtaining the matrices in (15)—(18) ardltbunding uncertainty is described in the rest
of this section for the wind turbine and generator subsystEme process is similar for the other subsystems.
Let (z;,,us,) be an arbitrary point, using the mean-value theorem, theystiem (2)—(10) with a wind turbine

and a generator can be rewritten as foll26]:

n
&; = fi(®ig, wio) + Pi(@i — mio) + Qilui — wi) + Z Ni(z; — xj,) (19)
j=1
i
where the Cauchy remainder terms are:
Ofix Afin Ofin
Or; |wi=a}! du; |zi=a}t Oz |wi=a}t
ui:uz‘l uj=uf n ug=u}
. . =1 .
%Lmif zj=a}9 %{;9 wj=a)? i %inf zj=a}9
ui=u2‘9 ui=u;*9 ;ci=u;*9
Herex; is al x 9 column vectorf; = [fi1, ..., fig]T is also al x 9 column vector made up of the right-hand-
side of equations (2)—(10}x;?,u;?), p=1,...,9, denote points lying on the line segment connecting points

(z4,u;) and (z;,, u, ). Equation (19) is an exact reformulation of the system incltthe first term is linear
and the rest of the terms are Cauchy remainders. The Caunigjrréer term can also be linear but it has to
be evaluated not at the system equilibrium point but on atgging on the segment joining the equilibrium

point and the current operating point. It should be noted tthe exact values of;” andw;” are not available,
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and due to this, instead of the exact expressionsHorQ; and N; in system (19), their bounds, obtained
numerically, are used in the control design.
Letting (x40, ui0) be an equilibrium point and definindz; 2 z; — x;0 and Au; £ u; — uo, it is possible
to rewrite (19) as follows
Aty = &; — w50,
= Pi(z; — xio) + Qi(us — wio) + Ni(z; — xj0),

= A;Ax; + (]DZ — Az) Ax; + (Qz — Bz) Au; + NlA{,UJ + BlAul, (20)

where A; = ggf \s, ANAB; = gqf .._.,, are the Jacobian matrices evalutated about the Hoift u.o}.
It is important to notice that botH; anaifi-“ére known matrices (jacobians evaluated at the equilibpoint)
while P; and@; are unknown, because they depend onattieandw*?. Therefore, we use a formulation with
bounded uncertainties to account for the terms in whichehegnown matrices appear.

The system (20) is of the form which allows for an applicatidrthe minimax control design technique [27].
To apply this technique, we rewrite system (20) in terms effock diagram shown ifig. 3.

Let

(P — A;) Az + (Qi — By) Auy = Ei&;, (21)
where
. 1 1 X - X X;i—-X] 1
Ei — dlag<2Hm’i ) 2HG1 707 2HG¢ ) To,,i ) Téi ) a:me 0) )
wherer; = 37, Z;¢;, and
JF#i
00 0 1 0 0 0 0 O 1 1
00 0 0 1 0 0 0 O 1 1
Hi = VTS ) Gi= : (23)
00 00 0 1 0 0 O 1 1
00 0 0 0 0 1 0 O 1 1

and L; is a7 x 7 identity matrix.

Nonlinear functionss; and; are obtained from the Jacobian matridgs A;, Q;, and B;. It is difficult to represent
these matrices symbolically but it is straightforward taleate them numerically at a given point and this is what wedne
to do to calculate the bounds @h and; over the region of interest. To get an idea of the form of theressions, we

~ ~ ~ T
give here a few sample expressions. ket= [¢i1, e ,<bi9] , where

- - T - -
T11 0 w12 s O
T12 0 y22 w23 O

~ ~ 13 0 y32 wys3 0

$i1 = [0 0 0 0.], Giz = ; (24)
T14 0 wa2 wyaz O
T1s 0 Ys2 Ys3 Ysa
lz16] |0 we2 Y63z Yeu]
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where
@11 = cos 05; — €08 0ji0, T12 = sindj; — sin ji0, T13 = cos(dy,, — ;) — €08(dmy, — dio),
w14 =8I0 (8, — 07) +8in(Gmyy —bi0), yr2 = 7 (Bar, — Ban,y)CGis + 35 (Bqr; — Eqryo) Bis,
Y2 = =30 (B, = By )Big + 30 (Bgh, — B )Gijy ys2 = Son_y (Eyt — Egyo)Bir,
z15 = cos(a] — d;) — cos(auo — di0), Yaz = ZZ:1(E;Z - E‘;ko)Gik7 x16 = sin(af — d;) — sin(d0 — dio),
ys2 = — > 1 ki (Ufi;l — Vdeyo)Bit, Ye2 =2 1, ki (Ufi;l — Vde,)Glits Y13 = Z?Zl(E:i*rj - Efirjo)Bij + Z?:l(E:;j — Egr,0)Gij,
yas = = S0y (B, = Bapy)Gi = S0y (Bgty = Eino) Bigs yas = Sy (Bqr = Bl )Gy yas = — 54—, (Bqr = Ejy,) Bir,
yss = o1y K1 (Vie, = aeyy )Gty Yo = iy Ki(Vie, = Vaerg) Bty ysa = Sy ki(Egy, = Bipy) B + X0 (Egr, = Egpio)Gary
vos = Xpy KB, — Bl )G+ 3201 (Bqr, = Eqp )G
Given that uncertainties in this paper derive from nonliitess, the term that have linear relations with the statéades
will be represented by zeros in the corresponding matriEes.rest of the expressions &f, 1;, and=; can be determined
in a similar way as ir{15].
The system (20) now can be rewritten as

Next we introduce a scaling paramefér such that the product terms H; and;G;, are factored into two parts. We
define
Hi =V Flﬁz, and Gz =V Fléz, (26)

from this it can be seen that; is a scaling factor which affects the magnitude of the umderbutput(;. Scaling permits
us to obtain less conservative results. We write

1 ~ - 1 -
P = i i| andZ; = =i, 27
o= —= [ W] v @7
Finally the value ofl’; is chosen such that
ool <1, and ||Z[* < 1. (28)
From (22) and (28) we have

1€:lI° < Tul| Hs Az + G |12, (29)

We also defing; = H;Az; + G;Au,, and from this, we recover the norm bound constrajpg,
l&l® <liall®, and [lrall* < D lIG 1™ (30)

J#i

The bounds given in (30) can be used with the minimax outpetitback control design method to obtain a controller for
the underlying nonlinear system. Robustness propertiéiseaminimax output controller ensure that this controlkabgizes
the nonlinear system (15)—(18) for all instances of lire&tion errors. The relationship between the maximum sizé; of
and the elements in (24) is complicated and not easy to see.observations are useful: (a) larger values of elements in
G and B matrix lead to larger size op;, and (b) the maximum value af; is not achieved at the corner points of the
polytope but at interior points.

Equations (15)—(18) provide a new representation of theep@ystem model with a linear part, and another part with
higher order terms. For this controller design, we consider

C; =1[0,0,0,1,0,0,0,0,0]", D; =10"*[1,1]", (31)
Cyi = [0,0,0,0,0,0,0,1,0;0,0,0,0,0,0,0,0,1]", (32)
Dy; =107%10,0,0,1,1,1,1,0,0;0,0,0,1,1,1,1,0,0]" . (33)

The new formulation presented in this section is used withrtiinimax output-feedback control theory to design decen-
tralized controllers for the nonlinear power system.
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6. DECENTRALIZED CONTROL DESIGN USING RANK CONSTRAINED LMI s

In this paper, a decentralized minimax output-feedbackrobhas been designed using LMI techniqu8], [29]. The
control design procedure given in [28] has been modified fara single mode.

The robust control design methodology developed in [28]esalse of integral quadratic constraints (IQC) to charaeter
the magnitude of uncertain perturbations and interconmedietween subsystems,

E / G2 — Na@I2) dt > 2l Mizio (34)
t N B

E / SO @I = @1 | dt > 2k Wi (35)
0 n=1,n#1

where M; = MF > 0, M; = MT > 0, {t:}i2,,t1 — +oo, is a sequence of time instants afdis the expectation
operator. It is immediate that the constraints (30) can baitten in the form of (34) and (35) with arbitrarily chosemall
B Mz and Xl Mizio.

This minimax linear quadratic technique minimizes thedeihg performance cost over all permissible integral gatdr
constraints (IQCs):

o N
ch(u)é/o D llzi()]Pdt. (36)

In this paper we consider norm bounded constraints, as ijy {8&tead of the more general IQCs. This means that the
designed controllers are suboptimal for norm bounded caing$. The control algorithm is to find the infimum of the
following function over the sef:

N
J(1,0) = Z:r% [Xi + 7iM; + 0:M;] wio, (37)

i=1
whereT = {{r; 6;} € R* 7, > 0,0, > 0}, M; > 0 and M; > 0 are two sets of symmetric matrices, and matrices
X, andY; are the solutions to the following pair of coupled generalialgebraic Riccati equations and algebraic Riccati
inequalities [28]:

ATR + XA+ CTiCi — X, [BiRng? — B, BY, } X, =0, (38)
ATY; + YViA; + YiBo, BYY; — [C; w; e, —CF C] <0, (39)
’ ’ ’ ’ n N
whereR; = D Di, Wi = Dy, Dy, 0; = >, ., 0,
C; _ D;

(i + 6:)/* H;
BQ{ _ [Ti_l/QEi 9;1/2L1} 7 Dyi _ |:T'_1/2Dyi 0} . (40)

The controlleru; with the 7*, 8* is given by[28]:

Go, (Ai — [BiR_lB;‘F —BQiBQTi] X }ae,
+ [Yz _Xi]_lcyiwz‘_l [yi — Cy,xe,], (41)
W = —RB'BI X, (42)

The solutions are required to satisfy the following coris: ; > 0, 6; > 0, X; >0, Y; > 0 andY; > X,.
The controlleru™ guarantees the following minimax property

Jwe(u™) < J(77,0%) = irTlf J(1,0) (43)

The solution of the optimization problem using the LMI teithre is discussed in Section 10.
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7. CONTROL DESIGNALGORITHM

The controller, in this section, is designed for severetfagb it can, in principle, also ensure stability againstoth
disturbances. From fault simulations we estimated theatjpey region{2 formed by corner points
(56, By, B, @m, , 0G5, Vi Baes Bemy, Use; | and [§i,E;ri,Efm,gmﬁggiq,ydci,ytmi,ysci]T
centred at equilibrium point for severe faults with the esd; — s, = 2 x 0.225 pu, E{jri — Efm = 2 x 0.242 pu,
Egr, —Ejp, = 2%x0.225 U, G, — w,,, = 2 X 0.395 pU, 0g, —wg, = 2 X 0.337 pu, % — 7y, = 2 X 25°, Uge, — V., =

2 % 0.334 pU, Dgm; — V4, = 2 X 0.235 pU, Use; — V.. =2 x 0.248 pu,m; —m, =2 x 0.328 and&; — o, = 2 x 28°,

sc

1 =1, 2. The design process is described in the following steps:

(i) From simulations, select coherent groups of generatimi¢s and represent them by equivalent models.

(i) Perform modal analysis and determine the critical nsodenalyze the participation vectors for the critical modesl
identify the states related to them.

(i) From the simulations of the faulted system (undergpomn large perturbation during the LVRT transient), obtaia th
range in variations of all state variables and form a volufeyith corner points given byx s, —xo,) and(zy, 4o, ),
p=1,...,7, where2z;, is the largest variation in the!" state variable about its equilibrium valuey,, .

(iv) ObtainI'; = max,«rcq, {ri : ||¢l]* < 1, ||Ei]|* < 1}, as given in (28). The process to obtdifiinvolves obtaining
the maximum value of;, ¢;, and=; over the entire region of interest and then using (27) to shdd such that
ll¢:1% < 1 and |Z:][> < 1.

(v) Check if there exists a feasible controller with = I'}, i.e., scalarsr; and #; exist such that there is a feasible
solution to LMIs, as described in Section 10.

(vi) Compare the control region with the operating regioquieed to provide the LVRT capability of wind generators.

(vii) If we obtain a feasible controller in the above stegraase the range of the operating region if step (vi) is niisfead
or, if we have arrived at the largest possible range theroparfan optimal search over the scalar parametgnd
0;, to get the infimum in (6). If there is no feasible solution lwthe choserl™; = I';, reduce the range and go to
step (iv).

For the given system, we are able to obtain feasible cortsoWith values of'; = 0.968 andI's = 0.976. The controller
is stabilising for all variation of states in the polytopayien 2 formed by corner points

(86 Bty Bl Omy s 0G, i Ve s Utmy s Use, ] and [gi,E;”,_;T,i,gmi,gci,zi,ydq,ytmi,ysci]T

with the following valuess; = sio + 0.243 pu , § = sio — 0.243 pu, Ey,.. = Ey,., +0.347 pu, E,.. = Ej,., — 0.347

pu, Ey,, = Egpyy +0.315 pu, B, = Eg,, — 0.315 pU, Gm, = Wiy, + 0.428 pU, w,, = wm,, — 0.428 pu, Gg, =

W +0.437 pU,We, = wa,o —0.437 pU, i = vi0+36°, Vi = vi0 —36°, Vde; = Vde,, +0.365 pU, V.. = vac,, —0.365 pu,

Vtm; = Vtmyo +0.269 pU, Y, = Vtmyq — 0.269 PU, Vse; = Vse;q + 0.275pU, My = mio — 0.467, & = aso + 23° and

a, = a0 — 23°, ¢ = 1,2. This range of the variation of the state variables is lat@n the range for several large

disturbances as noted earlier in this subsection. The abouad for¢(({) is obtained at a point interior to the region,

e, s; = 0185 pu, Ej = 0.85 pu, E,i = 0.825 pU, w,, = 145 pU, wg, = 142 pu, 7} = 25.5%, vf,, =

0.86 pu, vy, = 0.845 pu, m; = 0.425 pu anda; = 22.5°, i = 1,2. Although the designed controller is not globally

stabilising but we know that it is stabilising over a largeemgiing region which covers most faulted system operaftoom

the two cross-sections from the polytofleshown in Figure 6(a), it can be seen that the region of cdatrolperation is
larger than the region of faulted system trajectories.

8. CONTROLLER PERFORMANCE EVALUATION

A. Enhancement of voltage and transient stability margins

The LVRT capability of a wind generator is expressed in tlapgr as voltage and transient stability margins. The veltag
stability margin is defined as the difference between theatjpey voltage and the critical voltage. The transient ifitgb
margin is given as the difference between the speed aftereifigal fault duration and the critical speed (CS) of the
generator. The critical speed is given by the intersectietween the torque-speed curve for the specified system and th
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TABLE Il

PERFORMANCECOMPARISON: (@) PROPOSED CONTROLLERAND (c) PI-BASED STATCOM/ESS

STATCOM/ESS (a) Proposed Controller (c) PI Control

CS CCT |Critical voltage| CS CCT | Critical voltage
150 MVA/95 F |1.35 pu|0.165 9 0.605 pu |1.315py0.140§ 0.625 pu

mechanical torqug30]. The critical voltage can be obtained from the P-V curi@&l. The stability analysis of a power
system may consider the determination of its critical éteatime (CCT), for a given fault, in order to find the maximum
value of the CCT for which the system is still stable. In thager, the CCT is first estimated by using (44) and then exact
value is determined from simulations in which it is obtair®dincreasing the fault time interval until the system logss
stability [36]. .

tc = ﬁQHm(SC — 80)7 (44)

wheret. is the critical clearing times. the critical slip andsy the slip at equilibration point of a generator.

A simulation study is performed to emulate the systenfiim 2 with the purpose of evaluating the transient and voltage
stability limits achievable with the proposed and PI-baSSFATCOM/ESS. The critical clearing time (CCT) and critical
speed (CS), as shown ifable Il, for a three-phase fault with 150 MVA STATCOMs and 95 F, 19 kpescapacitors
are 0.165 s and1.35 pu with the designed controller, compared with40 s and1.315 pu with a properly tuned PI
controller[20]. In this case, the gain of the tuned (trial and error methddjoRtroller is obtained a&’» = 0.28 andK; =
20.45. It can be concluded that an appropriate combinaticactive and reactive power control by STATCOM/ESS is an
effective way of improving the stability and enhancing thelf ride-through capability of the relevant inductiomgeator-
based wind turbines.

In order to evaluate the performance of the designed céertrol the face of system nonlinearity and operating cooa,
detailed simulations are performed for a symmetrical 3sph@ult at bus 11 which is subsequently cleared after 150 ms.
Figs. 4(a)and4(b) show the speed response and terminal voltages, respgctifighe wind farmi¥’ F; with the conventional
PI controller and the proposed STATCOM/ESS controller.iDgithe fault, the wind generator accelerates, since it is ho
longer able to generate enough electromagnetic torque lemde the mechanical torque coming from the wind which is
obviously unaffected by the grid fault. When the fault isacked, the generator speed with the proposed control is about
1.15 pu whereas that with the PI control is 1.6 pu. The reafpsime, speed and voltage using the PI controller is greater
than the corresponding CCT, CS and critical voltage withptegosed controller. With the PI controller it can be seat th
the terminal voltage cannot be restored and the inductiorerggor continues to accelerate until the system losedistab

B. Comparisons with standard LVRT requirements

Interconnection standards vary from country to country antbng individual provinces or states, depending on local
grid characteristics and utility specific requirementsthis research work the standard jointly recommend by thetiNor
American Electric Reliability Council (NAERC) and the Anigan Wind Energy Association (AWEA]B4] is used. This
standard demands that if the voltage remains at a levelegré@n 15% of the nominal voltage for a period that does not
exceed 0.625 seconds, the plant must stay online. Irelsswifallows a similar standarfB5]. Although this standard is
followed in this research work, the designed controllefilsithe some other grid codes as wéllg. 5 shows the terminal
voltage of the wind farmiW F» with the the proposed STATCOM/ESS controller with zero ag# for the duration of
300 ms from which it is clear that the proposed control cantrttee standard requirement of the LVRT capability. The
reason of providing stability during the LVRT transient Isar fromFigs. 6(a)and6(b), which show that the control region
provided by the designed controller is larger than the aegaired for the LVRT. Similar comparison holds true for athe
state variables.
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C. Impact of adding supercapacitors

To test the effects of adding supercapacitor, a simulagqreirformed with (i) STATCOM/ESS, and (i) STATCOM only.
A three phase fault is applied at middle of the line 16-17 atahd the fault is cleared after 140 ms by opening the line
16-17. This line is again restored after 150 fAgs. 7(a)and 7(b) show the voltage and real power outputl®fFs: from
which, it is clear that although the addition of supercajpmciloes not produce significant difference in terminal agét
response, however, it damps the oscillation in output payegckly. The active power is controlled using energy sterag
type supercapacitor and this is effective to enhance tmsigat stability of the rest of the system.

9. CONCLUSIONS

In this paper, a new robust decentralized STATCOM/ESS obfiiias been proposed to enhance the LVRT capability
of fixed-speed wind turbines. A systematic procedure togmetlie controller has been discussed. The designed ceamtroll
guarantees stability if the system post-fault operatingntpis in the region for which the controller is designed. A-te
machine power system has been used to evaluate the perferoéithe designed controller. Simulation results show that
despite the nonlinear interconnections between differgmgs of generators and significant operating conditionatians
following fault, the proposed controller can greatly entenhe transient and voltage stability as well as LVRT cdjigbi
of wind turbines. The future perspective of this work is tsida reduced order controllers for distributed systems.
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10. APPENDIX

The suboptimal control design used in this paper involvdsirsp the optimization problem given on the
right-hand side of (43). Generally, it is difficult to proed systematic way to perform such optimization. In
this paper, the idea is to replace the probleify J(7, ©) with an equivalent optimization problem involving

rank constrained linear matrix inequalities (LMIs) [33}ok (39), we get

ATX; + X;A; + CT,C; — X, [B;R;7*BF — By, BL] X; < 0, (45)
by multiplying the left and right sides of (45) with; = X;l, we get

XiAT + AiX; + X;CT,C;X; — [B;R;'B] — By,B] ] < 0. (46)

Introducing matriced; of appropriate dimensions, without changing the feasjbdf (46), we add a quadratic

term of F; to the left side of (46) as follows,
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XiA,LT + A X + X,CT,C: X, — [BiRi_lBiT — B2¢B;‘C] + [ET + Binl} R; [ET + BiRi_l}T <0, (47)
which is equivalent to
XiAT + AiX; + X;CT,CiX; + By, B] + F'R;F; + B;F; + F' BF < 0. (48)

Using (40), the terms of (48) can be represented as follows

By, By = 1 'EEl+0;'L;,LT,
X,CT,C:Xi = X;[CICi+ (ri+0y)H] H;| X,
F'RiF; = F/[D]/D;i+(r:+©,)G]Gi] Fi. (49)

Let 7z = r[l, 0, = @;1. By combining (48), (49) and applying the Schur complemerd, obtain the
following LMIs with variablesf(l-, F;, (:)i, T

Z; X;cT' E'DT o
* -1 0 0
<0, (50)
* * -1 0
* * * -0,
where

Zi = X AT 4+ A X;+ #E,EF + 6,L;LT + B;F, + F'BY

@ = {FiTGiT v XHT .. FTGT + X,HT } (N entries)

0, = diag[ﬁ-[,éll,...,éi_ll, C:)H_lf,éNI] . (51)

Similarly, by substituting (40), into (38) and applying tischur complement, we obtain the LMIs with
variablesY;, F;, ©;, 7;:

B YiE; Y,L;

*  —1l 0 <0, (52)

* * —-06,;1
where
The coupling conditiort; > X; > 0 is equivalent to

X, I

" >o. (53)
I Y

Now consider the performance upper bound on the right hatel i (43). Note that minimizing (7, ©) is

equivalent to minimizing A\; + A2 + ...+ \,,) subject to
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Using the Schur complement again, (54) is equivalent to dfleviing LMIs:

NI aDMYE oT i

<0, (55)
* ok 71 0
* % * O,I

herell = [Wiﬂx%, . ,w;ﬂx%}. Also the conditions’; > 0, 7; > 0, 7;7; = 1,0, > 0, 0; >0, 9,0; = 1

are equivalent to the rank constrained LMIs

7 I 7 1
>0, rank <1, (56)
I Ti I Ti

>0, rank <1. (57)

We now consider the following linear cost optimization pieoh in the variables\;, X, Y, F;, ©,;, 7 and

Tiy @1 [33]

Jivr 2 inf(h 4 ...+ M), (58)

subject to (50), (52), (53), (55), (56) and (57).

A W N P

(6]
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STATCOM without ESS controller).
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