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Abstract

Subtle changes in the directional wave climate driven by changes in large scale climate variability have the potential to result in spatial changes (erosion and accretion) of sandy coastlines due to deviations in longshore sediment transport supply. 50+ years of hindcast offshore directional wave conditions for southeast Queensland, Australia were used to derive yearly wave climates that were input into a spectral wave model to estimate nearshore breaking wave conditions and resulting longshore sediment transport along a 35 km stretch of sandy coastline. Resulting temporal deviations in net annual longshore transport were smoothed using a 5-year Hamming filter and compared against two climate indices known to influence the Australian climate: the Southern Oscillation Index (SOI) and the Inter-decadal Pacific Oscillation (IPO). During the negative IPO phase (more El Niño like) deviations in estimated transport were significantly correlated to the SOI index at -1 year lag and correlated to the IPO index at +1 year lag. During positive phases of the IPO (more La Niña like) highest correlations were found at 6 year lag (SOI) and -10 year lag (IPO). A linear regression model combining the influence of both indices explained 65% of the predicted variability in longshore transport during negative phases of the IPO and 48% of the variance during positive phases of the IPO. During positive phases of the IPO, the SOI index was
shown to dominate model response and may indicate an increase in the influence of the South Pacific Convergence Zone with respect to the wave climate off the east coast of Australia. A model spanning both phases and only considering positive lags (knowledge of past climate indices) explained approximately half of the predicted variability in longshore transport over the entire record length. The results presented here indicate strong links between these large scale climate indices and estimated longshore transport ($0.69 \leq R \leq 0.83$), such that a simple model derived from knowledge of these indices could be used as a first pass estimate of spatial and temporal variability in longshore sediment transport and resulting large scale coastal evolution.
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1. **Introduction**

Understanding the impacts of variations in wave height and wave direction, as well as the timescales of these changes is crucial in predicting future shoreline position. For instance, seasonal scale shoreline evolution has been linked to variations in wave height (e.g. Shepard, 1950; Bascom, 1953; Thom and Hall, 1991). Larger waves, and more frequent storms during the winter months result in beach recession, while calmer conditions encourage shoreline progradation. In many short-term (3 - 5 year) studies, this seasonal variability in wave climate is the key driver of inter-annual shoreline variability. During El Niño-Southern Oscillation (ENSO) events, these seasonal increases in wave heights can also be associated
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with increases in storm frequency, duration, and intensity and changes in mean wave direction (e.g. Ranasinghe et al., 2004; Goodwin, 2005; Hemer et al., 2007; Harley et al., 2010). A number of researchers have reported on the directional changes in storm waves associated with ENSO events and shoreline response, including oscillation, and beach rotation due to changes in the predominant wave energy impacting the coast and the direction of longshore transport (e.g. Ranasinghe et al., 2004; Adams et al., 2008, 2011; Barnard et al., 2011; Harley et al., in press). Along the south-east Australian coast, where waves are predominately from the south-east, La Niña events result in an anti-clockwise shift in wave direction, an increase in storms, and on pocket beaches, an anti-clockwise rotation of the beach face as the northern end of beaches erode and the southern end accretes (e.g. Ranasinghe et al., 2004; Harley et al., in press). Similarly, on west coast US beaches, El Niño events result in storm waves approaching more from the south and/or west (anti-clockwise rotation), erosion at the southern ends of beaches and accretion at the north resulting in a general anti-clockwise rotation of the beach (e.g. Adams et al., 2011; Barnard et al., 2011).

Beyond seasonal scale variability in wave height, long term changes in both wave height and in wave direction are predicted under future climate scenarios by a number of researchers (e.g. Hemer et al., 2009, 2010; Ruggiero et al., 2010b). Changes in wave height and wave angle influence the amount of wave energy arriving along the coastline, and in turn, longshore energy flux, currents and longshore sediment transport. Several studies (e.g. Peterson et al., 1990; Ruggiero et al., 2005; Ashton and Murray, 2006a,b; Goodwin et al., 2006; Ruggiero et al., 2010a; Hansen and Barnard, 2010) note that understanding the gradients in longshore transport and sediment budgets may be the most important factor in predicting decadal scale evolution of open coastlines. Cowell et al. (1995) showed that a 1% deficit in longshore transport sand supply could have the same impact as 0.5 m sea level rise in terms of shoreline retreat and is therefore an important
The aim of this paper is to determine the relationship between ENSO-time scale (5-12 years) deviations in the directional wave climate and estimated long-shore sediment transport. Timeseries of directional offshore waves were condensed using a data-clustering method to a number of representative annual directional wave climates \((H_s, T_p, \theta)\), where \(H_s\) is significant wave height, \(T_p\) is peak wave period, and \(\theta\) is mean wave direction. These representative annual wave climate parameters (herein referred to as cluster centers) were the input to a standard nearshore spectral wave model to determine nearshore wave conditions at the 10 m contour for a 35 km stretch of coastline located along the Gold Coast, Australia (Fig. 1). At six predefined transects, waves were then shoaled and refracted along high resolution bathymetry to determine breaking wave heights, \(H_b\), and breaking wave angle with respect to the local shore-normal, \(\theta_b\). Breaking wave conditions were used to provide estimates of wave induced longshore sediment transport by the formulation of Kamphuis (1991). The resulting spatial and temporal variability of annual net longshore transport were compared to two major climate variability indices that significantly influence East Australian climate (Goodwin (2005), Fig. 2): the Inter-decadal Pacific Oscillation (IPO) and the Southern Oscillation Index (SOI). ENSO scale variability is measured via the SOI that is derived from the normalized mean sea level pressure differences between Tahiti and Darwin (Troup, 1965). The IPO index is similar to the Pacific Decadal Oscillation (PDO), however, is Pacific wide and manifests itself symmetrically approximately around the equator. It is measured as the 3rd Empirical Orthogonal Function of a 13-year lowpass filtered global sea surface temperature projected onto annual data (Folland et al., 1999).

The remainder of the paper is broken down as follows. The study region is briefly described in Section 2. Section 3 summarizes the data used in the present study, including a description of the sediment transport equations and the wave
clustering method used to describe the annual wave climate. Correlations between climate indices and deviations in longshore transport are presented in Section 4 and a model describing the relationship between the two is developed. Results are further discussed and major findings summarized in Section 5.

2. Study Area

2.1. Geography

The Gold Coast is located in southeast Queensland, Australia, extending from the New South Wales - Queensland border to the entrance of the Nerang River (Fig. 1). The 35 km coastline is characterized by fine to medium sand-sized grains \(0.2 \text{ mm} < d_{50} < 0.3 \text{ mm}\) with a primary dune system. The nearshore morphology is an energetic intermediate beach (Wright and Short, 1984) with a double-barred system (van Enckevort et al., 2004). Both cross-shore and longshore processes affect the temporal evolution of the shoreline. As observed on other wave-dominated coasts, a strong seasonal signal in the shoreline is present (Davidson and Turner, 2009). Net longshore transport for the region is frequently quoted as 500,000 m\(^3\)/yr to the north (Dyson et al., 2002; Patterson, 2007; Castelle et al., 2009), referring to the seminal studies completed by Delft Hydraulics Laboratory (DHL, 1970, 1992). However, spatial and temporal variations in this estimate are present due to spatial variation in wave exposure and sediment supply (Patterson, 2007).

Interspersed along the coast are three natural headlands (Point Danger,Currumbin Rock, and Burleigh Headland) and four river inlets that alter the natural longshore transport of sand. Point Danger, located at the Queensland - New South Wales border shadows the southern end of the coast from the dominant southeasterly wave climate. The rivers may be considered as a modest and localized net sink for sediment and are periodically dredged. Both the Nerang and
Tweed River entrances have training walls that disrupt the longshore transport such that sand by-passing systems have been installed at both sites. Historical pumping rates vary between 400,000 m$^3$/yr and 800,000 m$^3$/yr (Patterson, 2007; Castelle et al., 2009). The Tweed River by-passing system transports sand from Letitia Spit, New South Wales (Fig. 1, ETA 08) to several sites between Duranbah Beach and Kirra Point, Queensland, depending on prevailing beach conditions (Dyson et al., 2002; Castelle et al., 2009). The Nerang River by-passing system transports sand from The Spit (ETA 79) to South Stradbroke Island. Rock training walls at Currumbin and Tallebudgera Creeks and groynes at Coolangatta, Kirra, and Palm Beach also impact longshore transport along the coast. An artificial reef is located offshore of Narrowneck at ETA 67 to provide additional shoreline protection and additional surfing amenity (Turner, 2006). Additionally, most of the coastline is backed by a boulder wall running parallel to the shoreline, limiting shoreward retreat and sediment supply.

2.2. Wave Climate

The predominance of southeasterly waves at this site results in a net longshore transport to the north. A more detailed decomposition of the wave field reveals five main wave climate categories. Ground or long-period swell, $GS (T > 10 \text{s})$, is generated in the Southern Ocean and mid-latitudes and occurs year round. It is classified by long periods and low to medium wave heights coming from the south to southeast. These waves infrequently impact the Gold Coast due to their angle of incidence with respect to the coastline (Fig. 1). Medium-period swell, $S (8 \text{s} < T < 10 \text{s})$, generated in the Tasman Sea also occurs year-round and is the dominant inshore wave climate along the east coast of Australia. During the Australian summer months, local wind seas, $WS (T < 8 \text{s})$, are also present. These are locally generated, short period waves with wave height and direction varying as a function of the strength, duration, and direction of wind and are
often super-imposed on top of longer-period swell. Two storm categories ($H_s > 3$ m): East Coast Lows, ECL, and tropical cyclones, TC, also impact the coast. ECLs are the most frequent, often lasting several days to a week of continued waves, winds, rain, and storm surge. These storms are characterized by their intense low pressure systems and are frequently generated southeast of Australia in the Tasman Sea. They are most common during Australian autumn and winter months (April - August), with June being the most common. TCs are generated in the Coral Sea northeast of Queensland, but rarely propagate as far south as the Gold Coast. TCs that do track this far south (for example Dinah, 1967) bring waves from the E-NE and at times from the E-SE. More commonly, the effects of TCs in northern Queensland are seen as a NE ground swell influencing the coast during the late Australian summer to autumn (January - March).

3. Data

3.1. Waves

In order to examine the influence of long term climate variability a suitably long directional wave record was needed. The closest wave buoy to the Gold Coast was installed in 1987 and became directional in 2007, and therefore does not contain enough information for this study. Additional local wave buoys at the Tweed River and Brisbane bar were non-directional prior to 1997. Because of this, offshore wave statistics based on the global wind-wave model from the European Centre for Medium-Range Weather Forecasts (ECMWF) 40-year wave Re-Analysis (ERA-40) and interim (ERA-Int) data sets were used. The ERA data sets have been extensively used in previous studies to examine interannual wave climate variability in the Southern Ocean (Hemer et al., 2007, 2009; Harley et al., 2010). Directional wave data $H_s$, $T_{02}$, and $\theta$, where $T_{02}$ is the mean wave period based on the 2nd moment, at 6-hourly intervals was available from 1958
to present and constituted the longest directional data record in the area.

Caires and Sterl (2005) noted that the original ERA-40 model (1958 - 2001) under-estimated large waves compared to measured data and applied a correction factor to the ERA-40 wave heights (referred to as C-ERA-40). Caires and Sterl (2001, 2005) also noted that ERA generated wave periods tended to be slightly over-estimated for swell-dominated sea states, especially in the Pacific Ocean. The two main reasons given were that the coarse grid resolution of the model did not adequately resolve small islands, allowing swell energy to pass through these locations, as well as model limitations that prevented wind-sea growth in the presence of swell. Recently Harley et al. (2010) compared 15 years (1987 - 2002) of the C-ERA-40 wave heights and 10 years (1992 - 2002) of wave direction to the Sydney wave rider buoy and found good correlation ($H_s = 0.90$ and $\theta = 0.77$) of the annual cycle when westerly ($\theta > 225^0$) waves were removed from the analysis. In general, C-ERA-40 wave heights were over-predicted and ERA-40 wave direction was biased to the south (Figure 4, Harley et al. (2010)). The bias in the westerly waves was attributed to larger fetch lengths in the ECMWF grids compared to the inshore wave rider. For the Gold Coast, the closest co-located ERA grid point ($27^0S, 154.5^0E$) and deep water buoy was to the north of the study site (Fig. 1). The Brisbane wave rider buoy ($27.5^0S, 153.6^0E$) is located in 76 m of water off the east coast of North Stradbroke Island (Fig. 1) and has been directional since 1997. Analysis of the over-lapping data sets (1997 - 2001) for onshore directed waves ($0^0 < \theta < 180^0$) showed good agreement between data and model $R^2$: $H_s = 0.83$, $T_z = 0.56$, $\theta = 0.71$), indicating the ERA data sets are suitable for this study. In all parameters, modeled values were slightly over predicted (bias: $H_s = 0.005$ m; $T_z = 0.68$ s; $\theta = 5.5^0$).

For the present study, data was extracted from model grid point coordinates ($28.5^0S, 154.5^0E$) located approximately 122 km southeast of the Gold Coast Seaway (Fig. 1). The southern grid point was chosen due to the dominant
southerly wave climate of the region. The three ERA data sets available were
combined into a single data set herein referred to as the ERA data. Mean wave
period and mean wave angle from ERA-40 (1958 - 2001), along with the C-
ERA-40 (1958 - 2001) wave heights were combined with the ERA-Int (2002 -
present) data. Overlapping time series between the initiation of the ERA-Int
re-analysis and the C-ERA-40 data sets (1989 - 2001) were used to determine
a non-linear correction factor for the ERA-Int wave heights using a Generalized
Additive Model (GAM) technique. Mean wave period from the ERA data set was
transformed to peak wave period based on the method of Paik and Thayamballi
(2007, p.106) assuming a JONSWAP ($\gamma = 3.3$) spectrum (Hasselmann et al.,
1976).

A data clustering method based on the work of Bagirov (2008) and the
distance function of Dagnelie (1975) was used to condense the annual wave
data into a representative number of data points based on their cluster cen-
ters, $x_j = (\bar{H}_s, \bar{T}_p, \bar{\theta})_j$, where $\bar{()}$ indicates the mean of all data belonging to that
cluster. For each iteration, $k$, every data point $(a_i = (H_{si}, T_{pi}, \theta_i))$ was assumed
a possible centroid of the next cluster, $y_k$. Data points were assigned to clusters
based on minimization of the distance matrix:

$$\psi_k(X, w) = \frac{1}{m} \sum_{i=1}^{m} \sum_{j=1}^{k} w_{ij} ||x_j - a_i||^2,$$

where

$$X = (x_1, x_2, ..., x_k) \in \mathbb{R}^{n \times k},$$

is the vector of all cluster centers, $x_j$, $m$ is the total number of data points
considered in $\mathbb{R}^n$, the real-valued $n$-dimensional space, $w_{ij}$ is a weighting function
that was equal to 1 if data point, $a_i$, was within cluster $j$, and 0 if it lied outside.
The distance function has been used in previous studies to condense wave climates (Butel et al., 2002; Abadie et al., 2006; Bertin et al., 2008) and applied in longshore transport studies (Abadie et al., 2006; Bertin et al., 2008) along the French coast. While Abadie et al. (2006) used a distance function based on \((H, T, \theta)\), Bertin et al. (2008) found better agreement between modeled and measured longshore transport estimates when their data clustering criteria was a function of \((H^2_s, T, \theta)\). Therefore, the generalized distance equation used in the present study was:

\[
||x_j - a_i|| = \sqrt{\frac{(H^2_{s,j} - H^2_{s,i})^2}{\sigma^2_{H^2_s}} + \frac{(T_{p,j} - T_{p,i})^2}{\sigma^2_{T_p}} + \frac{(\theta_j - \theta_i)^2}{\sigma^2_\theta}}
\]  

(3)

where \(\sigma^2\) is the variance of the associated variable. A detailed description of the clustering technique can be found in Bagirov (2008).

The benefit of this method over those described in Butel et al. (2002); Abadie et al. (2006); Bertin et al. (2008) was that a minimum tolerance for changes, \(\epsilon\), in cluster centers, \(x_j\), rather than the number of clusters/bins, \(k\), was chosen, therefore the variance of the data determined the number of clusters for each year. For this study \(\epsilon = 0.005\), which resulted in a mean number of wave clusters per year of 15.54 with a standard deviation of 2.8. The minimum number of classes was 9 (in 1971, 2003, 2006) and the maximum was 20 (in 1985). One key criteria of any clustering method is to adequately represent the extreme events which have been shown to significantly impact on seasonal shoreline behavior (e.g. Barnard et al., 2011). For the 50+ year record, the cluster representing the highest wave heights (mean = 4.37 m, std = 0.68 m) accounted for on average 3.45% (std = 2.21 %) of the waves for a given year. Therefore the clustering method with a distance function based on \(H^2_s\) adequately isolated the extreme events. By comparison, a distance function based on \(H_s\) resulted in an average of 15.92 clusters/year (std = 3.5). The mean highest wave heights was slightly
lower (4.29 m, std = 0.66 m) and accounted for on average slightly more of the waves, mean = 3.83% (std = 2.47 %) for a given year.

A summary of the wave climate is given in Table 1 and in Figure 3. Wave angles \((\theta) > 185^\circ\) N were removed from further analysis as they represented off-shore directed waves. Figure 3 clearly shows the inter-annual, as well as long-term trends in wave climate for southeast Queensland, Australia. Also worth noting is the shift of wave clusters from wind sea \((T_p < 8\) s\) to swell \((8 < T_p < 10s)\) indicating a shift to longer period waves.

3.2. Estimated Longshore Sediment Transport

Breaking wave height, \(H_b\) (m), peak period, \(T_p\) (s), and breaking wave angle with respect to the shore-normal, \(\theta_b\) (degrees), all contribute to the longshore current (and in turn longshore sediment transport) through the transfer of momentum from the breaking waves to the water column. Breaking wave parameters were calculated using a two-step method. First, nearshore wave conditions (10 m water depth) at six sites along the Gold Coast were modeled using the MIKE 21 Spectral Wave (SW) model. MIKE 21 SW has been previously used along south-east Queensland to estimate storm surge and wave statistics during several extreme events (e.g. Golshani et al., 2012) with reasonable success. Comparisons of wave statistics against the Gold Coast buoy for the Fraser ECL had rms errors in \(H_s\) of 0.67 m, \(T_p\) of 1.6 s, and \(\theta\) of 18 degrees. Within the scope of the current work, comparisons between MIKE 21 output at ETA 67 (18m of water) and the Gold Coast buoy for 1999 had rms errors in \(H_s = 0.33 m\), and in \(T_p = 1.96s\). (Gold Coast buoy was non-directional prior to 2007).

Results from the wave clustering model were used to force open boundaries of the model domain. To account for the degree of directional spreading, the directional standard deviation, \(DSD\) (see MIKE 21 SW user manual, pg. 83), was calculated for each wave cluster based on the waves that comprised that cluster.
Therefore, wave clusters that were defined over a large range of wave directions spread the energy accordingly and narrow-banded wave clusters concentrated energy into a small number of directional bins. The second step involved propagating the modeled output from MIKE 21 SW along high resolution bathymetry at each of the six transects from the 10 m contour to the breakpoint based on linear theory and Snell’s Law to determine breaking wave height, $H_b$, and breaking wave angle with respect to shore-normal, $\theta_b$. The breaking criteria was set to $\gamma = H_{rms}/h = 0.42$ (e.g. Komar, 1974).

For the purpose of this study the widely used formulation of Kamphuis (1991) was adopted to estimate longshore transport:

$$Q(m^3/s) = \frac{0.0013\rho_w}{(\rho_s - \rho_w)(1-p)} \frac{H_b^3}{T_p} \left( \frac{H_b}{L_o} \right)^{-1.25} \tan^{0.75} \left( \frac{H_b}{d_{50}} \right)^{0.25} \sin^{0.6} (2\theta_b),$$

where $\rho_s$ and $\rho_w$ are the density of sediment (2650 kg/m$^3$) and water (1025 kg/m$^3$), respectively, $p$ is the sediment porosity (0.4), $L_o$ (m) is the deep water wavelength, $d_{50}$ (0.22 mm) is the median grain size diameter of sediment, and $\tan \alpha_b$ is the mean beach slope. The Kamphuis equation was chosen as it accounts for beach slope and has been successfully used on the Gold Coast in previous studies (e.g. Patterson, 2007). Here beach slope was defined as the time averaged beach slope between the 0 m and -5 m AHD depth contour (representative of the active surf zone). As the focus of this research was on the influence of changes in offshore wave conditions on estimated longshore transport rates, temporal variations in beach slope were not considered.

Time-averaged (1958 - 2009) estimated longshore transport rates (net and gross) for the six study sites are presented in Figure 5. Estimates for the more exposed areas of the study area (ETA 08, ETA 58-79, Fig. 1) are in general agreement with previously published estimates of longshore transport in the area.
(DHL, 1970, 1992; Patterson, 2007). Using time series buoy data from the Brisbane wave recorder, Patterson (2007) estimated the annual net longshore sand transport to be 635,500 m$^3$/yr for the Spit (∼ ETA79) and 540,000 m$^3$/yr for Narrowneck (∼ ETA 67). By comparison, the wave clustering method forced by ERA data estimated transport at these 2 sites to be 715,000 m$^3$/yr and 546,000 m$^3$/yr, respectively. Differences in estimated transport at Narrowneck for the two methods are negligible (difference of 6,000 m$^3$/yr), however, the transport estimates for the Spit presented here are larger using the clustering method than reported by Patterson (2007). Slight variations in the shoreline orientation, sediment diameter, source of wave data and time series versus wave clustering can account for the differences between the two results. Comparisons of estimated longshore transport for 1991 and 1999 based on the offshore ERA wave data and MIKE 21 model with offshore wave conditions based on the clustering method described here, as well as that of Abadie et al. (2006) and full time series runs ($DSD = 20$ degrees, Callaghan (2005)) are presented in Table 2. At the more sheltered sites (ETA 32 and 43) transport was under-estimated by 10 - 30% based on the clustering methods, while at ETA 58 and ETA 79 the transport was over-estimated by 9 - 49%. ETA 67 showed the best comparison (error between 1 and -7%).

This confirms that the wave clustering methodology appears to be an appropriate representation of the offshore wave climate. Annual net longshore transport rates for each of the sites are presented in Figure 6. Clear inter-annual variability is evident, in particular the storm years of 1967, 1973-74, and 1999 have significant longshore transport predicted. Annual net transport rates (1958 - 2009) were also smoothed using a 5-year Hamming window and highlight long term trends, as well as oscillatory cycles in estimated transport.
4. Results

Analysis of the wave clustering results show several interesting trends in the ERA data sets. First, the percent occurrence of storm waves shows an increasing trend through the IPO phases (Fig. 4). During the negative phase of the IPO (1958 - 1976), the SOI index was on average more positive, and vice versa during the positive IPO phase (1977 - 1999), therefore the magnitude of the cumulative SOI (or IPO) index may be a good indicator of storm activity off the east coast of Australia. On shorter time scales, La Niña phases coincide with more storms (Fig. 4) and is in agreement with previous results for this region (Ranasinghe et al., 2004; You and Lord, 2008; Harley et al., 2010).

4.1. Correlation Between Net Longshore Transport and Climate Indices

Of particular interest within the context of this study is the inter-annual variability in estimated net longshore transport, expressed as deviations about a time mean transport rate, $\Delta Q(t) = Q_{NET}(t) - \overline{Q_{NET}}$, where $\overline{Q_{NET}}$ is the time mean net transport at each of the six transects. Lagged cross-correlations between indices (SOI and IPO, Fig. 2) and $\Delta Q$ were performed at each transect. Large inter-annual variability may be linked to additional factors not captured in the SOI and IPO, therefore cross-correlations between the 5-year smoothed transport and 5-year smoothed indices were also performed. The smoothing also represents the impact of cumulative effects of prolonged positive or negative values of an index (Fig. 4) and helps account for the lag between shifts in indices and shoreline response previously observed (e.g. Ranasinghe et al. (2004); Harley et al. (2010)). The analysis was separated into distinct IPO phases to determine if phase changes influenced overall correlations. Table 3 summarizes the results, providing the maximum significant correlation, $R$, (and associated lag in years, $\tau$) for each of the time periods. Positive lags indicate the indices leads the predicted transport.
Correlations between $\Delta Q$ and the climate indices for the negative IPO phases (1958 - 1976 and 2000 - 2009) were not significant. The short record length for 2000 - 2009 limited any conclusions from this time period. However, for the positive IPO phase (1977 - 1999) significant correlations between $\Delta Q$ and both the SOI (most common lag = 0 years) and IPO ($\tau = -4, -10, -14$) were observed at all transects. The smoothed data (i.e. SOI$_5$) was significantly correlated for both phases of the IPO. On average, during the negative IPO phase (1958 - 1976), $\Delta Q_5$ was significantly negatively correlated with the SOI index at $\tau = -1$, while during the positive IPO phase (1977 - 1999) a slight shift to $\tau = 0$ was observed (more significant lags were found at 6 and 9 years at some sites, Table 3). The relationship between IPO and $\Delta Q_5$ was less obvious. During the negative phase of IPO, significant positive correlations between $\Delta Q_5$ and IPO were observed at $\tau = +1$ and negative correlations at $\tau = +9$ and $+10$ years. During the positive phase, $\Delta Q_5$ was positively correlated at most sites around $\tau = -14$ and -10 years and at $\tau = +10$ and $+11$ years.

4.2. Deviations in Net Longshore Transport Explained by Climate Indices

Based on the significant correlations found between the two smoothed individual climate indices and estimated deviations in longshore transport, a simple lagged-correlation regression model was developed to estimate $\Delta Q_5$ based on the combined effect of both 5-year smoothed climate indices:

$$
\Delta \hat{Q}_5 = \begin{cases} 
\beta_0 + \beta_1 SOI_5(\tau_1) + \beta_2 IPO_5(\tau_2) & \text{IPO} < 0, \\
\beta_0 + \beta_1 SOI_5(\tau_3) + \beta_2 IPO_5(\tau_4) & \text{IPO} > 0,
\end{cases}
$$

where lags, $\tau$, were chosen based on the highest number of significant correlations at a given lag. Considering the variability in the SOI term dominates the signal variability and also contains a low-frequency modulation similar to that of the IPO index (Fig. 2), an extra sum of squares (or partial F-test) test was used
to determine if the IPO index significantly improved the results over the simple 1-parameter SOI model:

$$\Delta \hat{Q}_5 = \begin{cases} 
\beta_0 + \beta_1 SOI_5(\tau_1) & \text{IPO} < 0, \\
\beta_0 + \beta_1 SOI_5(\tau_3) & \text{IPO} > 0,
\end{cases}$$

(6)

For the negative IPO phase, lags at $$\tau_1 = [-7, -1, 11]$$ and $$\tau_2 = [1, 2]$$ were compared. The highest model skill was found using $$\tau_1 = -1$$ and $$\tau_2 = 2$$ (mean $$R^2 = 0.65$$, Fig. 7), with the second highest using $$\tau_1 = -1$$ and $$\tau_2 = 1$$ (mean $$R^2 = 0.54$$). The model had significant regression skill (at the 95% level) at all sites, and only 1 site did not show a statistically significant improvement over the simpler 1-parameter SOI model (Table 4) indicating the interaction between both indices was important during the negative IPO phase.

During the positive IPO phase, models based on $$\tau_3 = [0, 6]$$ and $$\tau_4 = [-10, -9]$$ were compared. The highest model skill was found using $$\tau_3 = 6$$ and $$\tau_4 = -10$$ (mean $$R^2 = 0.48$$, Fig. 8), with the second highest using $$\tau_3 = 6$$ and $$\tau_2 = -9$$ (mean $$R^2 = 0.48$$, Table 5). The model had significant regression skill at all 6 sites, however only 2 sites had a statistically significant improvement over the simpler 1-parameter SOI model. This suggests that during the positive phase of the IPO the directional wave climate off the east coast of Australia is primarily influenced by variations in the SOI rather than the interaction of both indices. With $$\tau_3 = 0$$, mean $$R^2$$ was reduced to 0.30 and the model had significant skill at 3 of the sites (1 of which had a statistically significant improvement of the 1-parameter model).

A model that could be used to predict deviations in longshore transport over all time scales would be ideal. To test this, only positive lags (knowledge of current and past climate indices) were considered in the lagged correlation model for the entire data record (1958 - 2009). A model based on $$\tau_{SOI} = 0$$ and $$\tau_{IPO}$$
explained the largest percent of variance (mean $R^2 = 0.49$, Fig. 9). The model showed significant skill (95% level) at all sites and the 2-parameter model statistically improved the results over the simpler 1-parameter model at all sites (see Table 6). In general, larger coefficients were associated with the more exposed sites.

5. Discussion and Conclusions

A linear regression model based on the relationship between climate indices and deviations and transport was presented in Section 4.2. During negative phases of the IPO (more La Niña like) both SOI and IPO significantly contributed to the variance explained in deviations of net sediment transport along the Gold Coast, Australia. However, during positive phases of the IPO, the SOI index accounted for a significant portion of explained variability and knowledge of the IPO index improved model skill at only two sites. A possible explanation for this can be found in the location and variability of the South Pacific Convergence Zone, SPCZ, (Salinger et al., 2001; Folland et al., 2002). The SPCZ is located in the south Pacific around the French Polynesian islands ($0^0 - 30^0$ S, $150^0$ E - $90^0$W) and is a key feature influencing the climate around the southern hemisphere. Its location has been shown to be modulated by both the SOI and IPO (Salinger et al., 2001; Folland et al., 2002). When the IPO is in its negative phase, the mean position of the SPCZ is shifted to the south-west (closer to Australia) and is furthest south-west for La Niña events during this phase. Additionally when the SPCZ is west of $140^0$ W both indices influence its latitude. Conversely, during positive IPO phases the SPCZ moves to the north-east and is furthest north-east for El Niño events of this phase. When the SPCZ is east of $140^0$ W only the SOI significantly influences its position. These observations agree with our findings that during negative phases of the IPO when both indices are shown to
influence the location of the SPCZ a two-parameter model based on both indices significantly improves our estimates on deviations in sediment transport. The same is seen for positive phases when the location of the SPCZ is influenced more by the SOI index we find that including the IPO index in our model does not significantly improve our results. A general decrease in variance explained using the model is also observed during the positive phase of the IPO. These observations indicate that the wave climate off southeast Queensland, Australia may be more influenced by the SPCZ (and other impacts of SOI) when the SPCZ is closer to Australia, while when the SPCZ is furthest north-east, the wave climate in the Tasman Sea may also modulated by other climatic variables, such as the Southern Annular Mode, that were not examined in the present paper.

Results presented here for the positive IPO phase (1977 - 1999) qualitatively agree with observed beach rotation and shoreline variability for a long-term data set (1976 - 2010) at Collaroy-Narrabeen, NSW (Harley et al., in press). Both Ranasinghe et al. (2004) and Harley et al. (in press) found an anti-clockwise rotation of the beach during positive SOI phases as wave energy shifted counter-clockwise from south-south east to south-east/east. Similarly, the regression coefficients (Table 5) for the SOI index were positive over this same phase, indicating increases in SOI would drive more positive (southerly) deviations in transport.

In summary, a new wave clustering method was developed in order to examine the temporal links between climate variability (measured via the SOI and IPO indices) and deviations in longshore transport for a 35 km section of coast along the southeastern coast of Queensland, Australia. Using the ERA wave model output as offshore wave conditions, yearly wave climates were derived and subsequently shoaled and refracted into the breakpoint to determine longshore transport using the formulation of Kamphuis (1991). Estimates of long term average net transport rates for the northern Gold Coast were in good agreement with previously published results. However, considerable spatial and temporal variability
in longshore transport was predicted. Deviations in net longshore transport were significantly correlated to both indices. Using the 5-year smoothed data, deviations in net transport were significantly correlated to the SOI (IPO) index at the -1(1) and -7 year lag during the negative phases of the IPO. During negative phases of the IPO both the SOI and IPO indices were shown to significantly influence deviations in net sediment transport and a lagged linear regression model based on these two parameters was able to explain 65% of the predicted variance. During positive phases of the IPO the model explained on average 48% of the predicted variance, however, results were not significantly (at the 95% level) improved over the 1-parameter (SOI) model. Over the entire data record (1958 - 2009), significant correlations between the SOI (IPO) index and deviations in predicted longshore transport were found at 0 (4) year lag. It was found that the linear 2-parameter model based on these climate indices alone could explain 49% (significant at the 95% level) of the predicted variation in the smoothed longshore transport. These results indicate strong links between these large scale climate indices and deviations in estimated longshore transport \((0.69 \leq R \leq 0.83)\), such that a simple model derived from knowledge of these indices could be used as a first pass estimate of spatial and temporal variability in longshore sediment transport and resulting large scale coastal evolution.
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Table 1: Summary of wave clustering statistics based on offshore ERA data sets.

Table 2: Comparison of estimated longshore transport ($10^5$ m$^3$/yr) using the clustering method of Abadie et al. (2006) with $H$, and of Bertin et al. (2008) with $H^2$, and timeseries method.

Table 3: Correlation analysis between deviations in $Q_{NET}$ ($\Delta Q$ ($10^5$ m$^3$/yr)) and SOI and IPO indices. Values indicate the maximum significant correlation ($R$) and lag ($\tau$, years). Note that other significant lags can (and do) exist. Positive lags indicate Index leads changes in $\Delta Q$. N/A indicates no significant (95% level) correlation was found. 5-year smoothing (i.e. SOI) was done using a Hamming window.

Table 4: Regression coefficients for the negative phase of the IPO (1958 - 1976) with $\tau_1 = -1$ and $\tau_2 = 2$. Model skill was based on percent of observed variance explained, i.e. $R^2$. * Indicates 2-parameter model had significant skill at the 95% level. # Indicates the 2-parameter model significantly improved the model skill over the 1-parameter version.

Table 5: Regression coefficients for the positive phase of the IPO (1977 - 1999) with $\tau_3 = 6$ and $\tau_4 = -10$. * Indicates 2-parameter model had significant skill at the 95% level. # Indicates the 2-parameter model significantly improved the model skill over the 1-parameter version.

Table 6: Regression coefficients for entire data set with $\tau_{SOI} = 0$ and $\tau_{IPO} = 4$. * Indicates 2-parameter model had significant skill at the 95% level. # Indicates the 2-parameter model significantly improved the model skill over the 1-parameter version.

Figure 1: Southeast Queensland map with location of the 2 closest ERA wave model points and Brisbane buoy along with the six locations (eta lines) where longshore transport was estimated.

Figure 2: SOI and IPO indices for study period. Note that the axis for the IPO (right hand side) is reversed.

Figure 3: Breakdown of wave clustering by year. Due to the offshore location of the grid point, it is possible for the model to generate offshore directed waves by local wind generation. As offshore directed waves will not impact the coast, these are not included and account for the white space amounting to 100%.

Figure 4: Percent occurrence of wave clusters defined as a storm ($H_s \geq 3$ m). Of particular interest is the almost identical linear increasing trend in number of storms over the 2 IPO phases (1958 - 1976 and 1977 - 1999). The most recent IPO phase shows a much larger trend, however, with such a short data record, inter-annual variability likely dominates this signal.
Figure 5: Mean longshore transport rates ($10^5$ m$^3$/yr) using Kamphuis (1991) for study period 1958 - 2009. Left to right are the six sites (south to north). Included are the time mean southerly (blue bars), northerly (red bars), and net (green bars) yearly transport rates.

Figure 6: Yearly net longshore transport ($10^5$ m$^3$/yr) estimates with time using Kamphuis (1991). Negative values indicate transport to the north. Top to bottom are the six sites (north to south). The y-axis ($Q_{NET}$) is kept constant to show inter-site variability. Solid bars represent the net yearly transport, while the thin line represents the 5-year smoothed values.

Figure 7: Lagged-regression model for negative phase of the IPO (1958 - 1976) with $\tau_1 = -1$ and $\tau_2 = 2$. Black lines are deviations in net longshore transport estimated from Kamphuis (1991). Grey lines are $\Delta Q_5$ estimated using equation 5.

Figure 8: Lagged-regression model for positive phase of the IPO (1977 - 1999) with $\tau_3 = 6$ and $\tau_4 = -10$. Black lines are deviations in net longshore transport estimated from Kamphuis (1991). Grey lines are $\Delta Q_5$ estimated using equation 5.

Figure 9: Lagged-regression model for entire record length with $\tau_{SOI} = 0$ and $\tau_{IPO} = 4$. Black lines are deviations in net longshore transport estimated from Kamphuis (1991). Grey lines are $\Delta Q_5$ estimated using equation 5.