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Abstract—Brain–computer interfaces (BCIs) may be a future communication channel for motor-disabled people. In surface electroencephalogram (EEG)-based BCIs, the extracted features are often derived from spectral estimates and autoregressive models. We examined the usefulness of synchronization between EEG signals for classifying mental tasks. To this end, we investigated the performance of features derived from the phase locking value (PLV) and from the spectral coherence and compared them to the classification rates resulting from the power densities in $\alpha$, $\beta_1$, $\beta_2$, and 8–30-Hz frequency bands.

Five recordings of 60 min, acquired from three subjects while performing three different mental tasks, were analyzed offline. No artifacts were removed or rejected. We noticed significant differences between PLV and mean spectral coherence. For sole use of synchronization measures, classification accuracies up to 62% were achieved. In general, the best result was obtained combining phase synchronization measures with $\alpha$ power spectral density estimates. The results demonstrate that phase synchronization provides relevant information for the classification of spontaneous EEG during mental tasks.

Index Terms—Brain–computer interface (BCI), phase synchronization, surface electroencephalogram (EEG).

I. INTRODUCTION

Brain–computer interfaces (BCIs) allow for communication and control that does not depend on the brain’s normal output channels of peripheral nerves and muscles [1]. Their users can actually control cursor movement, direct a wheelchair, select letters or icons on a computer screen, or operate a neuroprosthesis [2]. The main interest of this research is to develop a communication channel for persons with severe motor disabilities [3].

In surface electroencephalogram (EEG)-based interfaces, very often spectral estimates [4], [5] and autoregressive (AR) coefficients [6], [7] and measures derived from them [8] are used to characterize the EEG. Some authors exploit spatial information by considering multivariate autoregressive models (MVARS) [6], temporal and spatial complexity measures [9], common spatial patterns (CSPs) [10], or joint time–frequency–space correlation (TFSC) [11]. In this paper, we examine yet another measure that quantifies interaction between EEG signals and has a more direct neurophysiological interpretation: the phase locking value (PLV). We compare it to spectral coherence, another widely-used measure of synchronization.

Different regions widely distributed over the brain must communicate to provide the basis for integration of sensory information and for many functions that are critical for learning, memory, information processing, perception, and behavior of organisms. Transient periods of synchronization of oscillating neuronal discharges have been proposed to act as an integrative mechanism that may bring a widely distributed set of neurons together into a coherent ensemble that underlies a cognitive act. Rodrigue et al. [12] demonstrated a direct participation of synchrony in a cognitive task.

Many studies employ spectral coherence to quantify synchronization processes in the brain, e.g., [13]–[16]. Recently, Delorme and Makeig [17] studied power and coherence changes in EEG data recorded from a highly trained subject during sessions in which he attempted to regulate power at 12 Hz over his left- and right-central scalp. They observed changes in partial phase coherence between maximally independent components.

The PLV is a time-domain synchronization measure frequently applied in recent EEG analysis. It was first described by Hoke et al. [18] for magnetoencephalography as Phase Coherence ($R$). In 1999, it was introduced in electroencephalography by Lachaux et al. [19] as PLV and, in 2000, by Mormann et al. [20] as $R$ in the fields of cognitive neuroscience and epilepsy research, respectively. Since then, this measure has been used in a variety of studies, e.g., [21]–[29].

Quiroga et al. [30] applied several linear and nonlinear measures of synchronization to three typical EEG signals. Mutual information was not robust due to the low number of data points. The other measures, namely, nonlinear interdependences, phase synchronizations, cross correlation, and the coherence function, all resulted in a useful quantification of synchronization. Separation between synchronization levels was more pronounced with nonlinear measures, but qualitative results were the same. It was concluded that these measures are valuable for the study of synchronization in real data.

To our knowledge, the PLV and spectral coherence have not yet been applied to classify EEG in the framework of BCIs. In this study, both spectral coherence and PLV will be used to distinguish EEG recorded during three mental tasks.

The following are the purposes of this paper:

1) investigate whether synchronization measures are suitable for classifying mental tasks in a BCI;
2) make a first comparison of the performances of PLV and mean spectral coherence;
3) make a first comparison of the performances of synchronization measures and power spectral density estimates.

The paper is constructed as follows. In Sections II and III, the experimental setup and the data preprocessing are described. Subsequently, in Section IV, we introduce PLV and spectral coherence. Section V explains the features and feature subsets that have been considered for this study. Section VI is about the employed classifier. Finally, the results are reported in Section VII and discussed in Section VIII.

II. EEG RECORDING AND EXPERIMENTAL PARADIGM

Five healthy right-handed volunteers (two women and three men), aged between 22 and 33, took part in the experiments. No selection criteria were used. None of the subjects had participated in BCI experiments before. For each subject, a total of 60 min of EEG was recorded in five sessions of 4 min/day, on three consecutive days. The sessions were separated by breaks of 5–10 min. Subjects were seated comfortably in front of a computer. They were asked not to move during the sessions and look at the computer screen.

About every 20 s, the operator informed the subject which new task they have to perform. The mental tasks to be done, with opened eyes, were imagination of repetitive self-paced left hand movement (“left”) and imagination of repetitive self-paced right-hand movement (“right”). The imagined hand movement was a flexion at the wrist causing the hand moving up and down. The third task, also done with eyes opened, “word,” consisted of generating words that begin with the same letter, freely chosen by the subject. The words were not spoken. The three tasks were alternated randomly and such that the incidence of the three tasks was equal.

Most BCIs follow a synchronous protocol [4], [5], [31], which generates predetermined control periods during which the user can respond. A stimulus sequence usually comprises of a warning message, followed a few seconds later by a stimulus. Subjects are required to do the mental task only after hearing and/or seeing the stimulus.

In our protocol, no cue was used. Subjects switched about every 20 s randomly between the three mental tasks. In such a protocol, not only must it be determined which mental task is being performed, but also when it is being performed. The communication, however, is more “natural” as the users can spontaneously switch between tasks. The advantage is not to be dependent on external triggers and to have, thus, a potentially faster system. In this paper, we deal with resolving the mental task corresponding to an EEG window.

EEG signals are recorded with the 32-channel Biosemi ActiveTwo system (http://www.biosemi.com). Electrodes were placed on the scalp according to the 10–20 international electrode placement system. The ground electrode is replaced by a reference electrode. EEG signals were digitized at a sampling rate $f_s = 2048$ Hz, subsampled to $f_s = 512$ Hz and stored for offline analysis. No filtering was performed prior to digitizing. Together with the EEG signals, we recorded the “task signal,” indicating which task the subject is doing at every moment.

For the purpose of introducing and studying new features, we performed an offline study of data recorded without feedback. In this condition, the subjects cannot adapt to any features or classification algorithms used to provide the feedback.

III. DATA PREPROCESSING

If the mental task changed, the corresponding 1-s window and its subsequent window were removed from the recorded EEG data. For each day of recording, about 1050 windows remained available for classification.

A. Artifacts

To study how many artifacts occurred and to which extent they were still present in the frequency band used in this study, the raw and 8–30-Hz filtered EEG were visually inspected for artifacts.

Ocular artifacts occurred in signals recorded from Fp1, Fp2, AF3, and AF4 in 15.55%, 11.80%, and 10.34% of the windows for day one, two, and three, of recording from subject 1. More artifacts occurred during the task “word.” Subject 2 presented artifacts in 4.99%, 13.52%, and 2.37% of the windows. For subject 3, artifacts occurred in 4.56%, 3.18%, and 2.22% of the windows on day one, two, and three, respectively. The raw EEG of subjects 4 and 5 presented ocular artifacts in 9.95%, 4.22%, and 3.88% and in 4.39%, 2.04%, and 11.90% of the windows on days one, two, and three, respectively. The percentage of windows containing artifacts did not differ more than 2.5% for the three different tasks, except for subject 3, day two, and subject 5, day three, where more artifacts occurred during the task “left” and “word,” respectively.

Inspection of the EEG bandpass filtered in 8–30 Hz, the frequency band considered in this study, showed that these artifacts were mostly filtered out. Indeed, ocular artifacts generally appear under 4 Hz [32].

Muscle artifacts were present in the EEG of subject 3 for four sessions of day one and three sessions of day two. They appear on channels F7, T7, F8, and T8 during long periods, covering the three different tasks. For one session of day three of recording from subject 5, three consecutive windows out of 69 windows coinciding with the task “word” contained muscle artifact.

The muscle artifacts occurred during the three tasks. In addition, most of their energy is not contained in the 8–30 Hz frequency band considered here [32].

Automatic EEG artifact detection and rejection/removal techniques (see [32]–[34] and references therein) have been developed to process long-term EEG recordings, to improve evoked potential studies where the corruption of a few seconds of EEG turns out to be critical, or for systems where automated EEG preprocessing is necessary.

Considering spontaneous EEG signals, three situations can occur. First, if the artifact occurrence rate (AOR) is low, and artifacts thus have no or few impact on the analysis, it is not worth the effort to detect and reject or remove them. Second, if the AOR is high, artifact rejection/removal would remove most of the EEG information content. Third, if the AOR is in
between the two previous situations, artifact rejection/removal could be of interest. Still, removing artifacts is a very delicate task because the information content of the spontaneous EEG is widely spread in the space and frequency domain. Hence, removal would certainly distort or destroy the brain activity present in the EEG. The best solution is, thus, a simple rejection of the artefact.

In most sessions considered in our study, the AOR was quite low (few percents). For seven sessions of subject 3, the muscle AOR was quite high. As it was not necessary to exclude artifacts to be sure of classifying brain activity, and because AOR in different sessions was either very low or very high, we decided not to treat them any further.

B. Preprocessing Synchronization Features

A linear phase FIR 8–30-Hz bandpass filter was applied to the EEG before computing the synchronization measures (PLV and mean spectral coherence). This was done because, for comparison, we wanted to derive PLV and coherence based features from the same signals and with the same prior knowledge.

Simulations on sinusoidal signals with noise showed that computing PLV from an unfiltered, noisy signal still distinguished periods of different coupling. The coherence, averaged over the whole spectrum, however, did not. Filtering or taking the average over a limited frequency band was necessary to distinguish periods of common activity from others. We refer to Section IV-C.

The 8–30-Hz frequency band was chosen because it contains the μ and β rhythms, which have been proved to be involved in motor-tasks [4].

C. Preprocessing Power Features

Before calculating power features, a Laplacian filter was applied, followed by the same bandpass filter as applied to the computation of the synchronization features. The surface Laplacian was computed from a spherical spline interpolation scheme [35], [36]. Its application to the scalp surface potential was motivated by the fact that it has been shown to be an estimate of the cortical surface potential, which is a more accurate estimation of the cortical activity than the surface EEG.

IV. PHASE LOCKING VALUE AND SPECTRAL COHERENCE

The EEG signals are analyzed using a sliding window w(t) of N samples. Each EEG signal is divided into M windows, experimentally determined from the length of the signal.

A. Phase Locking Value

The PLV characterizes the stability of the phase differences between the phases \( \varphi_x(t) \) and \( \varphi_y(t) \) of two signals \( s_x(t) \) and \( s_y(t) \) across subsequent time samples of one window as follows:

\[
\text{PLV} = \left| \langle e^{j \Delta \varphi(t)} \rangle \right| \tag{1}
\]

where \( \Delta \varphi(t) = \varphi_y(t) - \varphi_x(t) \) and \( \langle \cdot \rangle \) is the averaging operator. For the discrete case, it suffices to replace \( t \) by \( k/T_s \), \( k = 1, \ldots, N \). PLV equals the length of the sum vector of all unit vectors \( e^{j \Delta \varphi(t)} \) in one window, divided by the number of samples in that window. When the phase difference is constant (phase synchronization), all phase difference vectors will be aligned, resulting in a PLV equal to 1. If the phase differences are randomly distributed over \([0, 2\pi]\), the vector sum, and thus the PLV, will be 0.

To compute the PLV, we first need to know the instantaneous phase \( \varphi(t) \). To this end, we employ the Hilbert transform.

The Hilbert transform finds its origin in the fact that, for causal signals, a relation between the real and imaginary parts of the Fourier transform of the signal exists. In the ideal case the Hilbert transform is a \( \pi/2 \)-degree phase shifter. Thus, e.g.,

\[
s_x(t) = \cos(2\pi ft + \phi)
\]

transforms into

\[
\tilde{s}_x(t) = \sin(2\pi ft + \phi).
\]

The Hilbert transform of \( s(t) \) is given by

\[
\mathcal{H}(s(t)) = \frac{1}{\pi} p.v. \int_{-\infty}^{+\infty} \frac{s(\tau)}{t - \tau} d\tau \tag{2}
\]

\( p.v. \) denoting the Cauchy principal value, and allows us to determine the instantaneous phase \( \varphi(t) \) as follows:

\[
\varphi(t) = \arctan \left( \frac{\tilde{s}(t)}{s(t)} \right). \tag{3}
\]

The application of the Hilbert transform to nonstationary signals and its interpretation are discussed in [37].

A significant improvement in computation time was achieved with the following algorithm.

- Compute the Hilbert transform of the signals \( s_x(t) \) and \( s_y(t) \) and construct the analytical signals

\[
S_x(t) = s_x(t) + js_x(t) \quad \text{and} \quad S_y(t) = s_y(t) + js_y(t).
\]

- Instead of explicitly computing the phase of both signals as in (3), we normalize the analytical signals

\[
S_{x,n}(t) = \frac{s_x(t) + js_x(t)}{\sqrt{s_x^2 + \tilde{s}_x^2(t)}} \quad \text{and} \quad S_{y,n}(t) = \frac{s_y(t) + js_y(t)}{\sqrt{s_y^2 + \tilde{s}_y^2(t)}}.
\]

From this, we can directly derive \( e^{j \Delta \varphi(t)} \)

\[
e^{j \Delta \varphi(t)} = \cos(\varphi_y(t) - \varphi_x(t)) + j \sin(\varphi_y(t) - \varphi_x(t)) = \text{Re}(S_{y,n}(t)) + j \text{Im}(S_{y,n}(t)) = \text{Re}(S_{x,n}(t)) \text{Im}(S_{y,n}(t)) + j \text{Im}(S_{y,n}(t)) \text{Re}(S_{x,n}(t)) - \text{Re}(S_{y,n}(t)) \text{Im}(S_{x,n}(t)).
\]

In the discrete case, the Hilbert transform [38] is computed by the so-called discrete-time analytic signal. Integrals are replaced by sums.
B. Spectral Coherence

The spectral coherence of two signals \(s_x(t)\) and \(s_y(t)\) is the squared normalized cross-power spectrum

\[
R_{XY}^2(f) = \frac{|\mathcal{C}_{XY}(f)|^2}{\mathcal{C}_{XX}(f) \mathcal{C}_{YY}(f)}
\]

where \(\mathcal{C}_{XY}(f) = X(f)Y^*(f)\), \(\mathcal{C}_{XX}(f) = X(f)X^*(f)\), \(\mathcal{C}_{YY}(f) = Y(f)Y^*(f)\). \(X(f)\) and \(Y(f)\) are the Fourier transforms of \(s_x(t)\) and \(s_y(t)\). The spectral coherence, like the PLV, has a value between 0 and 1. A coherence value of 1 means that the corresponding frequency components of the signals \(s_x(t)\) and \(s_y(t)\) are identical, except for a multiplicative constant. A coherence value of 0 means that both signals are unrelated. A 0 coherence indicates that the corresponding frequency components of both signals are not correlated.

To obtain a scalar value from \(R_{XY}^2(f)\), the average coherence over some frequency band \(\Delta B\), i.e., \(\langle R_{XY}^2(f) \rangle_{\Delta B}\), as well as the maximum or minimum coherence values, can be considered.

For the EEG studies described in this paper, we used the average coherence with \(\Delta B = 8\text{--}30\) Hz, after filtering the signal in the frequency band 8--30 Hz. Using the maximum of the coherence spectrum did not yield good results, probably due to the fact that there is always some common activity present in the EEG signals.

C. Properties of PLV and Spectral Coherence

Simulations on sinusoidal signals suggest that the time resolution of PLV is better than that of spectral coherence. We considered two sinusoidal signals that had a frequency component in common in one interval

\[
s_x(t) = \cos(2\pi f_0 t) + \cos(2\pi 13f_0 t) + \sigma(t) \quad \forall t
\]

\[
s_y(t) = \begin{cases} 
\cos(2\pi 6f_0 t) + \sigma(t) & \forall t = \frac{t_s}{3}, \frac{2t_s}{3}, \ldots, \frac{t_{\text{tot}}}{3} \\
\cos(2\pi 13f_0 t) + \sigma(t) & \forall t = \frac{t_s}{3}, \frac{4t_s}{3}, \ldots, \frac{t_{\text{tot}}}{3} \\
\cos(2\pi 17f_0 t) + \sigma(t) & \forall t = \frac{2t_s}{3}, \frac{t_s}{3}, \ldots, \frac{t_{\text{tot}}}{3}
\end{cases}
\]

where \(\sigma(t)\) is a Gaussian white noise with variance \(\sigma^2\) and \(t_{\text{tot}}\) is the total time (30 s). \(f_s = 512\) Hz in these simulations.

When decreasing the window length, the interval of common activity is distinguished less clearly, see Fig. 1. The PLV and the averaged coherence (Coh) are shown, respectively. The plots show the coherence values, derived from windows of 128, 256, and 512 samples, respectively, as a function of time. For very short time windows, Coh does not distinguish different intervals of common activity. PLV does, although with great variability. Increasing the window length decreases the variance and increases the difference in synchronization values for the different regimes.

The variability originates from the fact that Fourier transforms are performed on fractional periods of the signals, which creates phase jumps. Adding noise smooths this effect.

Fig. 2 shows PLV and Coh after adding gaussian white noise to the signals in 50 Monte Carlo runs. It can be seen that Coh averaged over the whole spectrum should not be used without filtering.

![Fig. 1. Influence of window length on (top) PLV and (bottom) Coh, \(\sigma = 0\). From left to right, window length equals 128, 256, 512, samples, respectively.](image1)

![Fig. 2. (Top) Mean(PLV), ± standard deviation, after adding noise to the signals. (Bottom) Mean(Coh), ± standard deviation, after adding noise to the signals. From left to right: \(\sigma = 1\), no filtering, Coh with \(\Delta B = 0\text{--}256\) Hz; \(\sigma = 1\), no filtering, Coh with \(\Delta B = 8\text{--}30\) Hz; \(\sigma = 1\), filtering between 8--30 Hz, Coh with \(\Delta B = 0\text{--}256\) Hz.](image2)
(Section V-A2), and a few of the individual electrode pairs (Section V-A3).

PLV and Coh were computed from sliding 1-s windows, eight times per second, in the frequency band 8–30 Hz. The length of 1s was chosen arbitrarily. The shorter the windows, the less accurate the estimation of the features, while longer windows make the system react slower.

To compute the discrete Hilbert transform, the number of samples for fast Fourier transform, \( N_{\text{ft}} \), was set to \( f_s \times 1 \text{s} \). For computing the coherence, parameters were set as follows: \( N_{\text{ft}} \) was \( 2 \times f_s \times 1 \text{s} \); a Hanning window of length \( N_{\text{ft}} / 8 \) was used; the overlap was \( (N_{\text{ft}}/16) - 1 \).

We computed PLV and Coh for all 496 electrode pairs and then derived the following features.

1) Group Averages: Nine averages over, respectively, the PLV and Coh values of all possible electrode pairs within a group of electrodes were considered. These nine group averages are illustrated in the left panel of Fig. 3. One value represented the average over all possible electrode pairs, indicating a general level of synchronization. Furthermore, six averages for a “frontal” (AF3, AF4, F3, Fz, F4), “central” (FC1, FC2, C3, Cz, C4), “parietal” (CP1, CP2, P3, Pz, P4), “occipital” (PO3, PO4, O1, Oz, O2), “left” (F7, T7, P7, FC5, CP5), and “right” (F8, T8, P8, FC6, CP6) group were obtained. Two more values resulted from averaging over the pairs F3-C3, F3-P3, and C3-P3 on the one hand and F4-C4, F4-P4, and C4-P4 on the other hand.

2) Interaction With Neighbors: Furthermore, each electrode was attributed two values corresponding to the averaged PLV and Coh values of the electrode pairs formed by this electrode and its neighbors. The right panel of Fig. 3 shows an example for two electrodes.

3) Details in the Fronto-Centro-Parietal and Temporal Region: At last, 40 synchronization values between individual electrode pairs in the fronto-centro-parietal region (formed with electrodes F3, C3, P3, Fz, Cz, P4, F4, C4, P4) were considered, for both PLV and Coh, because of the involvement of this part of the cortex in the motor tasks. Unfortunately, this electrode placement has only one electrode in the temporal region, which is involved in language tasks. Therefore, we included the synchronization values between the signals recorded at electrodes T7-FC5, T7-CP5, T8-FC6, and T8-CP6.

This specific choice of averages and individual electrode pairs was arbitrary, but symmetrical. It relied on the one hand on physiological information regarding motor and language tasks, on the other hand we wanted to reduce the number of features that would result from considering all possible electrode pairs and enhance their relevance by combining certain of them. In fact, in cognitive neuroscience there are often just one or a few electrode pairs considered, or all pairs are summed.

B. Band Power Estimates

The power spectral densities (PSDs) in the \( \alpha \) (8–12 Hz), \( \beta_1 \) (13–18 Hz), and \( \beta_2 \) (19–30 Hz) frequency bands, as well as the PSD in the larger band 8–30 Hz, which we will denote with \( \lambda \), were computed for the 32 EEG signals by means of the Welch’s averaged PSD estimate from 1-s sliding windows, eight times per second. \( N_{\text{ft}} \) was set to \( f_s \times 1 \text{s}/2 \), the overlap to \( N_{\text{ft}}/2 \). A Hanning window of length \( N_{\text{ft}} \) was used.

As the classifier needs numbers of the same order of magnitude at its input, every power feature was rescaled by dividing it by the average over all power features of the same type at the same time instance. The same procedure was applied to the PLV and Coh features.

C. Subsets of Features

With the total of 162 synchronization features (81 PLV and 81 Coh) and 128 power features, 53 different groups of features, called subsets, were constructed and tested on the available data. Some subsets consisted of one type of feature only (PLV, Coh, \( \alpha \), \( \beta_1 \), \( \beta_2 \), and \( \lambda \) PSD features), other subsets combined PSDs with synchronization based features. The PSD features or the
synchronization measures at single electrodes, as defined in Section V-A2, were considered at all electrodes or only at C and P electrodes (C3, Cz, C4, P3, Pz, P4). In addition, a combination of synchronization values for individual electrode pairs in the fronto-centro-parietal region was considered, as well as their combination with $\alpha$ power features at the C and P electrodes.

A detailed description of all of the 53 subsets would lead us too far, but, as an example, the best performing subsets will be described in detail in Section VII-B.

VI. CLASSIFICATION

The classifier consisted of a combination of three support vector machines (SVMs) with a linear kernel. Each individual SVM was trained with data from two tasks only: “left” and “right,” “left” and “word,” and “right” and “word.” For distinguishing the three mental tasks of the test set, the classification results of the three trained SVMs were combined to obtain the final class (“left,” “right,” or “word”) or a label “unknown.”

Features were computed from 1-s sliding windows with (7/8)s overlap and classified. Every second, strict majority voting was applied to the eight classification results to determine the class. If no strict majority was attained, the window was categorized as ‘unknown’.

The data were studied per day and per subject by means of five-fold cross-validation, using four sessions for training and the fifth one for testing. Each of the five sessions was test set once.

VII. RESULTS

In this section, we present the results from our experiments. We will first discuss some general observations for the five subjects in Section VII-A. In Section VII-B, we show the classification accuracies for the best subsets and describe these subsets in more detail. Section VII-C illustrates the sole use of synchronization and power features, respectively. Finally, in Section VII-D, the different types of features are compared by means of significance tests.

The tables present, for each day and each subject, results from five-fold cross-validation. “CR” refers to the average percentage of correctly classified windows. “UR” is the percentage of windows for which the system responds “unknown” (neither correct classification, nor mistake). The remaining percentage is the error rate.

A. Observations on the Different Subjects

From a global inspection of the performances of the five subjects, it appeared that subjects 2 and 4 did not achieve good classification results. For many subsets, classification accuracies were hardly better than random (33%). Therefore, we decided to exclude both subjects for the study and comparison of the different feature subsets.

The results for the other three subjects are presented in Tables I and II. The performance of subject 1 increases over the three days. This subject reported difficulties with imagining the hand movements the first day and felt comfortable with the task only the third day. Subject 3 performs slightly less on days two and three than on day one. We learned afterwards that this subject had a minor car accident between day one and two. Furthermore, he reported he got used to the procedure. The results achieved in case of subject 5 were better for the first day and the last one. The subject reported that he felt more attentive day one and part of day three.

B. Best Feature Subsets

Table I shows the classification results obtained for the best feature subsets for the three days of recording for each subject. In all but one case, synchronization-based measures are contained in the best performing feature subset. Four out of nine subsets contain synchronization values between individual electrode pairs. In addition, $\alpha$ power features, at all electrodes or just at the C and P electrodes, appear often in these subsets.

For distinguishing the three classes, the best classification accuracies achieved for the respective subjects are 67.81%, 64.49%, and 55.14%. Artifacts had no significant influence on these results. Manually rejecting artifacts resulted in CRs of 66.69%, 66.82%, and 54.39% and URs of 7.88%, 8.06%, and 6.35%, respectively.

If one had to give feedback to the subject, offline evaluation of the performance of different feature subsets on the first day of recording will be a good indicator. In our experiments, the

<table>
<thead>
<tr>
<th>Subject</th>
<th>CR (%)</th>
<th>UR (%)</th>
<th>Type</th>
<th>Day 1</th>
<th>Day 2</th>
<th>Day 3</th>
<th>Day 1</th>
<th>Day 2</th>
<th>Day 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subject 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subject 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subject 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE II

CLASSIFICATION ACCURACIES (%) FOR SOLE USE OF SYNCHRONIZATION AND POWER SPECTRAL DENSITY FEATURES

<table>
<thead>
<tr>
<th>Subject</th>
<th>Day</th>
<th>(CR/UR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only PLV</td>
<td>1</td>
<td>CR</td>
</tr>
<tr>
<td>Only Coh</td>
<td>1</td>
<td>CR</td>
</tr>
</tbody>
</table>
feature subset with the best three-day average performance was also the best feature subset on day one for two subjects. Also, the combination of synchronization with PSD features is generally one of the best feature subsets, evaluated over the different days.

Each window contains \(32 \times 512 = 1664\) samples, and is then characterized by a few tens of feature values. Here, follow, e.g., the details of the best features subsets, for the different subjects and the different days of recording.

1) Subject 1, day one and subject 5, day one: PLV values for the electrode pairs described in Section V-A3 (40 features).
2) Subject 1, day two: PSD in the \(\alpha\) band, all electrodes (32 features)
3) Subject 1, day three: PLV, group values, and values at C and P electrodes; and PSD in the \(\alpha\) band, all electrodes (47 features).
4) Subject 3, day one: Coh, group values and values at C and P electrodes; and PSD in the \(\alpha\) band, all electrodes (47 features).
5) Subject 3, day two: Coh, group values and values at C and P electrodes; and PSD in the \(\lambda\) band, all electrodes (47 features).
6) Subject 3, day three: Coh values for the pairs F3-C3, F3-P3, C3-P3, Fz-Cz, Fz-Pz, Cz-Pz, F4-C4, F4-P4, and C4-P4; and PSD in the \(\alpha\) band, at C and P electrodes (15 features).
7) Subject 5, day two: PLV for the electrode pairs C3-F3, C3-Cz, C3-P3, C4-F4, C4-Cz, C4-P4, P3-Pz, P4-Pz, T7-CP5, and T8-CP6 (ten features)
8) Subject 5, day three: PLV, group values and values at C and P electrodes; and PSD in the \(\beta_1\) band, at C and P electrodes (21 features).

The PLV and Coh group values and values at individual electrodes are as defined in Sections V-A1 and V-A2, respectively.

C. Sole Use of Synchronization and Power Features

The best classification rate when using a subset of only PLV, Coh, \(\alpha\), \(\beta_1\), or \(\lambda\) features, respectively, is indicated in Table II. When using only synchronization measures, three-class distinction with accuracies up to 62.35\%, 60.81\%, and 55.14\% was achieved for subjects 1, 3, and 5, respectively. The achievement of significant classification accuracies using only synchronization features demonstrates their usefulness.

When using only \(\alpha\)-power estimates, the maximum accuracies were 65.05\%, 62.68\%, and 48.97\%. Sole use of \(\lambda\)-power estimates resulted in maximum classification rates of 63.32\%, 59.80\%, and 48.12\% for the three respective subjects.

When using synchronization and power features separately for classifying the three mental tasks, PLV outperforms the power subsets on the three days for subject 5 and on one day for subjects 1 and 3. The other two days for subjects 1 and 3, \(\alpha\)-power features perform better.

D. Significance Tests

A total of 23 pairs of feature subsets were compared with one another to test for significant differences between PLV and Coh, between the different power features, between power features and synchronization measures, and between the combination of synchronization measures and power features and the individual subsets.

To this end, we considered the following 20 subsets. Ten subsets consisted of the PLV, Coh, \(\alpha\), \(\beta_1\), \(\beta_2\), \(\lambda\), PLV and \(\alpha\), PLV and \(\lambda\), Coh and \(\alpha\), and Coh and \(\lambda\) features at the 32 electrodes. Another ten subsets were constructed with these features at the C and P electrodes only. As explained in Section V-A2, the PLV or Coh value for a single electrode is the mean of the PLV or Coh values of the electrode pairs formed by this electrode and its neighbors.

The data from the different days of recording for different subjects were analyzed separately. After computation of the CRs for the five sessions, by means of five-fold cross validation, the results for the corresponding subsets with features at all electrodes and features at the six C and P electrodes only were concatenated. A pairwise student’s t-test was then applied to these ten results for the two respective types of subsets that we wanted to compare.

Table III gives an overview of the results. “SB” means that the first mentioned type of feature is performing significantly better than the second one, with a level of significance \(< 0.05\). “B” means that the first type is better than the second one, but not significantly \((0.05 < p < 0.1)\). “SW” and “W” mean that the second type is the better one, and “\(\sim\)” means that the performance of the different types of features is not significantly different.

1) PLV versus Coh: For subjects 1 and 5, PLV was significantly better than Coh, for two of the three and all three days, respectively. For subject 3, PLV was significantly better on the first day, Coh was significantly better on the second day, and there was no significant difference on the third day. This shows that both measures extract different information from the signals.

2) Power Estimates: Other power spectral density estimates achieve significantly better classification accuracies than the
power spectral density in the $\beta_2$ band. $\alpha$ and $\lambda$ power measures do not show a clear distinction regarding performance. For subjects 1 and 3, they are significantly better than $\beta_1$ power spectral density estimates. It is actually surprising that the $\alpha$ and $\lambda$ power density estimates did not result in a larger difference in classification rates. The 8–30-Hz band contains apart from the relevant $\alpha$ band also the seemingly less relevant or even irrelevant $\beta_2$ band, which is three times larger than the $\alpha$ band. Only twice a significant difference between the performance of $\alpha$ and $\lambda$ power spectral densities has been noticed.

3) Synchronization versus Power Estimates: The $\lambda$ and $\alpha$ power spectral densities perform significantly better than PLV for subject 3 and significantly better than Coh for all three subjects. There was no clear difference between the performance of PLV and $\beta_1$ power spectral density estimates. The $\beta_1$ power spectral density performed significantly better than Coh for subjects 1 and 5. Coh performed significantly better than $\beta_1$ and $\beta_2$ for subject 3. PLV performed significantly better than $\beta_2$ power spectral density for the three subjects.

4) Combination of Synchronization and Power Features: The lower part of Table III shows that combining $\lambda$ and $\alpha$ synchronization measures with power spectral density estimates can lead to improved results compared to classifications using the individual subsets separately.

However, conclusions about reciprocal additional information should be drawn carefully. For subject 5, day three, e.g., the fact that the subset $PLV + \alpha$ performs significantly better than $\alpha$ is probably due to the good performance of $PLV$ features only. From the same table, we can see that $PLV$ performs significantly better than $\alpha$ PSDs for that subject on that day.

Of interest are the cases where there is no significant difference in performance between a synchronization measure and $\alpha$ or $\lambda$ PSD while their combination leads to significantly improved results. For example, we see that there is no significant difference in performance of PLV and $\lambda$ features for subject 1 and 5 on day three, while the subset combining these features performs significantly better.

Table III also shows that for subject 3, day two, $\alpha$ power spectral density features achieve significantly better results than Coh features. The combination of both types of features not only performs significantly better than Coh features, but also significantly better than the $\alpha$ features.

We would like to emphasize that for these significance tests only the features at individual electrodes have been considered. The performance improvement yielded by the synchronization values between individual electrode pairs reported in Section V-A3 could not be considered here, as they do not have a PSD equivalent. We remark that four of the nine best subsets described in Section VII-B were subsets containing synchronization values between individual electrode pairs. To better assess the whole set of 290 features, in a future study, feature selection algorithms will be used to find the better features.

VIII. DISCUSSION

This paper presents a study on the use of synchronization measures in the framework of BCIs. The performance of the PLV and the mean spectral coherence Coh for classifying mental tasks is evaluated. There are significant differences between these measures. In general, PLV yielded better results than Coh (see Table III). This may be because synchronization is more restrictive than coherence. The signals of two synchronized systems are correlated, but increased coherence does not necessarily imply synchronization [39].

We demonstrated that from PLV and Coh, computed from broadband signals, interesting features can be derived, containing relevant information for classification of spontaneous EEG during mental tasks. For sole use of features derived from synchronization between EEG signals, for three different subjects, classification rates of 62.35%, 60.81%, and 55.14% were obtained for distinction of the three mental tasks “left,” “right,” and “word.”

While synchronization measures computed from narrow band signals have a clearer physical interpretation, synchronization between broadband signals may be more difficult to achieve and may, therefore, be more distinctive. This issue will be investigated in future studies.

From Table III, it can be seen that $\alpha$ and $\lambda$ features outperform $\beta_1$ features in case of subject 1 and 3 and $\beta_2$ features for all three subjects. High-frequency features are systematically worse than lower frequency or broadband features.

A comparison of synchronization and PSD features is difficult, because they are intrinsically different. While power features are computed from single EEG signals, synchronization features characterize the interaction between two EEG signals. We compared the performance of power measures with the one of synchronization features at individual electrodes, characterizing the interaction with neighbors, in a paired student’s t-test. We found that $\alpha$ and $\lambda$ features are significantly better than Coh for the three subjects and significantly better than PLV for subject 3. Considering their combination, however, we see that synchronization measures and power spectral density add information to each other. No combination of features is worse than the separate ones.

Since coupling features are broadband, the superior performance of subsets containing as well synchronization features as PSD features may be due to the availability of more information for the classifier. However, subsets containing as well the broadband synchronization features as broadband PSD features ($\lambda$) perform better than the separate ones. This suggests that the superior performance of sets containing features of both types is not due to the availability of more information for the classifier, but rather to the presence of coupling features.

In this comparison, group averages and individual electrode pairs are not considered. Therefore, the different types of features will be compared by means of feature selection algorithms in a future study. While only six out of the nine best subsets contained power features, eight of these subsets contained synchronization features. Four of them included group averages and four synchronization values between individual electrode pairs. Hence, we believe that the study of synchronization measures could improve current BCI systems. Further studies, employing, e.g., feature selection, are needed to confirm this. Combining synchronization and power features, for the three respective subjects, three-class classification accuracies of up
to 67.81%, 64.49%, and 55.14% were obtained. Error rates were 25.42%, 29.1%, and 39.6%. We compare our results to other results on three-class differentiation reported in literature.

Anderson [40] investigates the three mental tasks “baseline,” “letter,” and “math” for one subject and reports 85% classification accuracy when averaging over 4.5-s windows, overlapping with 0.25 s. Millán et al. [41] distinguish between the mental tasks “relax,” “left,” and “right” (no feedback). While left and right motor imagery was performed with eyes opened, “relax” was done with closed eyes. This results in a much higher recognition rate of the task “relax” (100% and 92%, respectively) than for the tasks “left” (42% and 51%) and “right” (36% and 56%). The average true positive rates reported were 52% and 63%. The merit of this study was the very high error rate. The false positive rate was as low as 0% and 5%. None of the results, however, were presented for all three subjects. Yom-Tov and Inbar [42] report 63.2% average classification accuracy (three subjects) for the distinction of real left- and right-finger movements and left-toe movements. Ebrahimi et al. [11] consider the mental tasks “mental counting” and imagined left and right index finger movements. Using TFSC, they obtain error rates of 25%, 30%, and 27% for the best session of three subjects. A session comprises three 1-min recordings.

Apart from the system of Anderson, achieving 85% for one subject, the performance of our method is in the range of the accuracies reported in the other studies. It is difficult, however, to directly compare the results from our study and these four studies, as the recording equipments, recording and classification protocols, and the mental tasks considered are different. In addition, the amount of data and the amount of training the subjects had before participating in the BCI experiments is different for the different studies.

In future studies, we would like to test the performance of these features in an online system, providing feedback to the user. Studies with motor-disabled individuals are necessary to confirm that for disabled subjects results similar to these for healthy subjects can be achieved.

IX. CONCLUSION

We are aware that a small sample size does not allow for statistical conclusions regarding the general performance of synchronization estimates for classifying mental tasks. Yet, with this study, we demonstrate that synchronization measures are relevant for classifying mental tasks and show new possibilities for future BCI research. We believe that the study of synchronization can improve the development of BCIs. Further studies are needed to fully exploit its capacities in this context, but these first results are promising. The PLV may be specially suited, because of its fast computation, needed for online feedback.
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