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Abstract

A numerical model of liquid-core liquid-cladding optofluidics lens under the combined effect of hydrodynamics and electroosmosis are presented in this paper. In the numerical simulation, a combined formulation using only one set of conservation equations to treat both fluids are employed. The coupled electric potential equation and Navier–Stokes equation are solved using the finite volume method. The level-set method is used to capture the interface between the fluids. To overcome a weakness in the level-set method, the localized mass correction scheme is applied to ensure mass conservation. The validity of the numerical scheme is evaluated by comparing with the experimental results; numerical results highlight the electroosmotic effect; the combined effect of pressure driven and electroosmosis can form optically smooth interfaces with arc-shape between the cladding fluids and the core fluid. Under fixed cladding flow rates, the same electric field forms symmetric biconvex lens only. Different electric fields can form biconvex lens, plane-convex lens, and meniscus lens. The results also present the velocity profiles and flow fields of micro lens. There is a good agreement between numerical and experimental results.
1. Introduction

Fluorescence has been widely used in biochemistry and analytical chemistry to track or analyze the bio-molecules or chemicals without destructive. Traditional method is using the external mercury lamp with a filter set or a laser with a specific wavelength to excite the fluorescence; this system is complex and expensive. MEMS technique provides one method to integrate fluorescence excitation and detection into a chip to make the whole system cost-effective and portable [1–4]. Microlenses, which can improve the performance of the fluorescence excitation and modified the light properties, are widely integrated into lab-on-a-chip (LOC) systems to improve the portability of optical components and make the system cost-effective [5,6]. However, the focal length of the solid lens is not tunable and the smoothness of interface of the solid lens depends on the fabrication process.

Optofluidics, which combines the fields of microfluidics and micro-optics, is implemented by controlling liquid interfaces in microchannels. Due to the special advantages of fluids, liquid core, liquid cladding optofluidics lens has been developed [7–10]. In the micro-lens models [7–10], the smooth and perfect curve interface between immiscible fluids is used to form the microlens. The focus of a microlens can be modified by changing the flow rate ratio between cladding fluid and core fluid.

Most of previous works accomplish the tunable microlens using pressure driven flow [7–10]. When the focal point is required to approach the microlens, the flow rate ratio between cladding flow and core flow is so small that it cannot be achieved [11,12]. Another one, the relationship between flow rate ratio and focal point is very complex [13]. In order to move the focal point to the desired location, the flow rates should be modified frequently.

In micro systems, surface-to-volume ratio is large; electroosmosis will be more efficient than the ordinary pressure-driven flow. The electroosmosis effect has been used to control flow in micro systems [14–18]. Unfortunately, the energy of electroosmosis is small [16]. The flow is unstable when the electric field is too high [19]. In order to overcome the drawback of pure pressure driven and electroosmotic effect, the electroosmotic effect is used to control flow conditions under the fixed flowrate [18,20,21].
This paper numerically investigates a new design of a circular chamber to realize an optically smooth lens curvature; the curvature can be adjusted using the electroosmotic effect under fixed flowrates. The numerical results are verified by previous experiments [22]. Fig. 1(a) shows the schematic concept of this optofluidics lens. The two cladding streams (cladding fluid 1 and cladding fluid 3) are electrically conducting with high electroosmotic mobility, while the core stream (core fluid 2) is non-conducting with low electroosmotic mobility. At a given pressure gradient and electric fields applied along the conducting cladding fluids, electroosmotic forces control the curvature of the interfaces (interface 1–2 and interface 3–2) between the conducting cladding fluids and the core fluid. The curvatures of the interfaces depend on the directions and magnitudes of the applied electric fields.

This paper focuses on the fluidic aspect of the lens design under the combined effect of pressure driven and electroosmosis using the numerical method. Optical characteristics of this lens should be similar to that of a lens tunable by pressure-driven flow as reported in details by Song et al. [10]. In this paper, the level-set method is used to capture the interface between the fluids [23,24].

2. Numerical simulation

2.1. Governing equations

Fig. 1(a) shows the schematic of the problem considered in this article. The main part of the system is circular chamber with diameter of 1 mm and thickness of 0.05 mm. The channel has the uniform thickness of 0.05 mm. Fig. 1(b) shows the zone of simulation in numerical simulation. The circular chamber is filled with three immiscible fluids (two high electroosmotic mobility fluids and one low electroosmotic mobility fluid). The high electroosmotic mobility fluids 1 and 3 are introduced through the inlet 1 and inlet 3 respectively; the low electroosmotic mobility of fluid 2 is introduced through the inlet 2. To illustrate the concept, the volumetric flow rate of the fluids are fixed, electric fields ($V_{x1}$ and $V_{x3}$) are applied along the high electroosmotic mobility fluids 1 and 3, respectively. The flow is affected by the combined effect of pressure gradient and electroosmotic effect.

The steady state, incompressible continuity and momentum equations for three-Newtonian
fluid flow under the combined effect of pressure gradient and electric field in Cartesian coordinate system can be written as

\[ \nabla \cdot ( \rho_i v) = 0 \]  
\[ (1) \]

\[ \nabla \cdot (\rho_i v v) - \mu_i \nabla^2 v = -\nabla p + E \rho_e \]  
\[ (2) \]

where \( v \) is the velocity vector, \( p \) is the pressure, \( \rho \) and \( \mu \) are the density and viscosity appropriate for the phase occupying the particular spatial location, \( \rho_e \) is the net electric charge density, \( E \) is the electric field intensity, and the subscript of \( i \) means the fluids. The electric field, \( E \), in Eq. (2) is related to the electric potential, \( \phi \), through

\[ E = -\nabla \phi \]  
\[ (3) \]

The electric potential, \( \phi \), can be decomposed into two parts for small Debye length and small zeta potential; these two parts are the potential due to the charge acquired at the wall \( \psi \), and the potential due to the external electric field \( \Theta \) [25]

\[ \phi = \psi + \Theta \]  
\[ (4) \]

Furthermore, the potential due to the charge acquired at the wall \( \psi \), is governed by Poisson equation as

\[ \nabla^2 \psi = -\frac{\rho_e}{\varepsilon} \]  
\[ (5) \]

and the potential due to the external electric field is governed by Laplace equation as

\[ \nabla^2 \Theta = 0 \]  
\[ (6) \]

where \( \varepsilon \) is the electric permittivity of the fluids. For a symmetric electrolyte, the net electric charge density, \( \rho_e \), is given by the Boltzmann distribution based on the assumption of local
thermodynamic equilibrium [26] as

\[ \rho_e = -2z_0en_0 \sinh \left( \frac{z_0e\psi}{k_BT} \right) \]  

(7)

where \( z_0 \) is the valence of the ions, \( e \) is elementary charge, \( n_0 \) is the reference value of the ion concentration, \( k_b \) is Boltzmann constant, and \( T \) is the absolute temperature. The length scale and velocity scale of the flow are taken as \( L_{ref} \) and \( U_{ref} \), respectively. The potential \( \Phi \) is scaled by the value of the potential applied at the inlet \( V_{in} \). The independent variable \( r \) and dependent variables \( \mathbf{v}, p, \psi \) and \( \rho_q \) are expressed in terms of the corresponding dimensionless quantities (shown with an over bar) by

\[
\begin{align*}
\mathbf{r} &= L_{ref}\bar{r} \\
\mathbf{v} &= U_{ref}\bar{\mathbf{v}} \\
\psi &= k_BT\bar{\psi}/(z_0e) \\
p &= \rho_1U_{ref}^2\bar{p} \\
\rho_e &= 2n_0z_0e\bar{\rho}_e
\end{align*}
\]

(8)

Substituting Eq. (7) into Eq. (8), we can obtain the Poisson–Boltzmann equation (Eq. (9)). For a small potential of \( 0 < \bar{\psi} < 1 \), the right-hand side of Eq. (7) can be mathematically approximated as \( \sinh(\bar{\psi}) \approx \bar{\psi} \) [27]. The Possion–Boltzmann equation (Eq. (9)) can be approximated as \( \nabla^2\bar{\psi} = K^2\bar{\psi} \). According the definition of Eq. (8), the dimensionless form of the governing equations can be described as

\[
\begin{align*}
\nabla \cdot (\bar{\rho}_e\bar{\mathbf{v}}) &= 0 \\
\nabla \cdot (\bar{\rho}_e\bar{\mathbf{v}}\bar{\mathbf{v}}) &= -\nabla\bar{p} + \mathbf{G} \cdot \bar{\rho}_e + \frac{1}{\kappa_e}\bar{\mu}_i\nabla^2\bar{\mathbf{v}} \\
\nabla^2\bar{\phi} &= 0 \\
\nabla^2\bar{\psi} &= K^2\bar{\psi} \\
\bar{\rho}_e &= -\bar{\psi}
\end{align*}
\]

(9)

where \( \mathbf{G} \) is the non-dimensional effect of electric field defined as \( \mathbf{G} = \frac{2z_0en_0L_{ref}E}{\rho_{ref}U_{ref}^2} \).
Re is the Reynolds number defined as \( \text{Re} = \frac{\rho \text{ref} U \text{ref} L \text{ref}}{\mu \text{ref}} \), K is the electrical double layer parameter defined as \( K = \frac{L \text{ref}}{K \text{D}} \), where \( \frac{1}{K} = \left( \frac{\varepsilon k_b T}{2Z^2 e^2 n_0} \right)^{\frac{1}{2}} \).

2.2. Boundary conditions

The boundary conditions of velocities and electric potential are presented in Fig. 2. They can be described as follows:

\[(\text{at the inlet 1})\begin{cases} u = 0 \\ \phi = V_{1, \text{in}} \\ Q_{1, \text{in}} = u_{1, \text{in}} \cdot \mathbf{W} \end{cases}\] (10)

\[(\text{at the inlet 2})\begin{cases} Q_{2, \text{in}} = u_{2, \text{in}} \cdot h \\ \nu = 0 \\ \phi = 0 \end{cases}\] (11)

\[(\text{at the inlet 3})\begin{cases} u = 0 \\ Q_{3, \text{in}} = u_{3, \text{in}} \cdot \mathbf{W} \\ \phi = V_{3, \text{in}} \end{cases}\] (12)

\[(\text{at the wall})\begin{cases} u = 0 \\ \nu = 0 \\ \frac{\partial \phi}{\partial n} = 0 \\ \psi = \xi_i \end{cases}\] (13)

where \( \xi_i \) is the zeta potential of the wall.

\[(\text{at the outlet 1})\begin{cases} Q_{1, \text{out}} = Q_{1, \text{in}} \\ \nu = 0 \\ \phi = V_{1, \text{out}} \end{cases}\] (14)
where \( u \) is the velocity in \( x \)-axis and \( v \) is the velocity in \( y \)-axis, \( u_{2,in} \) is the average velocity of inlet 2, \( v_{1,in} \) and \( v_{3,in} \) are the average velocities in inlet 1 and inlet 3 respectively, \( V_{1,in} \) and \( V_{3,in} \) are the electric voltages in inlet 1 and inlet 3 respectively, \( Q_{1,in}, Q_{2,in} \) and \( Q_{3,in} \) are the volume flow rates of inlets respectively, \( Q_{1,out}, Q_{2,out} \) and \( Q_{3,out} \) are the volume flow rates of outs respectively, \( w \) is the width of inlet 1 and inlet 3, \( h \) is the height of inlet 2 (Fig. 1(b)).

2.3. Interface definition

The level-set method is applied to treat the interfaces between different fluids [23]. The level-set function is defined as

\[
\vartheta = \begin{cases} 
-d & \mathbf{r} \in \Omega_{\text{high electrical mobility fluids}} \\
0 & \mathbf{r} \in \Gamma_{\text{interface}} \\
d & \mathbf{r} \in \Omega_{\text{low electrical mobility fluids}} 
\end{cases}
\]

where \( \mathbf{r} \) is the position vector in the computational domain \( \Omega \), \( \Gamma \) is the interface, and \( d \) is the shortest normal distance from the interface \( \Gamma \). The governing equation for the evolution of the level-set function is described as

\[
\mathbf{v} \cdot \nabla \vartheta = 0
\]

In the solution of Eq. (18), any convenient reference value can be assigned to the interface. The value of \( \vartheta \) at all node points can be calculated based on the reference value at the interface. The level-set function \( \vartheta \) is the normal distance from the interface and satisfies

\[
\nabla \vartheta = 1
\]
Eq. (17) shows that the value of \( \vartheta \) is set to zero at an interface and \( \vartheta \) has opposite signs in adjacent liquids. In order to work properly, must remain the function of Eq. (19). However, the function of Eq. (19) can only be ensured at the beginning of the iteration process where the location of the interface is assumed and the values of \( \vartheta \) at all nodes are specified. During the iteration process, the values of \( \vartheta \) are calculated using Eq. (18). Although the interfaces are still represented by the reference values, the other values of \( \vartheta \) may not be the shortest distance to the interface. In order to maintain the properties of level-set function, another scalar variable is defined and solved. This variable must be a distance function and has the same interface value as \( \vartheta \). This scalar variable is defined as

\[
\frac{\partial \zeta}{\partial \tilde{t}} = \text{sign}(\vartheta)(1 - |\nabla \vartheta|)
\]

(20)

where \( \tilde{t} \) is a pseudo time for the variable \( \zeta \). The value of \( \text{sign} \) is given by

\[
\text{sign}(\vartheta) = \frac{\vartheta}{\sqrt{\vartheta^2 + |\nabla \vartheta|^2 (\Delta x)^2}}
\]

(21)

where \( \Delta x \) is the grid size. The steady state solution of \( \zeta \) always satisfies the properties of level-set function. The initial condition of Eq. (20) is

\[
\zeta(r, 0) = \vartheta(r)
\]

(22)

Although the variable \( \zeta \) satisfies the level-set function, it suffers a significant drawback that the conservation of mass for the various phase cannot be ensured. To ensure the mass conservation at each cross section, a local mass correction factor is defined and an additional equation is solved as [28]

\[
\frac{\partial \zeta'}{\partial \tilde{t}} = \dot{m}_\text{cor}
\]

(23)

In Eq. (23), \( \tilde{t} \) is pseudo-time and can be different from the pseudo-time of \( \tilde{t} \), \( \dot{m}_\text{cor} \) is the mass
conservation factor. The mass conservation factor is calculated using the following equation

\[
\dot{m}_{\text{cor}} = \operatorname{sign}(\dot{\gamma}) \frac{(\dot{m}_d - \dot{m}_c)}{\dot{m}_d}
\]  

(24)

where \(\dot{m}_d\) is the desired mass flow rate and \(\dot{m}_c\) is the most current local mass flow rate of the reference phase. The mass flow rate of the reference phase can be calculated using the following equation

\[
\dot{m} = \begin{cases} 
\sum \rho_{\text{ref}} (1 - H_r) u \Delta A & H_{r,\text{ref}} = 0 \\
\sum \rho_{\text{ref}} H_r u \Delta A & H_{r,\text{ref}} = 1 
\end{cases}
\]  

(25)

where \(\Delta A\) is the cross-section of one grid and the summation is performed over a cross-section. In this paper, the desired mass flow rate is calculated using the inlet conditions.

2.4. Properties

The density \(\rho\), the dynamic viscosity \(\mu\) and the electric permittivity \(\varepsilon\) are calculated using

\[
\alpha = (1 - H_r) \alpha_{\text{low electrical mobility fluid}} + H_r \alpha_{\text{high electrical mobility fluid}}
\]  

(26)

where \(\alpha\) means the density \(\rho\), the dynamic viscosity \(\mu\) and the electric permittivity \(\varepsilon\). The Heaviside function \(H_r\) is related to the normal distance from the interface and is calculated [23]

\[
H_r = \begin{cases} 
0 & \text{for } \theta < -\gamma \\
\frac{\theta + \gamma}{2\gamma} + \frac{1}{2\pi} \sin\left(\frac{\pi \theta}{\gamma}\right) & \text{for } |\theta| \leq \gamma \\
1 & \text{for } \theta > \gamma 
\end{cases}
\]  

(27)

where \(\gamma = 1.5 \Delta x\) [23].

2.5. Depth average method

The size of model along \(x\) direction and \(y\) direction is larger than that of \(z\) direction. The velocity profile in \(z\) direction is shown in Fig. 3: the electroosmotic velocity of cross section
along z direction is plug profile \([18,25,29]\), it is function of electric field \(\bar{u}^E = \int u^E dz = f(E)\); the pressure driven velocity is parabolic profile, it is function of pressure gradient \(\bar{u}^p = \int u^p dz = f(p)\). The depth average method [30] is used in this paper to reduce the 3D model to 2D model.

2.6. Solution procedure

The solution procedure can be summarized as follows

(1) Guess the locations of the interfaces.

(2) Calculate the value of \(\Theta\) for all nodes for the interface.

(3) Calculate the properties for all nodes using Eqs. (26) and (27).

(4) Solve the distribution of electric potentials using Eq. (9).

(5) Calculate the average velocity using the depth average method.

(6) Solve the continuity and momentum equations given by Eq. (9).

(7) Calculate the value of \(\Theta\) using Eq. (18) according the velocity distribution of step (6).

(8) Calculate the value of \(\zeta\) according the solution of step (7).

(9) Calculate the value of \(\zeta'\) using Eq. (23) according the solution of step (9).

(10) Set \(\Theta(r) = \zeta'(r)\).

(11) Repeat steps (3)–(10) until the solution converges.

2.7. Numerical method

The continuity equation, momentum equation, electric potential equations, and level-set equations can be described using the following equations

\[
\rho u_j \frac{\partial \Phi}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \Gamma \frac{\partial \Phi}{\partial x_j} \right) + S
\]

(28)
where $\Phi$, $\rho$, $\Gamma$ and $S$ are the dependent variables, density, diffusion coefficient and source term respectively. Eq. (28) is solved using the finite-volume method of Patankar [31]. A staggered grid is used in this article. The scalar variables are stored at the centers of the control volumes, and the velocities are located at the control volume faces. In this paper, the power-law is used to calculate the combined convection–diffusion effect in the momentum equations. The convection of the level-set equations is modeled by the first-order unwind scheme. The velocity–pressure coupling is resolved using SIMPLER algorithm. The transient term is discredited using the fully implicit scheme. The resulting algebraic equations are solved using the TriDiagonal Matrix Algorithm.

3. Validation of the numerical scheme

3.1. The effect of grid resolution

The interface shape and positions in the micro chamber using various computational grids are shown in Fig. 4. Uniform grid is used in the simulations. In Fig. 4, the value of x-axis means the grid number in circular chamber.

In the simulations, the width of the inlets ($w$) 1 and 3 are 100 $\mu$m; the height of the inlet 2 is 100 $\mu$m; the diameter of the circular chamber ($D$) is 1 mm. The voltages added to cladding fluids are $V_{x1} = V_{x3} = 800$ V. The flowrates of cladding fluids and core fluid are $q_1 = q_2 = q_3 = 0.05$ ml/h. The properties of the fluid 1 are reference quantities. The permittivity of conduction fluid is $6.9 \times 10^{-1}$ ($C^2N^{-1}m^{-2}$) [29]. All fluids have the same viscosity $\mu_1 = \mu_2 = \mu_3 = 0.85 \times 10^{-3}$ Ns/m$^2$. The reference length is $L_{ref} = D$; the reference velocity is the average velocity of fluid 1 of $U_{ref} = -Q_{1,in}/w$ and the Reynolds number is about $3 \times 10^4$.

The results presented in Fig. 4 show the decay of discretization error with increased the number of grid. It can be seen that the exact solution [22] is reproduced accurately when the grid number in circular chamber exceeds $17,000^2$. It means that the interface evolution between immiscible fluids is well captured and the numerical method is suitable. In the following simulation, the grid number in circular chamber is $17,000^2$.

3.2. Validation of numerical results
The numerical model presented in the previous section is validated by comparing with the experimental results [22]. The parameters are the same as Section 3.1.

Fig. 5 compares the measured interface shapes with that of simulation results. The agreement between the experimental and numerical results confirms that the numerical model is suitable to predict the interface positions under different voltage. The results also comparing with analytical model of our previous work [22]; the agreements between experimental results, numerical results and analytical model confirms that numerical scheme of this paper can predict the flow conditions and interface shape using electroosmotic effect under fixed flowrates.

4. Results and discussion

4.1. Formation of biconvex lens, plan-convex lens, and meniscus lens

We define the field of the core fluid 2 as a region, the interface 1–2 and interface 3–2 are the boundaries of the region, and the curvature of the interface is defined as the divergence of the normal of the interface. The symbol of the curvatures can be defined as \( \kappa > 0 \) for the convex region and \( \kappa < 0 \) for the concave region (Fig. 6).

The curvature of interface 1–2 \( (\kappa_{1-2}) \) and the curvature of the interface 3–2 \( (\kappa_{3-2}) \) can be calculated using the following formula (Fig. 7):

\[
\begin{align*}
K_{1-2} &= -\frac{2B_2}{B_2^2 + R^2} \\
K_{3-2} &= \frac{2A_2}{A_2^2 + R^2}
\end{align*}
\]

where \( R \) is the radius of the interface.

Fig. 7 shows a series of different optofluidics lenses simulated by the proposed numerical model. The electroosmotic effect for controlling optofluidics lens is confirmed numerically. Figs. 7(a)–(f) shows that at a fixed flow rate, the curvatures of the interfaces (1–2 and 3–2) can be modified according to the magnitudes and the polarities of the voltages.

If positive voltages are added to the cladding fluids synchronously, (Fig. 7(b)), the
electroosmotic flow acts in the same direction with the flow direction. Consequently, \( q_1 \) encounters a lower resistance. \( q_1 \) appear to be less “viscous” due to the electroosmotic effect. Because of the same pressure drop along the microchannel and the fixed volumetric flow rate, the lower viscous fluid has to focus into a smaller area, thus decreases the curvature of the interface. Opposite with positive voltage, the negative electric field appears to be more “viscous” (Fig. 7(a)). Figs. 7(a) and (b) show that a symmetric biconvex lens can be achieved when symmetric voltages (\( V_{x1} = V_{x3} \)) are added to the cladding fluids.

When the applied voltages are different (\( V_{x1} \neq V_{x3} \)), the curvatures of the interface 1–2 and the interface 2–3 have different values (Fig. 7(c)–(f)). Fig. 6 defines the symbol of curvature and the type of the lens.

The above results show that a negative voltage could decrease the curvature of the interface, while a positive voltage can increase the curvature of the interface. Under fixed flow rates, the same voltage achieves symmetric biconvex lens only. Different voltages can form biconvex lens, plano-convex lens, and meniscus lens. The control voltage can be further reduced working with a lower flow rate [29].

4.2. Biconvex lens, plan-convex lens, and meniscus lens: Comparison between numerical simulation and experiment

Fig. 8 compares the measured curvature of the interface and the numerical results when the voltages have opposite polarity (\( V_{x1} = -V_{x3} \)). \( A_2 \) and \( B_2 \) of Fig. 8 are defined in Fig. 9. The results clearly show that the numerical model agrees well with the measurement. Fig. 8 shows that under constant flow rates, different optofluidics lenses can be achieved but a combination of the positive and negative voltages is needed. If there is no voltage applied, the flow is purely pressure driven. If the cladding flows have the same rate, a symmetric biconvex lens is achieved. When different voltages are added to the cladding flows, \( \kappa_2 \) and \( \kappa_{3-2} \) have different values. If the magnitude of the voltage is not high enough (e.g. \( -200 \text{ V} < V_{x1} < 200 \text{ V} \)), \( \kappa_{1-2} \) and \( \kappa_{3-2} \) are positive at the same time forming a biconvex. \( \kappa_{1-2} \) or \( \kappa_{3-2} \) decreases with the increase of voltages. A plano-convex lens is formed when \( \kappa_{1-2} = 0 \) or \( \kappa_{3-2} = 0 \) (e.g. \( V_{x1} = -200 \text{ V} \) or \( V_{x3} = -200 \text{ V} \)). When \( \kappa_{1-2} \) or \( \kappa_{3-2} \) is negative with an increasing magnitude of voltages (e.g. \( |V_{x1}| > 200 \text{ V} \)), a meniscus lens is formed. The above results show that under a constant flow rate, a
biconvex lens, a plano-convex lens, and a meniscus lens can be accomplished.

4.3. Velocity fields of center line for different lens model

The detail of velocity fields in circular chamber of biconvex lens and a meniscus lens are shown in Fig. 10(a) and Fig. 11(a) respectively. The velocities at the inlet and outlet of the circular chamber are highest due to its smallest cross section. While Figs. 10(b) and 11(b) show the corresponding velocity $u$ at the center of the chamber. $u^p$ is the velocity component corresponding to hydrodynamic velocity; $u^E$ is the velocity component corresponding to electroosmotic velocity.

Fig. 10(b) shows that the velocity distribution is symmetric due to the symmetrical of the biconvex lens. In the analysis, $\mu_1=\mu_2=\mu_3$. The flow characteristics depend on the coupling effects of the cladding fluids and core fluid 2 which involve the electrokinetics driving force in the cladding fluids and the interfacial phenomenon. The component of velocity is zero at the center line of the chamber. $u^p$ is plug profile because the viscosity of fluids has the same values and the aspect ratio is very large [32]. For $u^E$, when electric fields are applied across the cladding fluids, the cladding fluids 1 and 3 are driven by electroosmosis, which drags the core fluid 2 by the hydrodynamic shear force. The velocity field is affected by viscosity ratios, the strength of the external electric fields and electroosmotic characteristics of the cladding fluids. The electroosmotic velocity profile ($u^E$) of the core fluid 2 is negative. It is due to the interfacial shear stress dragged by the cladding fluids on the core fluid 2. $u$ is the superposition of the solutions of $u^p$ and $u^E$.

Fig. 11(b) shows the velocity profile of the meniscus lens. $u^E$ changes dramatically due to the different applied electric field. Under the negative electric fields, the electroosmotic velocity is negative. Hence, the velocity profile is asymmetrical. The result indicates that flow fields can be modified by electric fields under same flow rates.

5. Conclusion

This paper presents the numerical method of a liquid-core liquid-cladding optofluidics lens
tunable by the combined effect of hydrodynamics and electroosmosis. In this lens, an electrically conducting liquid is used as the cladding fluids, and the core fluid is non-conducting. Voltages are added to the cladding fluids. Under the constant flow rates, a combined formulation using only one set of conservation equations to treat both fluids are employed. The coupled electric potential equation and Navier–Stokes equation are solved together using finite volume method. The level-set method is used to capture the interface between the fluids. To overcome a weakness in the level-set method, the localized mass correction scheme is applied to ensure mass conservation. The results show that the velocity fields can be adjusted by electric fields under fixed flow rates. The interfaces between the cladding fluids and the core fluid are optically smooth arc-shape under the combined effect of hydrodynamic and electroosmosis. The curvature of interface can be controlled by external electric fields. Under the constant flow rates, the symmetric electric fields result in a symmetric biconvex lens only, while asymmetric electric fields form biconvex lens, plano-convex lens, and meniscus lens. The experimental results agree well with the numerical results.
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Figure 8  A2 and B2 with different voltages ($q_1=q_2=q_3=0.05\text{ ml/h}$, $V_{x1}=-V_{x3}$).

Figure 9  The interface positions of a lens.

Figure 10 (a) Velocity field of the circular chamber; (b) velocity profile of center line of circular chamber ($q_1=q_2=q_3=0.05\text{ ml/h}; V_{x1}=-100\text{ V}; V_{x3}=-100\text{ V}$).

Figure 11 (a) Velocity field of the circular chamber; (b) velocity profile of center line of circular chamber ($q_1=q_2=q_3=0.05\text{ml/h}; V_{x1}=600\text{ V}; V_{x3}=-600\text{ V}$).
Figure 1
\begin{align*}
u_{1, \text{in}} &= 0 \\
v_{1, \text{in}} &= -Q_{1, \text{in}} / \omega \\
\phi_{1, \text{in}} &= V_{1, \text{in}} \\
u_{2, \text{in}} &= Q_{2, \text{in}} / h \\
v_{2, \text{in}} &= 0 \\
\phi_{2, \text{in}} &= 0 \\
u_{3, \text{in}} &= Q_{3, \text{in}} / \omega \\
v_{3, \text{in}} &= 0 \\
\phi_{3, \text{in}} &= V_{3, \text{in}} \\
u &= 0 \\
v &= 0 \\
\phi \cdot n &= 0 \\
Q_{1, \text{out}} &= Q_{1, \text{in}} \\
v_{1, \text{out}} &= 0 \\
\phi_{1, \text{out}} &= V_{1, \text{out}} \\
Q_{2, \text{out}} &= Q_{2, \text{in}} \\
v_{2, \text{out}} &= 0 \\
\phi_{2, \text{out}} &= 0 \\
Q_{3, \text{out}} &= Q_{3, \text{in}} \\
v_{3, \text{out}} &= 0 \\
\phi_{3, \text{out}} &= V_{3, \text{out}}
\end{align*}
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