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Abstract

Recently, sinh transformations have been proposed to evaluate nearly weakly singular integrals which arise in the boundary element method. These transformations have been applied to the evaluation of nearly weakly singular integrals arising in the solution of Laplace’s equation in both two and three dimensions and have been shown to evaluate the integrals more accurately than existing techniques.

More recently, the sinh transformation was extended in an iterative fashion and shown to evaluate one dimensional nearly strongly singular integrals with a high degree of accuracy. Here the iterated sinh technique is extended to evaluate the two dimensional nearly singular integrals which arise as derivatives of the three dimensional boundary element kernel. The test integrals are evaluated for various basis functions and over flat elements as well as over curved elements forming part of a sphere.

It is found that two iterations of the sinh transformation can give relative errors which are one or two orders of magnitude smaller than existing methods when evaluating two dimensional nearly strongly singular integrals, especially with the source point very close to the element of integration. For two dimensional nearly weakly singular
integrals it is found that one iteration of the sinh transformation is sufficient.

**Keywords:** non-linear co-ordinate transformation; boundary element method; nearly singular integrals; numerical integration; sinh transformation.
1 Introduction

The accurate evaluation of nearly singular two dimensional integrals is fundamental to a good implementation of the three dimensional boundary element method. Such integrals are “nearly” singular in the sense that the source point is close to, but not on, the element under consideration. A recently proposed sinh transformation has been shown to evaluate accurately nearly weakly singular integrals arising in both the two and three dimensional solutions of Laplace’s equation using the boundary element method [14, 13]. More recently, the sinh transformation has been extended in an iterative fashion and shown to evaluate one dimensional nearly strongly singular integrals with a high degree of accuracy [5]. This paper presents an extension of the iterated sinh transformation to the evaluation of nearly strongly singular integrals arising in the solution of Laplace’s equation in three dimensions.

If the distance \( b \), between the source point and its projection onto the element of integration, is sufficiently large in comparison with the “diameter” (some measure of the size) of the element, say \( b \geq 1 \) for an element of diameter 1, then conventional Gaussian quadrature provides sufficient accuracy for evaluating such integrals [2, 20]. However, smaller values of \( b \) are of interest in many engineering applications of the boundary element method, such as
those where the potential or flux must be calculated near the boundary. This occurs in the study of thin structures [17], sensitivity problems [23], contact problems [1] and displacement around open crack tips [4]. These applications involve complex geometries and, in addition, the numerical method used must be able to cope with the fact that the integrand becomes very large for small values of $b$.

Various methods have been proposed to deal with these integrals, such as dividing the element into an increasing number of subdivisions near to the source point [16], a singularity subtraction approach where the near singularity is subtracted out [3], use of polar coordinates [15], introduction of coordinate variable transformations to weaken the singularity before integration [21, 11, 22] and combinations of the polar coordinates approach with variable transformations [8, 9, 7, 10, 19, 18].

As mentioned previously [14, 13], the sinh transformation automatically takes into account the distance from the source point to the position of the projection of the source point onto the element. The increased accuracy is achieved by the automatic clustering of integration points towards the nearly singular point. The iterated sinh transformation [5] clusters the integration points more strongly and is thus even more effective in evaluating strongly
singular integrals.

Here, the iterated sinh transformation will be used (in a product fashion) to evaluate two dimensional nearly singular potential and flux integrals both on flat and curved elements and the results obtained will be compared with a variety of other techniques commonly used to evaluate these integrals.

2 The Nearly Singular Integrals

The nearly singular two dimensional integrals considered here arise in the three dimensional boundary element method and are of the general form \[ I = \int_S f(r)\phi\, dS, \] where \( \phi \) is some basis function, \( S \) is (in general) a curved surface, \( r = |x - x_S| \) with \( x_S \) the source point and \( f(r) = g/r^\alpha \) for \( \alpha = 1, 3 \) or 5 where \( g \) is a constant for potential integrals or a vector function for flux integrals. The integral \( I \) becomes nearly singular when the distance \( b \) between the source point \( x_S \) and the surface \( S \) becomes small. For \( \alpha = 1 \), the integral is said to be nearly weakly singular and, for \( \alpha = 3 \) or \( \alpha = 5 \), it is said to be nearly strongly singular.

The usual practice is to transform the integral into an integration over
the surface \(-1 \leq s, t \leq 1\) (in a local coordinate system), resulting in the integral

\[
I_i = \int_{-1}^{1} \int_{-1}^{1} f(r(s,t)) \phi_i(s,t) J(s,t) \; ds \; dt
\]

(2)

where \(\phi_i, i = 1 \cdots 9\), is a bi-quadratic basis function as given in Table 1 and \(J(s,t)\) is the Jacobian of the transformation of \(S\) onto \([-1,1] \times [-1,1]\).

2.1 Potential Integrals on a Flat Element

The first integral considered in this paper, \(I_{1,i}(\alpha)\), involves \(f(r) = \frac{1}{r^\alpha}\) with \(\alpha = 3\) or \(5\) and is evaluated on the flat element \([-1,1] \times [-1,1]\). Here \(J(s,t) = 1\), \(g = 1\) and \(b\) is the distance between the near-singular point and the point \((s_0, t_0)\) on the element closest to it so that \(I_{1,i}(\alpha)\) is given by

\[
I_{1,i}(\alpha) = \int_{-1}^{1} \int_{-1}^{1} \frac{\phi_i(s,t)}{\sqrt{(s-s_0)^2 + (t-t_0)^2 + b^2})^\alpha} \; ds \; dt.
\]

(3)

Unfortunately, with these higher values of \(\alpha\) it is not possible to obtain analytical values for these integrals, as it is with \(\alpha = 1\) [13].

2.2 The Curved Element SPQ60

Both potential and flux integrals will be evaluated on the curved surface SPQ60 [10], given by \(x = \sin \psi \cos \phi\), \(y = \sin \psi \sin \phi\) and \(z = \cos \psi\) for
\[ 60^\circ \leq \psi \leq 120^\circ \text{ and } -30^\circ \leq \phi \leq 30^\circ. \]

The patch SPQ60 is modelled by a 9-point Lagrangian element using the bi-quadratic basis functions given in Table 1. By defining \( M = \frac{\sqrt{3}}{2} - 1 \), it is possible to write the three dimensional independent variables \((x, y, z)\) in terms of the local coordinates \((s, t)\) of the element as follows: \( x(s, t) = M(Ms^2t^2 + s^2 + t^2) + 1, y(s, t) = s(Mt^2 + 1)/2 \text{ and } z(s, t) = \frac{t}{2} \). The Jacobian, \( J(s, t) \), of the mapping from \((x, y, z)\) space to the local \((s, t)\) coordinate space is then given by \( J(s, t) = (Mt^2 + 1) \left( \frac{1}{16} + M^2[s^2 + t^2(Ms^2 - 1)^2] \right)^{\frac{1}{2}} \).

### 2.3 Potential Integrals on a Curved Element

The potential integrals on SPQ60 are given by

\[
I_{2A,i} = \int_{\text{SPQ60}} \phi_i u^* \, dS \tag{4}
\]

and

\[
I_{2B,i} = \int_{\text{SPQ60}} \phi_i q^* \, dS \tag{5}
\]

where \( u^* = 1/(4\pi r) \) and \( q^* = \partial u^*/\partial x_S \). Here the distance \( r \) is given by

\[
r = \sqrt{(x - x_0)^2 + (y - y_0)^2 + (z - z_0)^2}, \tag{6}
\]

where \( x_S = (x, y, z) \) is the source point and \((x_0, y_0, z_0)\) is the nearest point to \( x_S \) on SPQ60, at a distance \( b \) from it.
Using the definitions from Section 2.2, it is found that

\[ I_{2A,i} = \frac{1}{4\pi} \int_{-1}^{1} \int_{-1}^{1} \frac{\phi_i(s,t)J(s,t)}{r(s,t)} \, ds \, dt \] (7)

for \( r(s,t) = [(x(s,t) - x_1)^2 + (y(s,t) - y_1)^2 + (z(s,t) - z_1)^2]^{\frac{1}{2}} \), where \( x_1 = kx_0, y_1 = ky_0 \) and \( z_1 = kz_0 \), for \( k = (r_0 - b)/r_0 \) where \( r_0 = [x_0^2 + y_0^2 + z_0^2]^{\frac{1}{2}} \).

The integral \( I_{2A,i} \) exhibits similar behaviour to the integral \( I_{1,i}(1) \) (see equation (3)) and the integral \( I_{2B,i} \) exhibits similar behaviour to the integral \( I_{1,i}(3) \).

### 2.4 Flux Integrals on a Curved Element

The flux integrals are of the form

\[ I_{3A,i} = \int_{SPQ60} \phi_i \frac{\partial u^*}{\partial x_S} \, dS \] (8)

and

\[ I_{3B,i} = \int_{SPQ60} \phi_i \frac{\partial q^*}{\partial x_S} \, dS \] (9)

where

\[ \frac{\partial u^*}{\partial x_S} = \frac{1}{4\pi} \left( \frac{\rho \cos \theta}{r^3}, \frac{\rho \sin \theta}{r^3}, -b \right) \] (10)

\[ \frac{\partial q^*}{\partial x_S} = \frac{1}{4\pi} \left( -3b \frac{\rho \cos \theta}{r^5}, -3b \frac{\rho \sin \theta}{r^5}, -\frac{1}{r^3} + \frac{3b^2}{r^5} \right) \] (11)

for polar co-ordinates \((\rho, \theta)\) centred at \((x_0, y_0, z_0)\).
The integral $I_{3A,i}$ exhibits similar behaviour to the integral $I_{1,i}(3)$ and the integral $I_{3B,i}$ exhibits similar behaviour to the integral $I_{1,i}(5)$.

2.5 ‘Exact’ values for the integrals

Since the integrals described above are not amenable to analytic integration, ‘exact’ values for these integrals are found using the MATLAB (The MathWorks Inc.) numerical integration routine $dblquad$. The potential integrals $I_{2A,i}$ and $I_{2B,i}$ are evaluated with an accuracy of 15 decimal places, that is, TOL = $1 \times 10^{-15}$. It is, however, necessary to apply a sinh transformation (as described in Section 3.1) to smooth the integral before evaluation with MATLAB in the cases where $b = 0.001$ for $I_{2A,i}$ and $b \leq 0.01$ for $I_{2B,i}$.

The flux integrals $I_{3A,i}$ and $I_{3B,i}$ involve a stronger singularity than the potential integrals and even with the application of the sinh transformation it is possible to achieve 15 decimal place accuracy for the ‘exact’ solution only for $b \geq 0.3$, since TOL is dependent on the value of $b$. The maximum number of decimal places (indicated by the number in the parentheses) for which a solution could be obtained with $dblquad$ over all 9 of the flux integrals involved in $I_{3A,i}$ and $I_{3B,i}$, are for $b = 0.1$ (14); $b = 0.03$ (11); $b = 0.01$ (9); $b = 0.003$ (8); and $b = 0.001$ (7). However, there are many individual cases where much
greater accuracies can be achieved. These accuracies are sufficient since the 'exact' values are used here only to find Relative Errors just less than $10^{-6}$.

Finally, some of the integrals $I_{1,i}(\alpha)$ were obtained using MAPLE (Maplesoft, Waterloo Maple Inc.). For $\alpha = 5$ it was possible to obtain values for $I_{1,i}(5)$ for $i = 1, 2, \ldots, 9$ with a working precision of 30 decimal places. However, for $I_{1,i}(3)$ it was possible to use MAPLE only for $i = 2, 4, 6, 8$. The remaining integrals were obtained using MATLAB as described above.

3 Methods

The numerical methods considered here, which are used to evaluate the near-singular integrals $I_i$, given in equation (2), can be divided into two categories. The first type involves the application of a transformation (in each of the $s$ and $t$ directions), which smooths the integrand before Gaussian quadrature is applied. The sinh [13] and Telles [22] methods are of this type. The second type involves splitting the square, at the point on the square closest to the transformed source point, into (in general) four triangles and then introducing polar coordinates centred at that point. Next, various transformations are made, after which each triangle is mapped to $[-1,1] \times [-1,1]$ and
then Gaussian quadrature is applied. The ‘L’ methods involve application of both angular and radial transformations and these consist of the L$_2$ [8], the Log-L$_1$ [7] and the L$_1^{-1/5}$ [10] methods. The polar method, which uses no transformations, will be simply designated ‘polar’. The methods described above have also been summarised previously in [13].

3.1 The iterated sinh transformation

The iterated sinh transformation has been described previously for one dimensional integrals [5], as has the extension of the original sinh transformation [14] from one to two dimensions [13]. In two dimensions, two sinh transformations are required:

\[ s = s_0 + b \sinh(\mu_1^{(0)} u - \eta_1^{(0)}) \]  
\[ t = t_0 + b \sinh(\mu_2^{(0)} v - \eta_2^{(0)}) \]  

Choosing $\mu_1^{(0)}$, $\mu_2^{(0)}$, $\eta_1^{(0)}$ and $\eta_2^{(0)}$, so that [-1,1] maps onto [-1,1] for both $s$ and $t$, gives

\[ \mu_1^{(0)} = \frac{1}{2} \left[ \text{arcsinh} \left( \frac{1 + s_0}{b} \right) + \text{arcsinh} \left( \frac{1 - s_0}{b} \right) \right] \]
and

$$\eta_1^{(0)} = \frac{1}{2} \left[ \text{arcsinh} \left( \frac{1 + s_0}{b} \right) - \text{arcsinh} \left( \frac{1 - s_0}{b} \right) \right]$$  \hspace{1cm} (15)$$

with similar expressions for $$\mu_2^{(0)}$$ and $$\eta_2^{(0)}$$, where $$s_0$$ is replaced by $$t_0$$. These transformations include information about the nearly singular point $$(s_0, t_0)$$ as well as the distance $$b$$ from the source point to the element. Also, the mapping from $$[-1, 1]$$ into $$[-1, 1]$$ ensures that once the transformation has been made, Gaussian quadrature can be applied in the usual manner. It can be shown that from equation (6)

$$r = \sqrt{\frac{b^2}{2}} \left[ \cosh \left( 2(\mu_1^{(0)} u - \eta_1^{(0)}) \right) + \cosh \left( 2(\mu_2^{(0)} v - \eta_2^{(0)}) \right) \right],$$  \hspace{1cm} (16)$$

and all the integrals to be considered here possess a denominator having this form to a power of 3 or 5. For example, the integral $$I_{1,i}(\alpha)$$ becomes

$$I_{1,i}(\alpha) = \int_{-1}^{1} \int_{-1}^{1} \frac{\phi_i(s(u), t(v)) \cosh(\mu_1^{(0)} u - \eta_1^{(0)}) \cosh(\mu_2^{(0)} v - \eta_2^{(0)})}{\sqrt{\frac{b^2}{2} \left[ \cosh \left( 2(\mu_1^{(0)} u - \eta_1^{(0)}) \right) + \cosh \left( 2(\mu_2^{(0)} v - \eta_2^{(0)}) \right) \right]}} ds \, dv.$$  \hspace{1cm} (17)$$

Hence, the integrands will have singularities when

$$\cosh \left( 2(\mu_1^{(0)} u - \eta_1^{(0)}) \right) + \cosh \left( 2(\mu_2^{(0)} v - \eta_2^{(0)}) \right) = 0.$$  \hspace{1cm} (18)$$

Since, for real $$x$$, $$\cosh x$$ is always positive, the singularities must occur when

$$\cosh \left( 2(\mu_1^{(0)} u - \eta_1^{(0)}) \right) = 0 \quad \text{and} \quad \cosh \left( 2(\mu_2^{(0)} v - \eta_2^{(0)}) \right) = 0,$$
as $u$ and $v$ are independent.

In the complex plane, there are infinitely many solutions to these equations, but the nearest singularities to the interval $[-1, 1]$ are at $z_1, \overline{z_1}$ and $z_2, \overline{z_2}$, where

$$z_1 := a_1 + ib_1 \quad \text{and} \quad z_2 := a_2 + ib_2$$

with

$$a_1 = \frac{\eta_1^{(0)}}{\mu_1^{(0)}}, \quad b_1 = \frac{\pi}{4\mu_1^{(0)}}, \quad a_2 = \frac{\eta_2^{(0)}}{\mu_2^{(0)}}, \quad b_2 = \frac{\pi}{4\mu_2^{(0)}}.$$ 

Based on the one dimensional iterated sinh transformation it is reasonable to apply the sinh transformation again and define an iterated sinh transformation by letting

$$u = a_1 + b_1 \sinh(\mu_1^{(1)} p - \eta_1^{(1)}) \quad (19)$$

and

$$v = a_2 + b_2 \sinh(\mu_2^{(1)} q - \eta_2^{(1)}) \quad (20)$$

where

$$\mu_1^{(1)} = \frac{1}{2} \left[ \arcsinh \left( \frac{1 + a_1}{b_1} \right) + \arcsinh \left( \frac{1 - a_1}{b_1} \right) \right] \quad (21)$$

and

$$\eta_1^{(1)} = \frac{1}{2} \left[ \arcsinh \left( \frac{1 + a_1}{b_1} \right) - \arcsinh \left( \frac{1 - a_1}{b_1} \right) \right] \quad (22)$$
with similar expressions for $\mu_2^{(1)}$ and $\eta_2^{(1)}$ where $a_1$ and $b_1$ are replaced by $a_2$ and $b_2$, respectively. After the second sinh transformation, the integral $I_{1,i}(\alpha)$ is now

$$I_{1,i}(\alpha) = \frac{b^2\pi^2 \mu_1^{(1)} \mu_2^{(1)}}{16} \int_{-1}^{1} \int_{-1}^{1} \phi_i(s(u(p)), t(v(q))) \times$$

$$\cosh\left(\frac{\pi}{4} \sinh(\mu_1^{(1)} p - \eta_1^{(1)}) \right) \cosh\left(\frac{\pi}{4} \sinh(\mu_2^{(1)} q - \eta_2^{(1)}) \right) \cosh(\mu_1^{(1)} p - \eta_1^{(1)}) \cosh(\mu_2^{(1)} q - \eta_2^{(1)})$$

$$\sqrt{\left[\frac{12}{\pi} \left( \cosh(\frac{\pi}{2} \sinh(\mu_1^{(1)} p - \eta_1^{(1)})) + \cosh(\frac{\pi}{2} \sinh(\mu_2^{(1)} p - \eta_2^{(1)})) \right) \right]}^\alpha dq dp.$$

(23)

From the point of view of numerical integration, this second transformation has the effect of clustering the integration points nearer to the singularity and hence better capturing the spiked behaviour of the nearly singular integrand.

The original sinh transformation, as proposed in [13] and resulting in equation (17) will, from now on, be referred to as “one iteration” of the sinh transformation. The second sinh transformation, resulting in equation (23), will be referred to as “two iterations” of the sinh transformation. Finally, untransformed Gaussian quadrature will be referred to as “zero iterations” of the sinh transformation.
3.2 Relative Error

The techniques described above are compared in terms of the Relative Error, defined by

\[
\text{Relative Error} = \left| \frac{I_{\text{approximate}} - I_{\text{exact}}}{I_{\text{exact}}} \right|
\]  

(24)

where \( I_{\text{approximate}} \) and \( I_{\text{exact}} \) are the approximate and ‘exact’ values, respectively, of the integral under consideration. The integral \( I_{\text{exact}} \) is evaluated using MATLAB or MAPLE, as discussed in Section 2.5.

4 Results

4.1 Example 1

Integrals of the form \( I_{1,i}(\alpha) \) (equation (3)) are evaluated using the Telles, Log-L\(_1\) and polar methods as well as with zero (that is, straight Gaussian quadrature), one and two iterations of the sinh transformation, as detailed in the previous section. Values of Relative Error are found for each of these methods, where the number of Gaussian integration points, NP, is the same in both the \(s\) and \(t\) directions. The integrals are evaluated for each basis function \(\phi_1\) to \(\phi_9\), for values of \(s_0\) and \(t_0\) in \([0, 1)\), for \(b = 0.1, 0.01, 0.001, 0.0001\) and 0.00001 with \(\alpha = 3\) and \(\alpha = 5\). Since the Log-L\(_1\) and polar methods require
splitting the square into four triangles each requiring Gaussian quadrature, these two methods are compared using NP/2×NP/2 integration points in each subregion (note that it is assumed that NP is even).

Example plots are shown in Figure 1, where Relative Error is plotted against $s_0 \in [0,0.9]$ for values of $t_0$ each 0.1 from 0 to 0.9. In each case $b=0.0001$, $\alpha = 3$ (left column) and $\alpha = 5$ (right column) and basis function $\phi_5$ is used. Results using one and two iterations of the sinh transformation were obtained with NP=20 and the results for the Log-L$_1$ method were obtained with NP=10. A comparison of the six graphs shows that the Relative Error for the Log-L$_1$ method is generally lower than for one iteration of the sinh transformation. However, after two iterations of the sinh transformation Relative Errors are at least one order of magnitude smaller than either of the other two methods for $\alpha = 3$ and two orders of magnitude smaller for $\alpha = 5$. Interestingly, the Log-L$_1$ method shows the smoothest variation of Relative Error with $s_0$ of the three methods shown.

In order to quantify these differences, the data are summarised using a geometric mean $\bar{g}$ and a geometric standard deviation $\sigma_g$, via the notation $\bar{g} \div \sigma_g [12, 13]$, as the Relative Error is best presented on a log scale. These quantities are calculated so that the two values reflect the ability of a
particular method to approximate $I_{1,i}(\alpha)$ over all the nearly singular points $(s_0, t_0) \in [0, 1) \times [0, 1)$.

Relative Errors are calculated for particular values of $b$ and NP for each basis function at each 0.1 increment for both $s_0$ and $t_0$ in $[0, 1)$ (i.e., 100 points). Due to the symmetry of the basis functions, $\phi_2(s, t) = \phi_4(t, s)$, $\phi_3(s, t) = \phi_7(t, s)$ and $\phi_6(s, t) = \phi_8(t, s)$, the means and standard deviations of the Relative Errors over $[0, 1) \times [0, 1)$ will be the same for these pairs of basis functions.

Table 2 summarises the geometric mean and standard deviation of the Relative Error in evaluating integral $I_{1,i}(3)$, for each basis function with $(s_0, t_0) \in [0, 1) \times [0, 1)$ and over all basis functions, with $b = 0.0001$. The number of points NP, used for the Gaussian quadrature, is indicated after the method name. Table 3 summarises the same information for the integral $I_{1,i}(5)$.

From Table 2 it can be seen that the geometric means of the Relative Errors for one and two iterations of the sinh transformation and the Log-$L_1$ transformation for the integral $I_{1,5}(3)$, plotted in Figure 1 (a), (c) and (e), are $4.0 \times 10^{-3}$, $1.1 \times 10^{-4}$ and $5.9 \times 10^{-3}$, respectively, indicating that two iterations of the sinh transformation are overall about 40 times more
accurate than one iteration of the sinh transformation and about 60 times more accurate than the Log-L transformation. Also, from Table 3, the geometric means of the Relative Error for the same methods applied to the integral $I_{1,5}(5)$, from Figure 1 (b), (d) and (f), are $7.2 \times 10^{-2}$, $1.2 \times 10^{-5}$ and $3.3 \times 10^{-2}$, respectively. In this case, two iterations of the sinh transformation give Relative Errors three orders of magnitude lower than the other two cases. Interestingly, for two iterations of the sinh transformation, the Relative Errors for $I_{1,i}(5)$ are lower than those for the integral $I_{1,i}(3)$ for each basis function.

Tables 4 and 5 summarise the Relative Error over all basis functions and all nearly singular points at various values of $b$ for the integrals $I_{1,i}(3)$ and $I_{1,i}(5)$, respectively, with $NP = 20$ or $10$, as indicated. It can be seen in both cases that using two iterations of the sinh transformation is clearly superior to any other choice of the integration technique. Again, this transformation is more accurate for $I_{1,i}(5)$ than for $I_{1,i}(3)$.

Finally, Figure 2 shows the Relative Error plotted against $b$ at the point $(s_0, t_0) = (0.5, 0.5)$ for each of the six methods with basis function $\phi_5$ and NP = 20 or 10, as indicated, for $\alpha = 3$ (Figure 2(a)) and $\alpha = 5$ (Figure 2(b)). It can easily be seen that two iterations of the sinh transformation yields the
most accurate evaluation of the integrals. It is also the case that the smallest errors are obtained with $\alpha = 5$.

### 4.2 Example 2

As a second example, integrals of the form $I_{2A,i} (4)$, $I_{2B,i} (5)$, $I_{3A,i} (8)$ and $I_{3B,i} (9)$ are considered. The integrals $I_{2A,i}$ correspond to $\alpha = 1$, the integrals $I_{2B,i}$ and $I_{3A,i}$ correspond to $\alpha = 3$ and the integrals $I_{3B,i}$ correspond to $\alpha = 5$. All integrals are evaluated using one or two iterations of the sinh transformation as well as the Telles, Log-$L_1$ and $L_1^{-1/5}$ methods. Straightforward Gaussian quadrature (zero iterations) was not considered since, for these types of integrals, large numbers of Gaussian points are required, especially for small values of $b$.

Table 6 summarises the Relative Errors for the integral $I_{3A,i}$ of the particular form

$$I_{3A,i,x} = \int_{SPQ60} \phi_i \frac{\partial u^*}{\partial x} dS. \quad (25)$$

The integrals are evaluated using one and two iterations of the sinh transformation, as well as the Telles, Log-$L_1$ and $L_1^{-1/5}$ methods for NP=10 and 20 integration points. The results show that for NP=10, one iteration of the sinh transformation is generally sufficient, except for $b = 0.001$ when the $L_1^{-1/5}$
transformation is superior. However, for NP=20, two iterations of the sinh transformation provide the most accurate evaluation of the integrals, often by one order of magnitude or more. Note that since both of the integrals $I_{2B,i}$ and $I_{3A,i,x}$ behave like a nearly strongly singular integral with $\alpha = 3$, only results for the particular integral $I_{3A,i,x}$ have been shown. Similar results and comments apply to the integral $I_{2B,i}$.

Table 7 summarises a similar set of integral evaluations, this time for the integral

$$I_{3B,i,x} = \int_{SPQ60} \phi_i \frac{\partial q^*}{\partial x} dS.$$  \hspace{1cm} (26)

Recall that this integral behaves like a strongly singular integral with $\alpha = 5$. For this integral one iteration of the sinh transformation yields the most accurate evaluation for NP=10, followed by two iterations of the sinh transformation. However, when NP=20, two iterations of the sinh transformation yield Relative Errors up to two orders of magnitude smaller than the $L^{-1/5}$ transformation and three orders of magnitude smaller than one iteration of the sinh transformation and the Log-$L_1$ transformation.

For the sake of completeness, Table 8 summarises the Relative Errors for evaluating the integral $I_{2A,1}$ for $NP = 20$ or 10, as indicated. The table shows that one iteration of the sinh transformation is sufficient and using
two iterations actually decreases the accuracy of the approximate values dramatically as $b$ becomes smaller. In fact, for this integral, one iteration of the sinh transformation produces the most accurate approximations to the values of the integrals for the methods considered.

### 4.3 Comparison of Computational Efficiency

Table 9 compares the computational efficiency of the various methods in evaluating both the potential integral $I_{2A,1}$ and the flux integral $I_{3B,1,x}$ on the curved element SPQ60. These integrals were evaluated for a range of $b$ values using the minimum number of points required to produce a relative error of less than $10^{-6}$ (as presented previously [13]). It was found that, for a MacBook Pro laptop with a 2.6 GHz Intel Core i7 processor, the time taken to evaluate any particular integral is of the order of tens of microseconds or less. Hence, each integral was evaluated 10000 times and the CPU times required to evaluate the potential and flux integrals mentioned above are presented in Table 9.

For $b \leq 0.1$, the time taken by all the methods to evaluate one integral is between 10-20 microseconds, excluding Telles where large numbers of points are required for small $b$ values. Times of up to 35 microseconds per integral
are found for both iterations of the sinh transformation and the $L_1^{-1/5}$ method for $b = 0.003$ or $0.001$. However, for the flux integral $I_{3B,1}$, two iterations of the sinh transformation are evaluated more quickly than one iteration to achieve the same level of accuracy. This reflects the fact that the iterated sinh transformation is best suited to strongly nearly-singular integrals at small values of $b$.

5 Discussion

This work presents a number of methods that can be used to evaluate the nearly singular integrals which arise in the three dimensional boundary element method, when the source point is close to, but not on, the element of integration. In every case, the original (curved) element is mapped first to $[-1,1] \times [-1,1]$. All the methods (excluding conventional Gaussian quadrature and the polar method) use transformations of the variables involved in the integration. The Telles and iterative sinh methods differ from the other methods in that the transformations are applied in a simple product fashion to the integral, whereas the other methods are based on the polar method, which breaks the square at the point $x_s$, into (in general) four triangles.
These triangles are then mapped into $[-1,1] \times [-1,1]$ and transformations are applied to the angular and radial variables in each of the triangles.

Two types of examples are considered here: integrals on a flat element with large inverse powers of the radial variable and both potential and flux integrals on a curved element. For the integrals on a flat element, Relative Errors are calculated across 100 points in $[0,1) \times [0,1)$, for each basis function. A summary of these results is presented in Tables 2, 3, 4 and 5, where the geometric mean and standard deviation are given, for various values of $b$ and $NP$ over all basis functions. Calculations for the methods based on the polar method are performed using $NP/2 \times NP/2$ points, as indicated in brackets beside the method name, because these methods use four triangles and hence four times as many points (for non-edge source points) as do the other methods.

Tables 2 and 3 show that for the strongly singular integrals $I_{1,i}(3)$ and $I_{1,i}(5)$ two iterations of the sinh transformation produce superior results over all basis function for the given values of $b$. Further, as summarised in Tables 4 and 5, two iterations give the more accurate results averaged, in a geometrical sense, over all basis functions. The same observation applies for all values of $b$ considered for 20 Gaussian integration points. The reason for the superior
performance of two iterations of the sinh transformation lies in the fact that
this transformation clusters the integration points more strongly towards the
nearly singular point. Strongly singular integrals are characterised by an
“almost” Dirac–delta function–like behaviour with the integrand becoming
very large over a small subregion of the region of integration and more–
or–less zero elsewhere. Hence, to capture accurately this behaviour, more
integration points are required close to the nearly singular point.

For weakly singular integrals of the form discussed in [13] (i.e. with \( \alpha = 1 \))
it has already been shown that generally one iteration of the sinh transfor-
mation yields very accurate evaluations. It has also been shown previously
that one iteration of the sinh transformation is superior to two iterations for
nearly weakly singular one dimensional integrals [5]. A possible reason for
this is shown in Figure 3.

Figure 3 shows the position of the integration points (marked by ‘+’ signs)
for zero, one and two iterations of the sinh transformation and contour lines
for the function

\[
f(x, y) = \frac{\phi_5(x, y)}{(((x - 0.2)^2 + (y - 0.2)^2 + 0.01)^{\alpha/2}} \quad (27)
\]

for \( \alpha = 1 \) (a nearly weakly singular integral, left hand column) and \( \alpha = 3 \) (a
nearly strongly singular integral, right hand column). Each subfigure shows
the maximum value of the function $f(x, y)$ and its associated contours, spaced at 10% of this maximum value. From Figures 3(a) and 3(b) it can be seen that there are very few integration points near the peak of the function $f$ for zero iterations of the sinh transformation. In Figures 3(c) and 3(d), with one iteration of the sinh transformation, more integration points have moved under the peak of the function $f$. Hence, one iteration of the sinh transformation evaluates the integral more accurately. Finally, Figures 3(e) and 3(f) show that two iterations bring even more integration points under the peak of $f$. This is good for $\alpha = 3$ (Figure 3(f)) as more points are located where the function takes on larger values. However, it is not so good when $\alpha = 1$ (Figure 3(e)). Here there are too few points located outside the 10% contour to adequately sample the function at smaller function values, thus decreasing the accuracy of the integration procedure.

This behaviour is further borne out in Table 8 which summarises the evaluation of the integral $I_{2A,1}$ over the curved element SPQ60. The nearly weakly singular integral is evaluated most accurately by one iteration of the sinh transformation. Application of a further iteration only reduces this accuracy. For small values of $b$, it is interesting to note (although it is not shown here) that doubling the number of integration points from 10 to 20
in each coordinate direction improves the accuracy by about three orders of magnitude for all transformation methods, except the Telles and $L^{-1/5}$ transformations. Given the results previously presented in [13], integrals of the form $I_{1,i}(1)$ were not considered here as one iteration of the sinh transformation yields more accurate results than two iterations.

From Table 6 it is observed that, when using 10 Gaussian integration points, the Log-$L_1$, $L^{-1/5}$ (both with 5 integration points) and one iteration of the sinh transformation give similar levels of accuracy when evaluating the integral $I_{3A,1,b}(x)$ (an integral with a near singularity of order $\alpha = 3$) for all $b$ values considered. For larger $b$, two iterations of the sinh transformation generally perform worse or no better than one iteration. However, when the number of integration points is doubled in each coordinate direction, using two iterations of the sinh transformation decreases the Relative Error by about two orders of magnitude, whereas the other methods show little improvement, especially at small $b$ values. The reasons for this are again due to the placement of the integration points with the different transformations.

Similar observations can be made for the integral $I_{3B,i,b}(x)$ (an integral with a near singularity of order $\alpha = 5$) (Table 7); however, when doubling the number of integration points, the accuracy of two iterations of the sinh trans-
formation is improved by up to four orders of magnitude. Improvements in the other methods are also observed, especially at larger $b$ values, but not at the more important small values of $b$.

A consequence of the above observation is also borne out in Table 9. For the more strongly nearly-singular integral $I_{3B,i,x}$, computation times are less than those required for the integral $I_{2A,i}$ with two iterations of the sinh transformation. Also, one iteration of the sinh transformation requires more CPU time to evaluate the integral $I_{3B,i,x}$ than two iterations of the sinh transformation.

6 Conclusions

This paper has presented a comparison of a number of different methods for evaluating the nearly strongly singular flux integrals which must be calculated as part of an implementation of the three dimensional boundary element method. These integrals become nearly singular when the distance $b$, between the source point and the element over which the integration is performed, becomes small in relation to the size of the element. Nearly weakly singular potential integrals were also considered for the sake of completeness.
It has been shown that when \( b \geq 1 \) either one iteration of the sinh transformation or the Telles method works effectively for the nearly strongly singular integrals. As the value of \( b \) decreases it is generally the case that one or two iterations of the sinh transformation yield the most accurate evaluations of the integrals. Further, when the number of integration points is doubled, errors obtained using two iterations of the sinh transformation are further reduced, whereas error levels for the other methods remain similar. However, for the nearly weakly singular integrals, one iteration of the sinh transformation is superior to two iterations.

Final conclusions are therefore that, given its ease of implementation and its ability to produce very low Relative Errors across the full range of values of \( b \) for both potential and flux integrals, the sinh transformation method should be used to evaluate all nearly singular integrals. For the nearly weakly singular integrals, one iteration is sufficient but for the nearly strongly singular integrals, two iterations are required. Lastly, for small values of \( b \) it is recommended that a larger number (say 20) Gaussian points be used with two iterations of the sinh transformation.

Studies of the form presented here raise questions related to error estimates. So far the authors have published error estimates for two dimensional
Gaussian quadrature (zero iterations of the sinh transformation) [6]. Error estimates for the iterated sinh transformation for two dimensional integrals is an area of ongoing research.
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Captions

**Table 1:** The nine bi-quadratic basis functions.

**Table 2:** Table of geometric means and standard deviations of the Relative Error for the integral $I_{1,i}(3)$ for $b = 0.0001$, for each basis function and evaluation method, using 10 or 20 Gaussian integration points as indicated.

**Table 3:** Table of geometric means and standard deviations of the Relative Error for the integral $I_{1,i}(5)$ for $b = 0.0001$, for each basis function and evaluation method, using 10 or 20 Gaussian integration points as indicated.

**Table 4:** Table of geometric means and standard deviations of the Relative Error for the integral $I_{3A,1,x}$ for 10 or 20 Gaussian integration points as indicated, over all basis functions, for various values of $b$, for each evaluation method.

**Table 5:** Table of geometric means and standard deviations of the Relative Error for the integral $I_{3A,1,x}$ for 10 or 20 Gaussian integration points as indicated, over all basis functions, for various values of $b$, for each evaluation method.

**Table 6:** Table of Relative Errors for the basis function $\phi_1$ found when evaluating the integral $I_{3A,1,x}$ on the curved element SPQ60, for a range of $b$ values and a number of different evaluation methods with 10 or 20 Gaussian integration points.
integration points as indicated.

**Table 7:** Table of Relative Errors for the basis function \( \phi_1 \) found when evaluating the integral \( I_{3B,1,x} \) on the curved element SPQ60, for a range of \( b \) values and a number of different evaluation methods with 10 or 20 Gaussian integration points as indicated.

**Table 8:** Table of Relative Errors for the basis function \( \phi_1 \) found when evaluating the integral \( I_{2A,1} \) on the curved element SPQ60, for a range of \( b \) values and a number of different evaluation methods.

**Table 9:** Table of the times (in seconds) to make 10000 evaluations of the potential integral \( I_{2A,1} \) and the flux integral \( I_{3A,1,x} \), on the curved element SPQ60, for various methods and for various values of \( b \).

**Figure 1:** Plot of Relative Error as \( s_0 \) varies between 0 and 0.9 for values of \( t_0 \) between 0 and 0.9 in steps of 0.1 for the indicated solution methods with NP=20 in (a), (b), (c) and (d) and NP=10 in (e) and (f) and \( b = 0.0001 \) using the basis function \( \phi_5 \) in the evaluation of the integrals \( I_{1,5}(3) \) (left hand column) and \( I_{1,5}(5) \) (right hand column).

**Figure 2:** Plot of Relative Error versus \( b \) for various methods for evaluating the integrals (a) \( I_{1,5}(3) \) and (b) \( I_{1,5}(5) \) at the point (0.5,0.5) with NP=10 or 20 as indicated.
Figure 3: Combined plot of Gaussian integration points (‘+’) and contours of the function $f(x, y)$, given by equation (27), for various numbers of iterations of the sinh transformation and for nearly weakly singular ($\alpha = 1$) and nearly strongly singular ($\alpha = 3$) integrals. The level of the outermost contour is 10% of the maximum value of the function.
(a) Iteration 1 ($\alpha = 3$) (b) Iteration 1 ($\alpha = 5$)

(c) Iteration 2 ($\alpha = 3$) (d) Iteration 2 ($\alpha = 5$)

(e) Log-L1 Method ($\alpha = 3$) (f) Log-L1 Method ($\alpha = 5$)
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(b) $\alpha = 5$
Figure 3:
<table>
<thead>
<tr>
<th>$i$</th>
<th>$\phi_i(s, t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\frac{1}{2} s(s - 1) t(t - 1)$</td>
</tr>
<tr>
<td>2</td>
<td>$\frac{1}{2} (1 - s^2) t(t - 1)$</td>
</tr>
<tr>
<td>3</td>
<td>$\frac{1}{4} s(s + 1) t(t - 1)$</td>
</tr>
<tr>
<td>4</td>
<td>$\frac{1}{2} s(s - 1) (1 - t^2)$</td>
</tr>
<tr>
<td>5</td>
<td>$(1 - s^2)(1 - t^2)$</td>
</tr>
<tr>
<td>6</td>
<td>$\frac{1}{2} s(s + 1)(1 - t^2)$</td>
</tr>
<tr>
<td>7</td>
<td>$\frac{1}{4} s(s - 1) t(t + 1)$</td>
</tr>
<tr>
<td>8</td>
<td>$\frac{1}{2} (1 - s^2) t(t + 1)$</td>
</tr>
<tr>
<td>9</td>
<td>$\frac{1}{4} s(s + 1) t(t + 1)$</td>
</tr>
</tbody>
</table>

**Table 1:**
## Table 2:

<table>
<thead>
<tr>
<th>$\phi_i$</th>
<th>Telles(20)</th>
<th>Log-L$_1$(10)</th>
<th>Polar(10)</th>
<th>Iteration 0(20)</th>
<th>Iteration 1(20)</th>
<th>Iteration 2(20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$3.1 \times 10^{-1}$</td>
<td>$2.1 \times 10^{-3}$</td>
<td>$1.9 \times 10^{-1}$</td>
<td>$4.9 \times 10^{-1}$</td>
<td>$2.1 \times 10^{-3}$</td>
<td>$2.0 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>$\div 15.2$</td>
<td>$\div 8.2$</td>
<td>$\div 40.9$</td>
<td>$\div 5.4$</td>
<td>$\div 5.2$</td>
<td>$\div 8.7$</td>
</tr>
<tr>
<td>2,4</td>
<td>$5.3 \times 10^{-1}$</td>
<td>$2.6 \times 10^{-3}$</td>
<td>$4.0 \times 10^{-1}$</td>
<td>$6.4 \times 10^{-1}$</td>
<td>$2.5 \times 10^{-3}$</td>
<td>$1.2 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>$\div 7.8$</td>
<td>$\div 11.1$</td>
<td>$\div 13.6$</td>
<td>$\div 3.9$</td>
<td>$\div 5.5$</td>
<td>$\div 5.6$</td>
</tr>
<tr>
<td>3,7</td>
<td>$2.9 \times 10^{-1}$</td>
<td>$1.8 \times 10^{-3}$</td>
<td>$1.8 \times 10^{-1}$</td>
<td>$4.4 \times 10^{-1}$</td>
<td>$1.9 \times 10^{-3}$</td>
<td>$1.8 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>$\div 16.9$</td>
<td>$\div 11.8$</td>
<td>$\div 43.0$</td>
<td>$\div 6.1$</td>
<td>$\div 6.0$</td>
<td>$\div 7.2$</td>
</tr>
<tr>
<td>5</td>
<td>$1.0 \times 10^{+00}$</td>
<td>$5.9 \times 10^{-3}$</td>
<td>$9.6 \times 10^{-1}$</td>
<td>$9.9 \times 10^{-1}$</td>
<td>$4.0 \times 10^{-3}$</td>
<td>$1.1 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>$\div 1.5$</td>
<td>$\div 1.3$</td>
<td>$\div 1.0$</td>
<td>$\div 1.0$</td>
<td>$\div 3.2$</td>
<td>$\div 5.0$</td>
</tr>
<tr>
<td>6,8</td>
<td>$5.3 \times 10^{-1}$</td>
<td>$2.6 \times 10^{-3}$</td>
<td>$4.0 \times 10^{-1}$</td>
<td>$6.4 \times 10^{-1}$</td>
<td>$2.5 \times 10^{-3}$</td>
<td>$1.3 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>$\div 7.8$</td>
<td>$\div 11.1$</td>
<td>$\div 13.6$</td>
<td>$\div 3.9$</td>
<td>$\div 5.5$</td>
<td>$\div 5.1$</td>
</tr>
<tr>
<td>9</td>
<td>$2.7 \times 10^{-1}$</td>
<td>$1.6 \times 10^{-3}$</td>
<td>$1.6 \times 10^{-1}$</td>
<td>$4.0 \times 10^{-1}$</td>
<td>$1.8 \times 10^{-3}$</td>
<td>$1.7 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>$\div 18.7$</td>
<td>$\div 16.0$</td>
<td>$\div 52.4$</td>
<td>$\div 6.8$</td>
<td>$\div 6.9$</td>
<td>$\div 5.3$</td>
</tr>
<tr>
<td>$\phi_i$</td>
<td>Telles(20)</td>
<td>Log-L$_1$(10)</td>
<td>Polar(10)</td>
<td>Iteration 0(20)</td>
<td>Iteration 1(20)</td>
<td>Iteration 2(20)</td>
</tr>
<tr>
<td>----------</td>
<td>------------</td>
<td>---------------</td>
<td>-----------</td>
<td>-----------------</td>
<td>-----------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>1</td>
<td>9.7×10$^{-1}$</td>
<td>2.3×10$^{-2}$</td>
<td>9.1×10$^{-1}$</td>
<td>9.7×10$^{-1}$</td>
<td>6.7×10$^{-2}$</td>
<td>2.5×10$^{-5}$</td>
</tr>
<tr>
<td></td>
<td>$\div$ 1.6</td>
<td>$\div$ 3.5</td>
<td>$\div$ 2.3</td>
<td>$\div$ 1.3</td>
<td>$\div$ 2.2</td>
<td>$\div$ 7.6</td>
</tr>
<tr>
<td>2.4</td>
<td>1.0×10$^{+00}$</td>
<td>2.9×10$^{-2}$</td>
<td>1.0×10$^{+00}$</td>
<td>1.0×10$^{+00}$</td>
<td>7.0×10$^{-2}$</td>
<td>1.8×10$^{-5}$</td>
</tr>
<tr>
<td></td>
<td>$\div$ 1.2</td>
<td>$\div$ 1.6</td>
<td>$\div$ 1.0</td>
<td>$\div$ 1.0</td>
<td>$\div$ 2.0</td>
<td>$\div$ 4.9</td>
</tr>
<tr>
<td>3.7</td>
<td>9.7×10$^{-1}$</td>
<td>2.3×10$^{-2}$</td>
<td>9.1×10$^{-1}$</td>
<td>9.7×10$^{-1}$</td>
<td>6.7×10$^{-2}$</td>
<td>2.5×10$^{-5}$</td>
</tr>
<tr>
<td></td>
<td>$\times$ 1.6</td>
<td>$\times$ 3.5</td>
<td>$\times$ 2.3</td>
<td>$\div$ 1.3</td>
<td>$\times$ 2.2</td>
<td>$\times$ 7.6</td>
</tr>
<tr>
<td>5</td>
<td>1.0×10$^{+00}$</td>
<td>3.3×10$^{-2}$</td>
<td>1.0×10$^{+00}$</td>
<td>1.0×10$^{+00}$</td>
<td>7.2×10$^{-2}$</td>
<td>1.2×10$^{-5}$</td>
</tr>
<tr>
<td></td>
<td>$\div$ 1.2</td>
<td>$\div$ 1.1</td>
<td>$\div$ 1.0</td>
<td>$\div$ 1.0</td>
<td>$\div$ 2.0</td>
<td>$\div$ 2.6</td>
</tr>
<tr>
<td>6.8</td>
<td>9.7×10$^{-1}$</td>
<td>2.3×10$^{-2}$</td>
<td>9.1×10$^{-1}$</td>
<td>9.7×10$^{-1}$</td>
<td>6.7×10$^{-2}$</td>
<td>2.5×10$^{-5}$</td>
</tr>
<tr>
<td></td>
<td>$\times$ 1.6</td>
<td>$\times$ 3.5</td>
<td>$\times$ 2.3</td>
<td>$\div$ 1.3</td>
<td>$\times$ 2.2</td>
<td>$\times$ 7.6</td>
</tr>
<tr>
<td>9</td>
<td>9.7×10$^{-1}$</td>
<td>2.3×10$^{-2}$</td>
<td>9.1×10$^{-1}$</td>
<td>9.7×10$^{-1}$</td>
<td>6.7×10$^{-2}$</td>
<td>2.5×10$^{-5}$</td>
</tr>
<tr>
<td></td>
<td>$\div$ 1.6</td>
<td>$\div$ 3.5</td>
<td>$\div$ 2.3</td>
<td>$\div$ 1.3</td>
<td>$\div$ 2.2</td>
<td>$\div$ 7.6</td>
</tr>
</tbody>
</table>

Table 3:
<table>
<thead>
<tr>
<th>$b$</th>
<th>Telles(20)</th>
<th>Log-L$_1$(10)</th>
<th>Polar(10)</th>
<th>Iteration 0(20)</th>
<th>Iteration 1(20)</th>
<th>Iteration 2(20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>$1.7\times10^{-7}$</td>
<td>$4.9\times10^{-6}$</td>
<td>$1.2\times10^{-3}$</td>
<td>$1.5\times10^{-2}$</td>
<td>$1.6\times10^{-9}$</td>
<td>$7.5\times10^{-10}$</td>
</tr>
<tr>
<td></td>
<td>$\times5.1$</td>
<td>$\div2.8$</td>
<td>$\times6.5$</td>
<td>$\div2.8$</td>
<td>$\div5.1$</td>
<td>$\div5.7$</td>
</tr>
<tr>
<td>0.01</td>
<td>$2.4\times10^{-2}$</td>
<td>$2.0\times10^{-5}$</td>
<td>$3.4\times10^{-2}$</td>
<td>$3.7\times10^{-1}$</td>
<td>$8.0\times10^{-6}$</td>
<td>$1.4\times10^{-6}$</td>
</tr>
<tr>
<td></td>
<td>$\times5.0$</td>
<td>$\times7.0$</td>
<td>$\times9.0$</td>
<td>$\div4.0$</td>
<td>$\div5.3$</td>
<td>$\times4.4$</td>
</tr>
<tr>
<td>0.001</td>
<td>$3.4\times10^{-1}$</td>
<td>$5.1\times10^{-4}$</td>
<td>$2.8\times10^{-1}$</td>
<td>$5.2\times10^{-1}$</td>
<td>$3.9\times10^{-4}$</td>
<td>$3.8\times10^{-5}$</td>
</tr>
<tr>
<td></td>
<td>$\times7.7$</td>
<td>$\div8.1$</td>
<td>$\times9.1$</td>
<td>$\div5.2$</td>
<td>$\div5.0$</td>
<td>$\div4.0$</td>
</tr>
<tr>
<td>0.0001</td>
<td>$4.3\times10^{-1}$</td>
<td>$2.4\times10^{-3}$</td>
<td>$3.1\times10^{-1}$</td>
<td>$5.7\times10^{-1}$</td>
<td>$2.4\times10^{-3}$</td>
<td>$1.5\times10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>$\times10.6$</td>
<td>$\times10.2$</td>
<td>$\times22.5$</td>
<td>$\times4.6$</td>
<td>$\div5.5$</td>
<td>$\times6.0$</td>
</tr>
<tr>
<td>0.00001</td>
<td>$4.3\times10^{-1}$</td>
<td>$6.7\times10^{-3}$</td>
<td>$2.5\times10^{-1}$</td>
<td>$5.7\times10^{-1}$</td>
<td>$8.1\times10^{-3}$</td>
<td>$5.2\times10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>$\times11.0$</td>
<td>$\times6.6$</td>
<td>$\times42.7$</td>
<td>$\times4.6$</td>
<td>$\div5.9$</td>
<td>$\times3.8$</td>
</tr>
</tbody>
</table>

Table 4:
<table>
<thead>
<tr>
<th>$b$</th>
<th>Telles(20)</th>
<th>Log-L$_1$(10)</th>
<th>Polar(10)</th>
<th>Iteration 0(20)</th>
<th>Iteration 1(20)</th>
<th>Iteration 2(20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.4×10$^{-6}$</td>
<td>1.2×10$^{-5}$</td>
<td>9.5×10$^{-3}$</td>
<td>6.9×10$^{-2}$</td>
<td>2.3×10$^{-7}$</td>
<td>2.8×10$^{-10}$</td>
</tr>
<tr>
<td></td>
<td>÷ 4.4</td>
<td>÷ 2.8</td>
<td>÷ 2.0</td>
<td>÷ 2.6</td>
<td>÷ 4.4</td>
<td>÷ 4.1</td>
</tr>
<tr>
<td>0.01</td>
<td>1.6×10$^{-1}$</td>
<td>2.0×10$^{-3}$</td>
<td>4.8×10$^{-2}$</td>
<td>8.6×10$^{-1}$</td>
<td>6.5×10$^{-4}$</td>
<td>3.2×10$^{-7}$</td>
</tr>
<tr>
<td></td>
<td>÷ 2.7</td>
<td>÷ 1.5</td>
<td>÷ 3.6</td>
<td>÷ 1.3</td>
<td>÷ 2.5</td>
<td>÷ 5.4</td>
</tr>
<tr>
<td>0.001</td>
<td>9.5×10$^{-1}$</td>
<td>6.7×10$^{-3}$</td>
<td>8.4×10$^{-1}$</td>
<td>9.8×10$^{-1}$</td>
<td>1.4×10$^{-2}$</td>
<td>3.7×10$^{-6}$</td>
</tr>
<tr>
<td></td>
<td>÷ 1.8</td>
<td>÷ 1.8</td>
<td>÷ 1.6</td>
<td>÷ 1.2</td>
<td>÷ 2.8</td>
<td>÷ 9.2</td>
</tr>
<tr>
<td>0.0001</td>
<td>1.0×10$^0$</td>
<td>2.6×10$^{-2}$</td>
<td>9.6×10$^{-1}$</td>
<td>9.9×10$^{-1}$</td>
<td>6.9×10$^{-2}$</td>
<td>2.0×10$^{-5}$</td>
</tr>
<tr>
<td></td>
<td>÷ 1.4</td>
<td>÷ 2.5</td>
<td>÷ 1.8</td>
<td>÷ 1.2</td>
<td>÷ 2.1</td>
<td>÷ 5.8</td>
</tr>
<tr>
<td>0.00001</td>
<td>9.8×10$^{-1}$</td>
<td>6.8×10$^{-3}$</td>
<td>9.5×10$^{-1}$</td>
<td>9.9×10$^{-1}$</td>
<td>1.5×10$^{-1}$</td>
<td>5.4×10$^{-5}$</td>
</tr>
<tr>
<td></td>
<td>÷ 1.4</td>
<td>÷ 4.2</td>
<td>÷ 2.0</td>
<td>÷ 1.2</td>
<td>÷ 2.6</td>
<td>÷ 5.1</td>
</tr>
</tbody>
</table>

Table 5:
<table>
<thead>
<tr>
<th>Integral</th>
<th>$b$</th>
<th>Telles(10)</th>
<th>Log-L$_1$(5)</th>
<th>L$^{-1/5}$(5)</th>
<th>Iteration 1(10)</th>
<th>Iteration 2(10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{3A,x}$</td>
<td>10</td>
<td>1.7431×10$^{-13}$</td>
<td>4.1788×10$^{-5}$</td>
<td>4.7961×10$^{-6}$</td>
<td>8.1198×10$^{-14}$</td>
<td>5.0528×10$^{-14}$</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>8.7514×10$^{-15}$</td>
<td>8.8536×10$^{-5}$</td>
<td>2.6482×10$^{-4}$</td>
<td>9.8333×10$^{-14}$</td>
<td>1.2915×10$^{-11}$</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.0735×10$^{-10}$</td>
<td>2.8448×10$^{-5}$</td>
<td>1.9485×10$^{-3}$</td>
<td>3.2292×10$^{-10}$</td>
<td>2.5557×10$^{-7}$</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>1.4505×10$^{-6}$</td>
<td>1.7843×10$^{-4}$</td>
<td>8.2978×10$^{-3}$</td>
<td>3.0703×10$^{-7}$</td>
<td>6.2979×10$^{-5}$</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>6.0415×10$^{-4}$</td>
<td>8.7729×10$^{-4}$</td>
<td>1.8437×10$^{-2}$</td>
<td>7.1078×10$^{-5}$</td>
<td>7.713×10$^{-4}$</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>2.3479×10$^{-2}$</td>
<td>1.0892×10$^{-3}$</td>
<td>8.2145×10$^{-3}$</td>
<td>2.5949×10$^{-3}$</td>
<td>1.1681×10$^{-3}$</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>3.7817×10$^{-2}$</td>
<td>1.9475×10$^{-2}$</td>
<td>3.2038×10$^{-3}$</td>
<td>6.3656×10$^{-3}$</td>
<td>1.1911×10$^{-3}$</td>
</tr>
<tr>
<td></td>
<td>0.003</td>
<td>4.7819×10$^{-1}$</td>
<td>3.1602×10$^{-2}$</td>
<td>5.5507×10$^{-3}$</td>
<td>3.4189×10$^{-4}$</td>
<td>5.9140×10$^{-5}$</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>7.1627×10$^{-1}$</td>
<td>2.2359×10$^{-3}$</td>
<td>2.5207×10$^{-3}$</td>
<td>3.7283×10$^{-3}$</td>
<td>5.517×10$^{-3}$</td>
</tr>
</tbody>
</table>

Table 6:
<table>
<thead>
<tr>
<th>Integral</th>
<th>$b$</th>
<th>Telles(10)</th>
<th>Log-$L_1$(5)</th>
<th>$L^{-1/5}$(5)</th>
<th>Iteration 1(10)</th>
<th>Iteration 2(10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{3B,1,x}$</td>
<td>10</td>
<td>$3.3123 \times 10^{-11}$</td>
<td>$2.4413 \times 10^{-5}$</td>
<td>$2.9952 \times 10^{-6}$</td>
<td>$3.3049 \times 10^{-11}$</td>
<td>$3.2936 \times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$1.1585 \times 10^{-13}$</td>
<td>$1.1342 \times 10^{-4}$</td>
<td>$9.9254 \times 10^{-5}$</td>
<td>$2.4271 \times 10^{-14}$</td>
<td>$3.6395 \times 10^{-12}$</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>$1.3607 \times 10^{-9}$</td>
<td>$1.3558 \times 10^{-3}$</td>
<td>$2.0562 \times 10^{-3}$</td>
<td>$1.6096 \times 10^{-9}$</td>
<td>$4.2631 \times 10^{-7}$</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>$4.1983 \times 10^{-6}$</td>
<td>$3.0214 \times 10^{-3}$</td>
<td>$1.6505 \times 10^{-3}$</td>
<td>$2.7201 \times 10^{-6}$</td>
<td>$2.6417 \times 10^{-5}$</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>$5.3330 \times 10^{-4}$</td>
<td>$5.5639 \times 10^{-3}$</td>
<td>$1.7007 \times 10^{-3}$</td>
<td>$2.9927 \times 10^{-4}$</td>
<td>$3.9747 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>$1.9774 \times 10^{-2}$</td>
<td>$2.3587 \times 10^{-2}$</td>
<td>$1.7770 \times 10^{-2}$</td>
<td>$6.1684 \times 10^{-3}$</td>
<td>$1.0998 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>$3.3880 \times 10^{-1}$</td>
<td>$5.5849 \times 10^{-2}$</td>
<td>$5.1134 \times 10^{-4}$</td>
<td>$2.0069 \times 10^{-2}$</td>
<td>$5.327 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>0.003</td>
<td>$7.9890 \times 10^{-1}$</td>
<td>$5.6386 \times 10^{-2}$</td>
<td>$6.0018 \times 10^{-2}$</td>
<td>$3.9846 \times 10^{-2}$</td>
<td>$1.1033 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>$6.7698 \times 10^{-1}$</td>
<td>$2.1793 \times 10^{-1}$</td>
<td>$1.0631 \times 10^{-1}$</td>
<td>$5.3260 \times 10^{-3}$</td>
<td>$2.8335 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

Table 7:
<table>
<thead>
<tr>
<th>Integral</th>
<th>$b$</th>
<th>Telles(20)</th>
<th>Log-L$_1$(10)</th>
<th>L$^{-1/5}$(10)</th>
<th>Iteration 1(20)</th>
<th>Iteration 2(20)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{2A,1}$</td>
<td>10</td>
<td>$1.9085 \times 10^{-14}$</td>
<td>$1.3635 \times 10^{-11}$</td>
<td>$1.3633 \times 10^{-11}$</td>
<td>$1.9085 \times 10^{-14}$</td>
<td>$1.8388 \times 10^{-14}$</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$6.8774 \times 10^{-15}$</td>
<td>$2.1604 \times 10^{-11}$</td>
<td>$1.8548 \times 10^{-11}$</td>
<td>$7.8152 \times 10^{-15}$</td>
<td>$8.2841 \times 10^{-15}$</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>$1.1603 \times 10^{-14}$</td>
<td>$4.7961 \times 10^{-11}$</td>
<td>$9.4826 \times 10^{-11}$</td>
<td>$1.0210 \times 10^{-14}$</td>
<td>$8.2379 \times 10^{-15}$</td>
</tr>
<tr>
<td></td>
<td>0.3</td>
<td>$1.6959 \times 10^{-14}$</td>
<td>$2.1548 \times 10^{-8}$</td>
<td>$4.5478 \times 10^{-7}$</td>
<td>$2.0115 \times 10^{-14}$</td>
<td>$1.3571 \times 10^{-11}$</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>$6.0008 \times 10^{-10}$</td>
<td>$7.8896 \times 10^{-7}$</td>
<td>$4.3975 \times 10^{-6}$</td>
<td>$1.1522 \times 10^{-11}$</td>
<td>$2.6816 \times 10^{-8}$</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>$7.0469 \times 10^{-7}$</td>
<td>$9.7374 \times 10^{-6}$</td>
<td>$6.3698 \times 10^{-4}$</td>
<td>$2.6839 \times 10^{-9}$</td>
<td>$8.3058 \times 10^{-6}$</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>$2.0531 \times 10^{-5}$</td>
<td>$2.4049 \times 10^{-5}$</td>
<td>$8.6511 \times 10^{-3}$</td>
<td>$2.6098 \times 10^{-8}$</td>
<td>$1.0875 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>0.003</td>
<td>$6.7337 \times 10^{-5}$</td>
<td>$9.7945 \times 10^{-5}$</td>
<td>$5.5216 \times 10^{-2}$</td>
<td>$2.5833 \times 10^{-7}$</td>
<td>$4.6281 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>$1.4848 \times 10^{-4}$</td>
<td>$7.6522 \times 10^{-4}$</td>
<td>$1.7480 \times 10^{-1}$</td>
<td>$3.2865 \times 10^{-6}$</td>
<td>$9.0639 \times 10^{-4}$</td>
</tr>
<tr>
<td>b</td>
<td>Telles</td>
<td>Log-L₁</td>
<td>$L_1^{-1/5}$</td>
<td>Iteration 1</td>
<td>Iteration 2</td>
<td>Telles</td>
</tr>
<tr>
<td>-----</td>
<td>--------</td>
<td>--------</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
<td>--------</td>
</tr>
<tr>
<td>10</td>
<td>0.160</td>
<td>0.623</td>
<td>0.731</td>
<td>0.104</td>
<td>0.119</td>
<td>0.190</td>
</tr>
<tr>
<td>3</td>
<td>0.164</td>
<td>0.624</td>
<td>0.830</td>
<td>0.125</td>
<td>0.143</td>
<td>0.231</td>
</tr>
<tr>
<td>1</td>
<td>0.262</td>
<td>0.802</td>
<td>0.935</td>
<td>0.170</td>
<td>0.311</td>
<td>0.421</td>
</tr>
<tr>
<td>0.3</td>
<td>0.679</td>
<td>1.112</td>
<td>1.304</td>
<td>0.450</td>
<td>0.693</td>
<td>0.806</td>
</tr>
<tr>
<td>0.1</td>
<td>1.210</td>
<td>0.990</td>
<td>1.268</td>
<td>0.621</td>
<td>1.156</td>
<td>1.741</td>
</tr>
<tr>
<td>0.03</td>
<td>3.027</td>
<td>1.128</td>
<td>1.607</td>
<td>1.029</td>
<td>1.743</td>
<td>4.517</td>
</tr>
<tr>
<td>0.01</td>
<td>7.061</td>
<td>1.638</td>
<td>2.536</td>
<td>1.548</td>
<td>2.344</td>
<td>9.959</td>
</tr>
<tr>
<td>0.003</td>
<td>16.411</td>
<td>1.755</td>
<td>3.031</td>
<td>1.544</td>
<td>2.929</td>
<td>21.618</td>
</tr>
<tr>
<td>0.001</td>
<td>27.809</td>
<td>1.873</td>
<td>3.442</td>
<td>3.116</td>
<td>3.492</td>
<td>41.974</td>
</tr>
</tbody>
</table>

Table 9: Time in Seconds to Evaluate Integrals 10000 Times