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Abstract

It is widely acknowledged that stochastic local search (SLS) algorithms can efficiently find models of satisfiable formulae for the Boolean Satisfiability (SAT) problem. There has been much interest in studying SLS algorithms on random $k$-SAT instances. Compared to random 3-SAT instances which have special statistical properties rendering them easy to solve, random $k$-SAT instances with long clauses are similar to structured ones and remain very difficult. This paper is devoted to efficient SLS algorithms for random $k$-SAT instances with long clauses. By combining a novel variable property subscore with the commonly used property score, we design a scoring function named comprehensive score, which is utilized to develop a new SLS algorithm called CScoreSAT. The experiments show that CScoreSAT outperforms state-of-the-art SLS solvers, including the winners of recent SAT competitions, by one to two orders of magnitudes on large random 5-SAT and 7-SAT instances. Additionally, CScoreSAT significantly outperforms its competitors on random $k$-SAT instances for each $k = 4, 5, 6, 7$ from SAT Challenge 2012, which indicates its robustness.

1 Introduction

The Boolean Satisfiability (SAT) problem is a prototypical NP-complete problem whose task is to decide for a given Boolean formula whether it has a model. This problem plays a prominent role in various areas of computer science and artificial intelligence, and has been widely studied due to its significant importance in both theory and applications [Kautz et al., 2009].

Two popular approaches for solving SAT are conflict driven clause learning (CDCL) and stochastic local search (SLS). The latter operates on complete assignments and tries to find a model by iteratively flipping a variable. Although SLS algorithms are typically incomplete in that they cannot prove an instance to be unsatisfiable, they often find models of satisfiable formulae surprisingly effectively [Hoos and Stützle, 2004].

SLS algorithms are often evaluated on random $k$-SAT benchmarks [Achlioptas, 2009]. These benchmarks have a large variety of instances to test the robustness of algorithms, and by controlling the instance size and the clause-to-variable ratio (further denoted by $r$), they provide adjustable hardness levels to assess the solving capabilities. Moreover, heuristics for SLS algorithms to solve random $k$-SAT instances may be potentially beneficial for solving realistic problems.

However, random 3-SAT instances exhibit some particular statistical properties which render them easy to solve, for example, by SLS algorithms and a statistical physics approach called Survey Propagation [Braunstein et al., 2005]. Recent studies show that SLS algorithms such as WalkSAT [Selman et al., 1994] and probSAT [Balint and Schöning, 2012], can solve random 3-SAT instances near the phase transition with half million variables very quickly [Kroc et al., 2010; Balint and Schöning, 2012].

In contrast, random $k$-SAT instances with long clauses are, to some extend, similar to structured ones [Balint and Schöning, 2012], and remain very difficult. Although the very recent solver CCASat [Cai and Su, 2013] made a breakthrough in solving such instances, the performance of SLS algorithms on this kind of benchmarks lags far behind that on 3-SAT ones. On the other hand, it is believed that improving SLS algorithms for random instances with large clause length would yield improvements for non-random ones [Balint and Schöning, 2012]. Therefore, it is of great significance to improve SLS algorithms for these instances.

The aim of this paper is thus to design a more efficient SLS algorithm for solving random $k$-SAT instances with long clauses. We proposed a variable property called subscore [Cai and Su, 2013], which shares the same spirit with the commonly used property score [Selman et al., 1992]. While score measures the increment of satisfied clauses by flipping a variable, subscore does that of clauses with more than one true literal. The notion of subscore considers transformations among satisfied clauses, distinguishing itself from previous variable properties. In this work, we design a scoring function called comprehensive score, which is a linear combination of score and subscore. We also define a new type of “decreasing” variables namely comprehensively decreasing variables.

Based on the notions of comprehensive score and comprehensively decreasing variable, we develop a new SLS algo-
algorithm called CScoreSAT (comprehensive score based SAT algorithm). We conduct extensive experiments to compare CScoreSAT against state-of-the-art SLS solvers including Sparrow2011, sattime2012, EagleUP, probSAT and CCASat. The experiments on large random 5-SAT and 7-SAT instances show that CScoreSAT outperforms its competitors by one to two orders of magnitude, in terms of success rate or run time. In particular, CScoreSAT achieves a success rate of 62% for random 5-SAT instances with 4500 variables and 11% for 7-SAT ones with 300 variables, whereas all its competitors fail to find a satisfying assignment for any of these instances. Moreover, CScoreSAT significantly outperforms its competitors on k-SAT instances for each \( k = 4, 5, 6, 7 \) with various ratios from SAT Challenge 2012, indicating its robustness.

The rest of this paper is organized as follows. Some definitions and notations are given in the next section. Section 3 presents the subscore notion, while Section 4 presents the comprehensive score function and the concept of comprehensively decreasing variable. The CScoreSAT algorithm is described in Section 5, and experimental results demonstrating the performance of CScoreSAT are presented in Section 6. Finally, we summarize the main contributions in this work and outline directions for future research.

## 2 Preliminaries

Given a set of \( n \) Boolean variables \( \{x_1, x_2, \ldots, x_n\} \), a literal is either a variable \( x \) or its negation \( \neg x \), and a clause is a disjunction of literals. A conjunctive normal form (CNF) formula \( F = C_1 \land C_2 \land \ldots \land C_m \) is a conjunction of clauses. A satisfying assignment for a formula is an assignment to its variables such that the formula evaluates to true. Given a CNF formula \( F \), the Boolean Satisfiability (SAT) problem is to find a satisfying assignment or prove that none exists.

A well-known generation model for SAT is the uniform random \( k \)-SAT model [Achlioptas, 2009]. In a random \( k \)-SAT instance, each clause contains exactly \( k \) distinct non-complementary literals, and is picked up with uniform probability distribution from the set of 2\(^k\) possible clauses.

For a CNF formula \( F \), we use \( V(F) \) to denote the set of all variables that appear in \( F \). Two variables are neighbors if and only if there is at least one clause in which both variables appear. The neighbourhood of a variable \( x \) is \( N(x) = \{ y | y \text{ occurs in at least one clause with } x \} \). Given an assignment \( \alpha \), if a literal evaluates to true, we say it is a true literal; otherwise, we say it is a false literal. A clause is satisfied if it has at least one true literal, and unsatisfied otherwise.

SLS algorithms for SAT usually select a variable to flip in each step under the guidance of scoring functions. Most SLS algorithms have more than one scoring function, and adopt one of them for the current search step according to some conditions, such as whether a local optimum is reached. A scoring function can be a simple variable property or any mathematical expression with one or more properties.

Perhaps the most popular variable property used by SLS algorithms is \( score \), which measures the increase in the number of satisfied clauses by flipping a variable. In dynamic local search (DLS) algorithms which use clause weighting techniques, \( score \) measures the increase in the total weight of satisfied clauses by flipping a variable. The age of a variable is defined as the number of search steps that have occurred since the variable was last flipped. A variable is decreasing if its \( score \) is positive, and increasing if its \( score \) is negative. A variable is configuration changed if and only if since its last flip, at least one of its neighbors has been flipped [Cai and Su, 2012].

## 3 Subscore

In this section, we introduce a novel variable property called subscore [Cai and Su, 2013], which is an important concept in this work.

From the perspective of global optimization, the goal of the SAT problem is to minimize the number of unsatisfied clauses. If this minimum value equals 0, then the instance is satisfiable. Thus, it is natural for SLS algorithms to select a variable to flip according to the \( score \) property, which concerns the transformations between satisfied and unsatisfied clauses if the variable were to be flipped.

However, simply categorizing clauses into satisfied ones and unsatisfied ones is not informative enough to guide the local search, especially for instances with long clauses. We may consider the number of true literals in a clause, which can be regarded as the degree of being satisfied of the clause. This is quite intuitive, as the more true literals a clause contains, the less likely it would become unsatisfied in the following flips.

In the following, we propose a definition which captures the degree of a clause being satisfied.

**Definition 1.** Given a CNF formula \( F \) and an assignment \( \alpha \) to its variables, the satisfaction degree of a clause \( C \), is defined as the number of true literals in \( C \) under \( \alpha \). A clause with a satisfaction degree of \( \delta \) is said to be a \( \delta \)-satisfied clause.

In this work, when we are talking about \( \delta \)-satisfied clauses, the assignment \( \alpha \) is usually explicit from the context, and thus omitted. According to the above definition, a \( \delta \)-satisfied clause is satisfied if \( \delta > 0 \), and unsatisfied otherwise. Among satisfied clauses, 1-satisfied clauses are the most unstable, as they can become unsatisfied by flipping only one variable. Thus, it is beneficial for SLS algorithms to take into account the local search, especially for instances with long clauses. Based on the above considerations, the variable property \( subscore \) is defined as follows.

**Definition 2.** For a variable \( x \), \( subscore(x) \) is defined as \( submake(x) - subbreak(x) \), where \( submake(x) \) is the number of 1-satisfied clauses that would become 2-satisfied by flipping \( x \), and \( subbreak(x) \) is the number of 2-satisfied clauses that would become 1-satisfied by flipping \( x \).

When considering clause weights in DLS algorithms, \( submake(x) \) measures the total weight of the 1-satisfied clauses that would become 2-satisfied by flipping \( x \), and \( subbreak(x) \) does that of the 2-satisfied clauses that would become 1-satisfied by flipping \( x \).

Although we also tried similar property that measures transformations between 2-satisfied and 3-satisfied clauses, we did not find it useful in our algorithm.
4 Comprehensive Score and Comprehensively Decreasing Variables

In this section, we design the scoring function comprehensive score, which is a linear combination of the score and subscore properties. Based on this function, we also define the concept of comprehensively decreasing variable.

4.1 Comprehensive Score

The score property characterizes the greediness of flipping a variable at the current search step, as it tends to decrease the number of unsatisfied clauses, which is indeed the aim of the SAT problem. On the other hand, the subscore property can be regarded as a measurement of look-ahead greediness, as it tends to reduce 1-satisfied clauses by transforming them into 2-satisfied clauses.

To combine the greediness and look-ahead greediness together, we consider designing a scoring function that incorporates both score and subscore. When deciding the candidate variables’ priorities of being selected, although score is more important than subscore, in some cases subscore should be allowed to overwrite the priorities. For example, for two variables which have a relatively small score difference and a significant subscore difference, it is advisable to prefer to flip the one with greater subscore.

The above considerations suggest two principles in designing the desired scoring functions.

- First, the score property plays a more important role;
- Second, the subscore property is allowed to overwrite the variables’ priorities (of being selected).

As a result, we have the notion of comprehensive score, which is formally defined as follows.

**Definition 3.** For a CNF formula $F$, the comprehensive score function, denoted by $cscore$, is a function on $V(F)$ such that

$$cscore(x) = score(x) + \lfloor subscore(x)/d \rfloor,$$

where $d$ is a positive integer parameter.

The score function is a linear combination of score and subscore with a bias towards score, and thus embodies the two principles well. This function is so simple and can be computed with little overhead. Moreover, its simplicity allows us to utilize it in solving structured SAT instances and perhaps other combinatorial search problems.

4.2 Comprehensively Decreasing Variables

Recall that a variable is decreasing if and only if it has a positive score. In the following, we define a new type of “decreasing” variables based on the score function.

**Definition 4.** Given a CNF formula $F$ and its $cscore$ function, a variable $x$ is comprehensively decreasing if and only if $score(x) \geq 0$ and $cscore(x) > 0$.

While the condition that $cscore(x) > 0$ is straightforward, the other condition $score(x) \geq 0$ requires the variable to be non-increasing. This is necessary, as flipping an increasing variable leads the local search away from the objective, which should not be accepted (without any controlling mechanism such as the Metropolis probability in Simulated Annealing [Kirkpatrick et al., 1983]), unless the algorithm gets stuck in a local optimum.

Comprehensively decreasing variables are considered to be the flip candidates in the greedy search phases of our algorithm. To avoid blind search, we utilize the configuration checking (CC) strategy [Cai and Su, 2012] to identify the “good” comprehensively decreasing variables which are configuration changed. For convenience, such variables are further referred to as CDCC (Comprehensively Decreasing and Configuration Changed) variables. Note that the CC strategy was proposed to handle the revisiting problem in local search [Cai et al., 2011], and has proved effective in SLS algorithms for SAT [Cai and Su, 2012; Luo et al., 2012].

5 The CScoreSAT Algorithm

This section presents the CScoreSAT algorithm, which utilizes two key notions: comprehensive score and comprehensively decreasing variable.

For the sake of diversification, CScoreSAT also employs the PAWS clause weighting scheme [Thornton et al., 2004]. All clause weights are initialized as 1. When a local optimum is reached, with probability $sp$ (the so-called smooth probability), for each satisfied clause whose weight is larger than one, its weight is decreased by one; with probability $(1 - sp)$, the weights of all unsatisfied clauses are increased by one.

For convenience, before getting into the details of the CScoreSAT algorithm, we first introduce the two **scoring functions used in CScoreSAT**.

1. For the greedy search, CScoreSAT adopts the $cscore$ function.
2. When reaching a local optimum, CScoreSAT makes use of a hybrid scoring function (denoted by $hscore$), which combines $cscore$ with the diversification property age:

$$hscore(x) = cscore(x) + \lfloor age(x)/\beta \rfloor,$$

where $\beta$ is a (relatively large) positive integer parameter.

**Algorithm 1: CScoreSAT**

**Input:** CNF-formula $F$, maxSteps

**Output:** A satisfying assignment $\alpha$ of $F$, or “unknown”

1 begin
2 $\alpha :=$ randomly generated truth assignment;
3 for step := 1 to maxSteps do
4 if $\alpha$ satisfies $F$ then return $\alpha$;
5 if $\exists$ CDCC variables then
6 $v :=$ the CDCC variable with the greatest cscore, breaking ties in favor of the oldest one;
7 else
8 update clause weights according to PAWS;
9 pick a random unsatisfied clause $C$;
10 $v :=$ the variable in $C$ with the greatest hscore, breaking ties in favor of the oldest one;
11 $\alpha := \alpha$ with $v$ flipped;
12 end

return “unknown”;
The CScoreSAT algorithm is outlined in Algorithm 1, as described below. After initialization, CScoreSAT executes a loop until it finds a satisfying assignment or reaches a limited number of steps denoted by maxSteps (or a given cutoff time). Like most SLS algorithms for SAT, CScoreSAT works in two modes. In each search step, it works in either the greedy mode or the diversification mode, depending on the existence of CDCC variables.

If there exist CDCC variables, CScoreSAT works in the greedy mode. It picks the CDCC variable with the greatest cscore value to flip, breaking ties by preferring the oldest one. If no CDCC variable is present, which means a local optimum is identified, then CScoreSAT switches to the diversification mode. It first updates clause weights according to the PAWS scheme. Then it randomly selects an unsatisfied clause C, and picks the variable from C with the greatest hscore value to flip, breaking ties by favoring the oldest one.

We conclude this section by some comments on the parameters of CScoreSAT. CScoreSAT has three parameters, namely sp, d and β. The sp parameter is for PAWS, and the latter two are introduced by our scoring functions. Fortunately, β is a constant (2000) for any instance, and d is simply defined as $13 - k$ in this work. As for sp, it becomes insensitive in our algorithm. Actually, it is set to the same value for all 4-SAT and 5-SAT instances, and is set to another fixed value for all 6-SAT and 7-SAT instances.

6 Experimental Evaluations

We carry out extensive experiments to evaluate CScoreSAT on random k-SAT instances with $k > 3$. For each benchmark, we compare CScoreSAT with state-of-the-art SLS solvers.

6.1 The Benchmarks

All the instances used in our experiments are generated according to the random k-SAT model at or near the solubility phase transition, which are the most difficult among random k-SAT instances [Kirkpatrick and Selman, 1994]. Specifically, we adopt the following five benchmarks.

1. **5-SAT Comp11**: all large random 5-SAT instances from SAT Competition 2011 ($r = 20, 750 \leq n \leq 2000$, 50 instances, 10 for each size).

2. **5-SAT Huge**: 5-SAT instances generated randomly according to the random k-SAT model ($r = 20, 3000 \leq n \leq 5000$, 50 instances, 100 for each size).

3. **7-SAT Comp11**: all large random 7-SAT instances from SAT Competition 2011 ($r = 85, 150 \leq n \leq 400$, 50 instances, 10 for each size).

4. **7-SAT Random**: 7-SAT instances generated randomly according to the random k-SAT model ($r = 85, 220 \leq n \leq 300$, 50 instances, 100 for each size).

5. **SAT Challenge 2012**: all random k-SAT instances with $k > 3$ from SAT Challenge 2012 (480 instances, 120 for each k-SAT, $k = 4, 5, 6, 7$), which vary in both size and ratio. These random instances occupy 80% of the random benchmark in SAT Challenge 2012, indicating that the importance of random k-SAT instances with $k > 3$ has been highly recognized by the SAT community.

6.2 Experimental Setup

CScoreSAT is implemented in C++ and compiled by g++ with the ‘-O2’ option. The sp parameter for the PAWS scheme is set to 0.62 for k-SAT with $3 < k \leq 5$, and 0.9 for k-SAT with $k > 5$. The $d$ and $\beta$ parameters in the cscore and hscore functions are set as $d = 13 - k$ (k is the clause length of the k-SAT formula) and $\beta = 2000$. To run CScoreSAT, we only need to specify the sp parameter, as $d$ is computed from the input instance and $\beta$ is a fixed constant for all instances.

We compare CScoreSAT with five state-of-the-art SLS solvers, including Sparrow2011 [Balint and Fröhlich, 2010], sattime2012 [Li and Li, 2012], EagleUP [Gableske and Heule, 2011], CCASat [Cai and Su, 2013], and probSAT (the adaptive version) [Balint and Schöning, 2012]. The first three are the best SLS solvers (or their improved versions) from SAT Competition 2011, and CCASat is the winner of the random track of SAT Challenge 2012, while probSAT is one of the best SLS solvers in the recent literature. For Sparrow2011 and EagleUP, we use the binaries from SAT Competition 2011. The binary of CCASat can be downloaded online, while the binaries of sattime2012 and probSAT are kindly provided by their authors.

All experiments are carried out on a workstation under Linux, using 2 cores of Intel(R) Core(TM) i7-2640M 2.8 GHz CPU and 8 GB RAM. The experiments are conducted with EDACC [Balint et al., 2010], an experimental platform for testing SAT solvers, which has been used for SAT Challenge 2012. Each run terminates upon either finding a satisfying assignment or reaching a given cutoff time which is set to 5000 seconds (as in SAT Competition 2011) for the fourth benchmarks, and 1000 seconds for the SAT Challenge 2012 benchmark (close to the cutoff in SAT Challenge 2012, i.e., 900 seconds).

6.3 Evaluation Methodology

For the instances from SAT Competition 2011, we run each solver 10 times for each instance and thus 100 runs for each size. For the instances randomly generated (100 instances for each instance class) and the SAT Challenge benchmark (120 k-SAT instances for each k), we run each solver one time for each instance, as the instances in each class are enough to test the performance of the solvers.

For each solver on each instance class, we report the number of successful runs in which a satisfying assignment is found (“suc runs”), as well as the par10 run time (“par10 time”), which is a penalized average run time where a timeout of a solver is penalized as 10*(cutoff time). Note that the par10 run time is adopted in SAT competitions and has been widely used in the literature as a prominent performance measure for SLS-based SAT solvers [KhudaBukhsh et al., 2009; Tompkins and Hoos. 2010; Tompkins et al., 2011; Balint and Schöning, 2012]. The results in **bold** indicate the best performance for an instance class.

---

2. [http://www.shaoweicai.net/Code/Binary-of-CCASat.tar.gz](http://www.shaoweicai.net/Code/Binary-of-CCASat.tar.gz)
6.4 Experimental Results

In this subsection, we present the comparative experimental results of CScoreSAT and its competitors on each benchmark.

**Results on 5-SAT Comp11 Benchmark:**

Table 1 shows the comparative results on the 5-SAT Comp11 benchmark. As is clear from Table 1, CScoreSAT shows significant superiority on the whole benchmark. CScoreSAT is the only solver that solves all these 5-SAT instances in all runs. Also, CScoreSAT significantly outperforms its competitors in terms of run time, which is more obvious as the instance size increases. In particular, on the 5sat2000 instances, which are of the largest size in SAT competitions, the par10 run time of CScoreSAT is 15 times less than that of CCASat, and 2 orders of magnitudes less than that of other state-of-the-art SLS solvers.

**Results on 5-SAT Huge Benchmark:**

The experimental results on the 5-SAT Huge benchmark are presented in Table 2. It is encouraging to see the performance of CScoreSAT remains surprisingly good on these very large 5-SAT instances, where state-of-the-art solvers show very poor performance. CScoreSAT solves these 5-SAT instances with up to (at least) 3500 variables consistently (i.e., with 100% success rate), and is about 30 times faster than other solvers on the 5sat3500 instances. Furthermore, CScoreSAT succeeds in 62 and 38 runs for the 5sat4500 and 5sat5000 instances respectively, whereas all its competitors fail to find a solution for any of these instances. Indeed, to the best of our knowledge, such large random 5-SAT instances (at r = 20) are solved for the first time. Given the good performance of CScoreSAT on the 5-SAT instances with 5000 variables, we are confident it could be able to solve larger 5-SAT instances.

**Results on 7-SAT Comp11 Benchmark:**

Table 3 summarizes the experimental results on the 7-SAT Comp11 benchmark. None of the solvers can solve any 7-SAT instance with 400 variables, indicating that random 7-SAT instances near the phase transition are so difficult even with a relatively small size. Nevertheless, CScoreSAT significantly outperforms its competitors on this 7-SAT benchmark, and is the only solver that can solve such 7-SAT instances with 300 variables. Actually, all the competitors become ineffective (among which CCASat has the highest success rate of 7%) on the 7sat250 instances, while CScoreSAT still achieves a success rate of 35% for this instance class.

**Results on 7-SAT Random Benchmark:**

Table 4: Experimental results on the 7-SAT Random benchmark. The results are based on 100 runs for each solver on each instance class, with a cutoff time of 5000 seconds.

### Table 1: Experimental results on the 5-SAT Comp11 benchmark. The results are based on 100 runs for each solver on each instance class, with a cutoff time of 5000 seconds.

<table>
<thead>
<tr>
<th>Instance Class</th>
<th>CScoreSAT</th>
<th>CCASat</th>
<th>probSAT</th>
<th>Sparrow2011</th>
<th>sattime2012</th>
<th>EagleUP</th>
</tr>
</thead>
<tbody>
<tr>
<td>5sat750</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>5sat1000</td>
<td>90</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>5sat1250</td>
<td>90</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>5sat1500</td>
<td>80</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>5sat2000</td>
<td>70</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

### Table 2: Experimental results on the 5-SAT Huge benchmark. The results are based on 100 runs for each solver on each instance class, with a cutoff time of 5000 seconds.

<table>
<thead>
<tr>
<th>Instance Class</th>
<th>CScoreSAT</th>
<th>CCASat</th>
<th>probSAT</th>
<th>Sparrow2011</th>
<th>sattime2012</th>
<th>EagleUP</th>
</tr>
</thead>
<tbody>
<tr>
<td>5sat3000</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>5sat3500</td>
<td>90</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>5sat4000</td>
<td>80</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>5sat4500</td>
<td>70</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>5sat5000</td>
<td>60</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

### Table 3: Experimental results on the 7-SAT Comp11 benchmark. The results are based on 100 runs for each solver on each instance class, with a cutoff time of 5000 seconds.

<table>
<thead>
<tr>
<th>Instance Class</th>
<th>CScoreSAT</th>
<th>CCASat</th>
<th>probSAT</th>
<th>Sparrow2011</th>
<th>sattime2012</th>
<th>EagleUP</th>
</tr>
</thead>
<tbody>
<tr>
<td>7sat220</td>
<td>80</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>7sat240</td>
<td>70</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>7sat260</td>
<td>60</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>7sat300</td>
<td>50</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>7sat330</td>
<td>40</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

### Table 4: Experimental results on the 7-SAT Random benchmark. The results are based on 100 runs for each solver on each instance class, with a cutoff time of 5000 seconds.

<table>
<thead>
<tr>
<th>Instance Class</th>
<th>CScoreSAT</th>
<th>CCASat</th>
<th>probSAT</th>
<th>Sparrow2011</th>
<th>sattime2012</th>
<th>EagleUP</th>
</tr>
</thead>
<tbody>
<tr>
<td>7sat250</td>
<td>30</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>7sat300</td>
<td>20</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>7sat350</td>
<td>10</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>7sat400</td>
<td>5</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>
Table 5: Experimental results on SAT Challenge 2012 benchmark. Each instance class contains 120 instances, and each solver is performed once on each instance with a cutoff time of 1000 seconds.

<table>
<thead>
<tr>
<th></th>
<th>4sat #solved par10 time</th>
<th>5sat #solved par10 time</th>
<th>6sat #solved par10 time</th>
<th>7sat #solved par10 time</th>
<th>over all #solved par10 time</th>
</tr>
</thead>
<tbody>
<tr>
<td>CScoreSAT</td>
<td>119</td>
<td>81</td>
<td>110</td>
<td>91</td>
<td>484</td>
</tr>
<tr>
<td>CCASat</td>
<td>174</td>
<td>3146</td>
<td>935</td>
<td>2559</td>
<td>1703</td>
</tr>
<tr>
<td>probSAT</td>
<td>71</td>
<td>4264</td>
<td>1887</td>
<td>77</td>
<td>359</td>
</tr>
<tr>
<td>Sparrow2011</td>
<td>79</td>
<td>54</td>
<td>76</td>
<td>57</td>
<td>298</td>
</tr>
<tr>
<td>EagleUP</td>
<td>778</td>
<td>5657</td>
<td>3877</td>
<td>5380</td>
<td>3923</td>
</tr>
<tr>
<td>sattime2012</td>
<td>49</td>
<td>32</td>
<td>84</td>
<td>81</td>
<td>246</td>
</tr>
</tbody>
</table>

Results on 7-SAT Random Benchmark:

The sizes of random 7-SAT instances from SAT Competition 2011 are not continuous enough to provide a good spectrum of instances for SLS solvers. In order to investigate the detailed performance of CScoreSAT and state-of-the-art SLS solvers on random 7-SAT instances, we evaluate them on the 7-SAT Random benchmark, where the instance size increases more slowly. As reported in Table 4, the results show CScoreSAT dramatically outperforms its competitors. Compared to the competitors whose performance descends steeply as the instance size increases, CScoreSAT shows good scalability. For example, from 7sat220 to 7sat260, the success rates of all the competitors decline eight times or more, whereas that of CScoreSAT drops only thirty percent. When coming to the 7sat260 instances, probSAT and Sparrow2011 fail in all runs, and the other three competitors succeed in less than 10 runs, while CScoreSAT succeeds in 53 runs. Finally, CScoreSAT is the only solver that survives throughout the whole benchmark.

Results on SAT Challenge 2012 Benchmark:

To investigate the performance of CScoreSAT on random $k$-SAT instances with various $k$ ($k > 3$), we compare it with state-of-the-art solvers on all random $k$-SAT instances with $k > 3$ from SAT Challenge 2012. Table 5 reports the number of solved instances and the par10 time for each solver on each $k$-SAT instance class. The results show that CSscoreSAT significantly outperforms its competitors in terms of both metrics. Overall, CScoreSAT solves 404 instances. Further observations on the run time distribution of CScoreSAT show that CScoreSAT solves 365 instances within one half cutoff time, whereas none of its competitors solve more than 360 instances within the cutoff time. More encouragingly, Table 5 shows that CScoreSAT solves the most $k$-SAT instances for each $k$, which illustrates its robustness. The superiority of CScoreSAT on the SAT Challenge 2012 benchmark is also clearly illustrated by Figure 1, which summarizes the run time distributions of the solvers on this benchmark.

Effectiveness of Comprehensive Score

To demonstrate the effectiveness of the concept of comprehensive score, we test an alternative version of CScoreSAT that works without $cscore$ (i.e. with $cscore(x) = score(x)$) on random 5-SAT and 7-SAT instances. The alternative algorithm fails to find a solution for any 5-SAT instance with $n > 2000$ or 7-SAT instance with $n > 200$. This indicates that the comprehensive score notion plays a key role in the CScoreSAT algorithm.

Figure 1: Comparison of run time distributions on the SAT Challenge 2012 benchmark, with a cutoff time of 1000 seconds.

7 Summary and Future Work

This work took a significant step towards improving SLS algorithms for random $k$-SAT instances with long clauses. We combined a novel variable property called subscore with the score property, leading to a scoring function named comprehensive score. We also defined a new type of “decreasing” variables, namely comprehensively decreasing variables. These two significant notions lead to a new SLS algorithm called CScoreSAT, which is both efficient and robust. The experiments show that the performance of CScoreSAT exceeds that of state-of-the-art SLS solvers by orders of magnitudes on large random 5-SAT and 7-SAT instances. Moreover, CScoreSAT significantly outperforms its competitors on random $k$-SAT instances with various clause-to-variable ratios for each $k = 4, 5, 6, 7$ from SAT Challenge 2012, indicating its robustness. Also, CScoreSAT is not sensitive to its parameters.

This work has opened up a new direction in improving SLS algorithms for SAT. A significant research issue is to improve SLS algorithms for structured instances by comprehensive scores. Furthermore, the notions in this work are so simple that they can be easily applied to other problems, such as constrained satisfaction and graph search problems.
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