Predicting residue-residue contact maps by a two-layer, integrated neural-network method
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Abstract
A neural network method (SPINE-2D) is introduced to provide a sequence-based prediction of residue-residue contact maps. This method is built on the success of SPINE in predicting secondary structure, residue solvent accessibility, and backbone torsion angles via large-scale training with overfit protection and a two-layer neural network. SPINE-2D achieved a ten-fold cross-validated accuracy of 47% (±2%) for top $L/5$ predicted contacts between two residues with sequence separation of 6 or more and an accuracy of 24±1% for nonlocal contacts with sequence separation of 24 residues or more. The accuracies of 23% and 26% for nonlocal contact predictions are achieved for two independent datasets of 500 proteins and 82 CASP 7 targets, respectively. A comparison to other methods indicates that SPINE-2D is among the most accurate methods for contact-map prediction. SPINE-2D is available as a webserver at http://sparks.informatics.iupui.edu.
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Introduction
Knowing the structure of a protein is one of the key steps toward the understanding of its biological function. As genome projects are increasingly automated and experimental structure determination continues to be a human-laborious and costly task, there is a rapid increase in the gap between the number of proteins with experimentally solved structures and the number of proteins with known sequences. Thus, there is an urgent need for the development of effective and reliable theoretical methods in protein-structure prediction. Unfortunately, ab-initio structure prediction remains a formidable task despite significant progresses in the field1.

The three-dimensional structure of a given protein can be simplified as a two-dimensional residue-residue contact map. A contact map is a $L \times L$ matrix, $Q$, where $L$ is the length of a protein sequence. In this matrix the value of $Q_{ij}$ is 1 when the distance between $i$-th and $j$-th residues is smaller than a cutoff value, and zero, otherwise. This matrix is sparse and symmetrical. If the contact map for a protein is known, its corresponding 3-dimensional structure can be accurately reconstructed2-3.
Efforts for predicting residue contact maps can be classified into several approaches. Correlated mutation analysis\(^4\)\(^8\) assumes that concurrent mutations signal close proximity in structure. Machine learning techniques, on the other hand, attempt to learn the relation between the contact probability of two residues and their various physical, chemical, and evolutionary properties. These techniques include artificial neural networks(ANN)\(^9\)\(^15\), and support vector machines\(^16\)\(^17\). Other approaches include Hidden Markov Models\(^18\) and genetic programming\(^19\)\(^20\). Although contact map prediction is a simplified version of structure prediction, predicted contacts have limited accuracy\(^21\) and are mainly used as a scoring function (or a part of scoring function) for structure discrimination\(^22\) and structure prediction\(^23\).

Recently, we have developed several methods to predict one-dimensional Structural Properties of proteins by using Integrated neural NEtworks (SPINE). The structural properties include secondary structures\(^24\), real-values of residue solvent-accessibility (Real-SPINE\(^25\) and Real-SPINE 3.026), and backbone torsion angles (Real-SPINE 2.0 and 3.027\(^26\)).

The goal of this paper is to develop a corresponding neural-network-based method for contact-map prediction (SPINE-2D). We hope to examine if some of the features used in SPINE will help to improve the accuracy of contact prediction. To have a reliable estimation of the accuracy of prediction, we employed ten-fold cross validation and independent testing. Using a two-layer neural network and an optimized window size, SPINE-2D achieved a ten-fold cross-validated accuracy of 47% (±2%) for top 1/5 predicted contacts between two residues with sequence separation of 6 or more, and an accuracy of 24±1% for nonlocal contacts with sequence separation of 24 residues or more. Similar accuracy is achieved by two independent datasets of 500 proteins and 82 CASP 7 targets\(^21\). A comparison to other methods indicates that SPINE-2D is among the most accurate methods for contact-map prediction.

**Methods**

**Contact Definition**

A contact (local or not) between two residues is said to exist if the distance between their \(C_\beta\) atoms (\(C_\alpha\) for GLY) is less than 8Å. We define full contact maps as the contacts between two residues whose sequence separation is greater than or equal to 6 residues\(^14\)\(^21\). Nonlocal contact maps will include only contacts between residues with a sequence separation of 24 residues or more\(^21\). Here, we focus on both local and nonlocal contacts because there is room for improvement in the prediction accuracy of both types of contacts.

**Artificial neural network and algorithm**

We test two network architectures in this paper (Fig. 1): the first is a single-hidden-layer neural network with a sigmoidal activation function (ANN1) as in Real-SPINE 2.027 and the second has two hidden layers (ANN2) with a hyperbolic activation function as in Real-SPINE 3.026. We examine the effect of the additional hidden layer on contact prediction because it improves the prediction of solvent accessible surface area and backbone torsion angles in Real-SPINE 3.026. ANN1 has 100 hidden units in the hidden layer. ANN2 has 100 hidden units in the first hidden layer while only 30 neurons are used in the second hidden layer, rather than 100 neurons in Real-SPINE 3.0 because of intensive computational time required for neural-network training. The standard back propagation algorithm with momentum is applied to optimize the weights\(^28\). The learning rate and momentum are set as 0.001 and 0.4, respectively. The initial weights are randomly selected in the range of (-0.5, 0.5) and all inputs of the neural networks are normalized in the range of (-1, 1).
Input for Networks

The overall input scheme is similar to that used in PROFcon14. There are three input windows: one central window and two residue windows (Fig. 1). The two residue windows correspond to target residues $i$ and $j$. Residue windows have a window size of 9 residues as in PROFcon14. The central window is located at $(i+j)/2$. Trial and error determined a central window size of 7 residues. The following 34 input features are used for each residue in the above three windows: position specific scoring matrix (PSSM) from PSIBLAST29 (20 values), representative amino acid properties (7 values) which are steric parameter, hydrophobicity, volume, polarizability, isoelectric point, helix probability and sheet probability24-25,27, secondary structures ([1,0,0] for helix, (0,1,0) for strand, (0,0,1) for coil; 3 values. Here, (G,H,I) from the DSSP secondary-structure assignment program30 are converted to H, (B,E) to E, and the rest to C], solvent accessibility ([1,0,0] for burying 75% or more of the maximum solvent accessible surface area, (0,1,0) for intermediate (25%-75%), (0,0,1) for exposed (<25%)], and one value for indicating terminal ends of protein sequences. In addition, there are 7 features that characterize the biophysical properties of residue pairs (hydrophobic-hydrophobic, polarpolar, charged-polar, opposite charged, same charged, aromatic-aromatic, and others14), and two binary features that characterize whether or not residues $i$ and $j$ are in low-complexity regions (SEG program14-31). Furthermore, the following input features are used for connecting segment from $i$ to $j$: 20 features for the composition of amino-acid residues, 3 inputs for the secondary structure composition, 1 input for the ratio of low complexity residues by SEG14-31, and 11 inputs for the length of the segment (6, 7, 8, 9, 10 - 14, 15 - 19, 20 - 24, 25 - 29, 30 - 39, 40 - 49, and > 49)14. Finally, the global features include 20 global amino acid compositions, 3 secondary structure compositions, 1 for the ratio of low complexity region, and 4 inputs indicating the length of the sequence (1 - 61, 61 - 120, 121 - 240, and > 240)14. The total number of inputs for the neural network is 923 (including a bias) for a central window-size of 7 residues. Thus, the proposed network uses 185 additional features than PROFcon14. The additional features result from seven properties of amino acid residues, a three-state approximation for solvent accessibility, and a larger window size for the central window.

Secondary structures and accessible surface areas (ASA) from DSSP30 are used in training and predicted values by SPINE24 are used in testing and cross-validation. This arrangement was chosen because using predicted secondary structures for both training and testing lead to poorer results in solvent-accessibility prediction25 and torsion angle prediction27. All actual and predicted three-state secondary structures and ASA values are inputted as binary numbers. Three states for solvent accessibility are defined by taking 25% and 75% of the maximal value as the threshold values. Real-SPINE 3.0 is not used because the method was not available during the development of SPINE-2D. Moreover, the change in three-state accuracy of residue solvent accessibility is small from SPINE to Real-SPINE 3.0 and employing Real-SPINE 3.0 will unlikely make a significant change in the accuracy of SPINE-2D.

Performance evaluation

Our artificial neural network has only one output. Thus, one needs a threshold value to determine whether a contact is predicted. Here, we follow the practice used in CASP21 that employs a fixed number of top predictions such as top $L$, $L/2$, or $L/5$ predictions for a protein of sequence length $L$.

The performance of the proposed artificial neural network is mainly evaluated by accuracy and coverage. Accuracy (specificity) is the ratio of true positives (TP) to the number of predictions [the sum of true positives (TP) and false positives (FP)]. The coverage is the
ratio of TP to the number of observed contacts [the sum of TP and false negatives (FN)]. We further monitor the change of accuracy as a function of the number of top predictions.

Dataset Construction and Usage

The main training dataset used in this paper originated from our previous 2640 non-homologous proteins for secondary structure prediction with the sequence identity less than 25%. This large dataset has 21.4% α-proteins, 10.8% β-proteins, and 67.6% other (mostly mixed α and β) proteins. We define α-proteins as proteins with more than 10% helical residues and less than 10% strand residues and β-proteins as those with more than 10% strand residues and less than 10% helical residues. The rest of the proteins in the database are defined as other proteins. The above definition of all-alpha, all-beta proteins and other proteins is somewhat arbitrary. We use this definition to facilitate the prediction of structural classes based on predicted secondary structures and test our idea whether or not pre-classifying protein sequences in three structural categories would improve the accuracy of contact prediction (See discussion).

A dataset of 500 proteins is obtained from the 2640 protein dataset. It is obtained by randomly selecting proteins with chain length less than or equal to 400 residues. We restricted the chain length because training neural networks for contact prediction is a computationally intensive task. This 500-protein set contains 22.0% α proteins, 10.2% β proteins and 67.8% other proteins. The dataset is further divided randomly into 10 groups with 50 proteins each. Each time, nine groups are used for training and one group is used for independent testing. This procedure is repeated 10 times. During training, 5% of the training set is excluded from training and used as independent test to avoid possible over-training (overfit protection). That is, a ten-fold cross validation is performed as in SPINE/Real-SPINE.

We further generate an additional independent dataset of 500 proteins with less than 400 residues in length from the remaining 2140 proteins of the original dataset. This set has 25.4% α proteins, 12.4% β proteins, and 62.2% other proteins, respectively.

We also apply our method to CASP 7 targets as an additional test. This dataset contains 89 proteins, with seven sequences (T290, T0346, T0359, T0340, T0366, T0315, T0317) whose sequence identity with the proteins in our training dataset is higher than 30%. Removing these seven sequences leads to a final dataset of 82 proteins.

Results

Table 1 reports ten-fold cross-validated accuracy and coverage by ANN1 and ANN2 among top L, L/2 and L/5 predictions. As expected, the full contact map is more accurately predicted (10% or more in accuracy) than the non-local contact map. However, the coverage (the fraction of predicted native contacts in all native contacts) is similar (the difference less than 2%). Thus, for a given protein, while more true positives are predicted in the full contact map than in the nonlocal contact map, this increase is balanced by the increase in the total number of true positives (native contacts). Less accurate prediction of nonlocal contacts is expected because of the lack of input features that can fully characterize nonlocal interactions.

The second trend observed in Table 1 is that the accuracy improves significantly as the number of prediction is limited from top L, top L/2 to top L/5. For example, close to half (47%) of top L/5 predictions are correct for full contact map by ANN2. This compares to 37% and 29% for top L/2 and L predictions, respectively. Because top predictions are ranked by final prediction scores ranging from 0 to 1 (or -1 to 1 in ANN2), the above-described...
result indicates that the higher the prediction score, the more likely a predicted contact is a true native contact. Similar results were obtained in previous studies9-14.

Table 1 further compares accuracy and coverage given by single-layer and two-layer neural networks. While there is a slight change for top $L$ prediction, the accuracies in top $L/2$ and $L/5$ predictions improve by 2.7% and 5.0%, respectively, with a two-layer neural network. The improvement at top $L/2$ and $L/5$ predictions is statistically significant with a P-value of 0.04 based on the paired student-t test35. There is no significant improvement in coverage, however.

The results described above are based on neural networks that are trained separately to predict full-contact and nonlocal contact maps. Table 1 also shows that predicting nonlocal contact maps by the method trained for full contact maps leads to a small but statistically significant (0.4-0.7%) reduction in accuracy and less significant change in coverage. Thus, specific training is useful for improving the accuracy of prediction.

Figure 2 provides a more detailed illustration of how the accuracy of prediction changes as a function of the number of top predictions (in unit of $L$). It is clear that ANN2 is consistently more accurate than ANN1 and their difference is larger as the number of predictions decreases. When the number of predictions is less than $L$, ANN2 is more accurate than ANN1 by 1 - 2% for non-local contact map and 2 - 5% for full contact map.

It is of interest to know the accuracy and coverage of contact prediction for proteins with different structural topologies (all $\alpha$, all $\beta$, and other proteins) and different chain lengths ($L < 120$, $120 \leq L \leq 240$, and $L > 240$). The ten-fold-cross-validated results given by ANN2 are shown in Table 2. These results indicate that $\beta$ and other (mostly mixed $\alpha$ and $\beta$) proteins are predicted significantly more accurately (e.g. about 20% for top $L/2$ predictions of all contacts and 7-14% for top $L/5$ predictions of nonlocal contacts) than all $\alpha$ proteins while the coverage of the predictions for different structural proteins is essentially the same. Similar results were observed in previous studies14-17.

Fig. 3 illustrates the change of prediction accuracy as a function of the number of top predictions. The overall trend is the same as what is observed in Table 2. Both full and nonlocal contact maps of helical proteins are predicted with the least accuracy.

Table 2 also shows that larger proteins are predicted with higher accuracy and lower coverage for the top $L/5$ predictions of full and nonlocal contacts. The accuracy of nonlocal-contact predictions ($|i - j| \geq 24$) increases from 20%, 26% to 27% while the coverage decreases from 6%, 4% to 3% as protein lengths change from $< 120$, between 120 and 240, to $> 240$, respectively. Less accurate predictions for smaller proteins were also observed in previous studies14.

We show a more detailed distribution of prediction accuracy of full contact maps given by ANN2 for proteins of various structural topology and chain lengths in Fig. 4a and Fig. 4b, respectively. Almost all $\alpha$ proteins have prediction accuracy of 50% or less. On the other hand, the prediction accuracy of some $\beta$ and other proteins can reach as high as 80%. The difference between proteins of different chain lengths, on the other hand, is not as significant (Fig. 4b).

SPINE-2D is further tested on an independent test set of 500 proteins. The results are shown in Table 3. The difference between ten-fold cross-validated accuracy and independent test accuracy is between 1% to 1.6% for full-contact maps and 1.6-1.9% for nonlocal contact maps while the difference between coverages is between 0.2% and 1.6%. This suggests the
overall accuracy and coverage from ten-fold-cross validation can be used to represent the overall accuracy of the method.

CASP 7 targets provide an additional test set. The average accuracy and coverage for the CASP 7 dataset is 25.9% for the accuracy and 4.5% for the coverage of predicted top $L/5$ nonlocal contacts (the official CASP assessment criterion) after removing seven sequences whose sequence identities are higher than 30% with the proteins in our training dataset. The accuracy and coverage are essentially unchanged with the full 89 protein set (26.3% and 4.2%, respectively). The accuracy and coverage are similar to the ten-fold-cross-validated accuracy of $24 \pm 1\%$ and coverage of $4.3 \pm 0.5\%$, respectively, (Table 3). This further illustrates the consistent accuracy and coverage by SPINE-2D.

**DISCUSSION**

In this paper, we developed a neural-network based method for predicting full and nonlocal contact maps. The ten-fold-cross-validated accuracies for top $L$, $L/2$ and $L/5$ predictions are 29%, 37%, and 47%, respectively, for full contact map, and 15%, 19% and 24%, respectively, for nonlocal contact maps. These accuracies are essentially unchanged when the methods are applied to an independent dataset of 500 proteins or CASP 7 targets.

It is not possible to make an exact comparison between the presented methods and other methods developed previously. Different methods have used different structural databases to train and were often tested by different datasets. Different test datasets likely have different compositions of all-$\alpha$, all-$\beta$ and other proteins. Because there are a significant difference (about 20% for full contact maps) between the prediction accuracy of all-$\alpha$ proteins and that of other proteins, varied compositions of a test dataset will lead to a different overall accuracy for the test set. It is perhaps more reasonable to compare the accuracy of all-$\alpha$ and all-$\beta$ proteins given by different methods. For example, PROFcon14 reported an accuracy of 24% and a coverage of 11% for top $L/2$ full-contact predictions (sequence separation $\geq 6$) in 131 all-$\alpha$ proteins and an accuracy of 35.0% and a coverage of 7.8% in 103 all-$\beta$ proteins. The corresponding ten-fold-cross-validated accuracies (coverages) are 22.0% (10.9%) and 41.8% (8.8%), respectively, by SPINE-2D. This suggests that a significant improvement of accuracy in predicting $\beta$-protein contacts was achieved by SPINE-2D.

Nevertheless, the results predicted by several methods for CASP 7 targets can be directly compared to the results of SPINE-2D. We downloaded only the results of BETAPro36, PROFcon14, and SVMcon17 because the top $L$ predictions for residue sequence separation of 6 or above are reported by these methods. We also include SAM-T0637 in evaluating nonlocal contact predictions because it was one of the best predictors in CASP 7. We downloaded the results of 82 template-based modeling and free-modeling targets that are non-homologous to the SPINE-2D training set because the number of free-modeling targets (13) is too small to make a statistically significant assessment. We emphasize that this comparison only serves as an approximate guide because different methods have used different training sets, which may contain sequences homologous to CASP 7 targets (except SPINE-2D).

Table 4 compares top $L/5$ nonlocal contact predictions ($|i - j| \geq 24$) given by several methods. The average accuracy of SPINE-2D is 26% that is 6% higher than the next best by BETAPro. Here, the average accuracy is averaged over different number of target proteins. The accuracy of SPINE-2D does not change much if it is averaged over the same set of proteins reported by other methods. For example, the accuracy is 26.4% for averaging over the same 78 proteins reported by SAM-T06. Note a reduced number of proteins for other
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methods is either because these methods did not report results for some targets or because their reported predictions contain less than $L/5$ predictions of nonlocal contacts ($|i - j| \geq 24$).

To further compare SPINE-2D with other methods, we submit 50 testing proteins (one fold in our set) to SVMcon and PROFcon servers. The prediction accuracy is 21.5% by PROFcon, 26.5% by SVMcon, and 28.5% by SPINE-2D for top $L$ full contact-map predictions while the coverage is 11.4% by PROFcon, 13.6% by SVMcon and 14.6% by SPINE-2D (ANN2). For top $L/5$ predictions of nonlocal contacts, the prediction accuracy is 18.5% by PROFcon, 21.6% by SVMcon, and 23.2% by SPINE-2D while the coverage is 3.9% by PROFcon, 3.5% by SVMcon and 3.4% by SPINE-2D (ANN2). Thus, SPINE-2D is among the most accurate prediction methods for contact maps.

It is observed in this and other studies\textsuperscript{14,17} that there is a significant difference between the contact-prediction accuracy of all $\alpha$ proteins and that of other proteins (mixed $\alpha$, $\beta$ and all-$\beta$ proteins). We speculate that nonlocal contacts between helices are more difficult to predict because unlike a single strand, a single helix (cylinder) has additional rotational degrees of freedom that can lead to more complex contact patterns. It is also known that helical residues are rarely mis-predicted to be strand residues and vice versa. Thus, three classes of all-$\alpha$ proteins, all $\beta$ and other proteins can be predicted with high accuracy (91.5% by SPINE24, for example). Consequently, it appears that a more accurate method would be obtained if neural-network predictors are trained separately for three structural classes of proteins. We tested this idea using the single-layer neural network and found that the improvement is insignificant, to our disappointment. Further studies are required to understand why predicted nonlocal contacts between all-$\alpha$ proteins are less accurate than those between all-$\beta$ proteins and how to take advantage of this feature for more accurate contact predictions.

It is of interest to know if additional features introduced in this study are useful for improving the accuracy of prediction. We found that incorporation of seven physico-chemical features leads to about 2% increase in accuracy while a large central window yields an additional 0.5% improvement. However, using a three-state classification of ASA does not introduce a significant improvement over a two-state classification of ASA used in PROFcon\textsuperscript{14}.

Another related question raised by this work is if the improvement from introducing a two-hidden-layer neural network is a result of more parameters (more neurons) or from a change in the network’s architecture. This question can be addressed by studying a single-hidden-layer neural network with more hidden neurons. We did not perform such a test on the contact map predictions because of computational time constraints. However, our unpublished tests during the development of Real-SPINE 3.0 indicates that incorporating more than 100 neurons in a single hidden layer does not produce any significant generalization power. On the other hand, introducing an additional hidden layer results in a significant improvement of the prediction accuracy of backbone dihedral angles. These results suggest that it is the change in the architecture of the neural network that is responsible for the improved accuracy. The introduction of a second-hidden-layer to the neural network allows for an additional processing level in it. This in turn allows for a better approximation of the nonlinear sequence-structure function of proteins.
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Figure 1.
The neural-network architectures of ANN1 (Top) and ANN2 (Bottom).
Figure 2.
The accuracy of contact-map prediction as a function of the number of top predictions (in unit of protein sequence length $L$). Circles are for full contact-map ($|i-j| \geq 6$), squares are for non-local contact-map ($|i-j| \geq 24$) predictions. Open and filled symbols are by ANN1 and ANN2, respectively.
Figure 3.
The accuracy of contact-map prediction as a function of the number of top predictions (in unit of protein sequence length $L$) for all $\alpha$ proteins (circles), all $\beta$ proteins (squares) and others (triangles). Open and filled symbols are for full contact-map prediction ($|i-j| \geq 6$) and non-local contact-map prediction with $|i-j| \geq 24$, respectively.
Figure 4.
Distribution of prediction accuracy of the full contact map for (a) all α, all β, and other proteins and (b) proteins whose sequence lengths are less than 120, between 120 and 240 and larger than 240, respectively.
Ten-fold cross-validated accuracy and coverage given by the single-hidden-layer (ANN1) and two-hidden-layer (ANN2) neural networks for predicting full-contact \((|i - j| \geq 6)\) and nonlocal contact \((|i - j| \geq 24)\) maps are compared at different number of top predictions \(L, \ L/2, \ L/5\). ANN2 is consistently more accurate than ANN1 (1-5% for full contact-map prediction and 0.3-1.6% for nonlocal contact-map prediction).

<table>
<thead>
<tr>
<th></th>
<th>Full Contact Map(^a)</th>
<th></th>
<th>Nonlocal Contact Map(^b)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accu.(^c)</td>
<td>Cov.(^d)</td>
<td>Accu.(^c)</td>
<td>Cov.(^d)</td>
</tr>
<tr>
<td>#e</td>
<td>ANN1</td>
<td>ANN2</td>
<td>ANN1</td>
<td>ANN2</td>
</tr>
<tr>
<td>(L)</td>
<td>27.4±1.3</td>
<td>29.1±1.1</td>
<td>15.5±0.8</td>
<td>16.0±0.6</td>
</tr>
<tr>
<td></td>
<td>14.8±0.8</td>
<td>(14.1±0.8(^f))</td>
<td>15.1±0.8</td>
<td>(14.4±0.8(^f))</td>
</tr>
<tr>
<td></td>
<td>13.5±1.5</td>
<td>(13.0±0.7(^f))</td>
<td>13.4±0.7</td>
<td>(12.7±0.7(^f))</td>
</tr>
<tr>
<td>(L/2)</td>
<td>34.6±1.6</td>
<td>37.3±1.8</td>
<td>9.8±0.5</td>
<td>10.3±0.5</td>
</tr>
<tr>
<td></td>
<td>17.1±1.4</td>
<td>(16.5±1.2(^f))</td>
<td>18.9±1.4</td>
<td>(18.5±1.4(^f))</td>
</tr>
<tr>
<td></td>
<td>8.4±1.1</td>
<td>(8.0±0.3(^f))</td>
<td>8.5±0.3</td>
<td>(8.1±0.3(^f))</td>
</tr>
<tr>
<td>(L/5)</td>
<td>42.2±2.1</td>
<td>47.2±2.2</td>
<td>5.1±0.3</td>
<td>5.3±0.5</td>
</tr>
<tr>
<td></td>
<td>22.6±2.0</td>
<td>(21.9±1.3(^f))</td>
<td>24.2±1.0</td>
<td>(23.8±1.0(^f))</td>
</tr>
<tr>
<td></td>
<td>3.7±0.7</td>
<td>(4.7±0.3(^f))</td>
<td>4.3±0.5</td>
<td>(4.1±0.5(^f))</td>
</tr>
</tbody>
</table>

\(^a\) All residue-residue contacts with the separation of the sequence positions greater than or equal to 6.

\(^b\) Nonlocal residue-residue contacts with the separation of the sequence positions greater than or equal to 24.

\(^c\) Accuracy: fraction of true positives in number of top predictions \(L, \ L/2, \ L/5\).

\(^d\) Coverage: fraction of true positives in total number of native contacts.

\(^e\) The number of predictions.

\(^f\) The numbers in parentheses are ten-fold-cross-validated results by using the method trained for predicting the full contact map.
Ten-fold cross-validated accuracy and coverage given by the two-hidden-layer (ANN2) neural networks for predicting full-contact ($|i - j| \geq 6$) and nonlocal contact ($|i - j| \geq 24$) maps at different number of top predictions ($L, L/2, L/5$) are shown for proteins of different structural classes (all $\alpha$, all $\beta$ and others) and different lengths ($L < 120, 120 \leq L \leq 240, \text{and} L > 240$).

<table>
<thead>
<tr>
<th></th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>Other</th>
<th>$L &lt; 120$</th>
<th>$120 \leq L \leq 240$</th>
<th>$L &gt; 240$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Proteins</td>
<td>110</td>
<td>52</td>
<td>338</td>
<td>154</td>
<td>214</td>
<td>132</td>
</tr>
<tr>
<td>Full Contact Maps$^d$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>($L$)</td>
<td>Accu.$^b$</td>
<td>16.9</td>
<td>33.7</td>
<td>32.4</td>
<td>27.6</td>
<td>30.1</td>
</tr>
<tr>
<td></td>
<td>Cov.$^c$</td>
<td>17.1</td>
<td>14.4</td>
<td>15.9</td>
<td>20.1</td>
<td>15.2</td>
</tr>
<tr>
<td>($L/2$)</td>
<td>Accu.$^b$</td>
<td>22.0</td>
<td>41.8</td>
<td>41.8</td>
<td>35.1</td>
<td>38.4</td>
</tr>
<tr>
<td></td>
<td>Cov.$^c$</td>
<td>10.9</td>
<td>8.8</td>
<td>10.3</td>
<td>13.0</td>
<td>9.7</td>
</tr>
<tr>
<td>($L/5$)</td>
<td>Accu.$^b$</td>
<td>29.8</td>
<td>51.4</td>
<td>52.4</td>
<td>44.5</td>
<td>48.2</td>
</tr>
<tr>
<td></td>
<td>Cov.$^c$</td>
<td>5.9</td>
<td>4.3</td>
<td>5.3</td>
<td>7.0</td>
<td>4.9</td>
</tr>
<tr>
<td>Nonlocal Contact Maps$^d$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>($L$)</td>
<td>Accu.$^b$</td>
<td>9.4</td>
<td>14.1</td>
<td>17.1</td>
<td>13.5</td>
<td>16.3</td>
</tr>
<tr>
<td></td>
<td>Cov.$^c$</td>
<td>16.0</td>
<td>10.7</td>
<td>13.1</td>
<td>18.2</td>
<td>12.5</td>
</tr>
<tr>
<td>($L/2$)</td>
<td>Accu.$^b$</td>
<td>11.3</td>
<td>16.4</td>
<td>21.9</td>
<td>16.2</td>
<td>20.4</td>
</tr>
<tr>
<td></td>
<td>Cov.$^c$</td>
<td>10.3</td>
<td>6.3</td>
<td>8.3</td>
<td>11.5</td>
<td>7.8</td>
</tr>
<tr>
<td>($L/5$)</td>
<td>Accu.$^b$</td>
<td>13.8</td>
<td>20.4</td>
<td>28.2</td>
<td>19.7</td>
<td>25.5</td>
</tr>
<tr>
<td></td>
<td>Cov.$^c$</td>
<td>5.5</td>
<td>3.1</td>
<td>4.1</td>
<td>5.9</td>
<td>3.9</td>
</tr>
</tbody>
</table>

$^a$ All residue-residue contacts with the separation of the sequence positions greater than or equal to 6.

$^b$ Accuracy: fraction of true positives in number of top predictions.

$^c$ Coverage: fraction of true positives in total number of native contacts.

$^d$ Nonlocal residue-residue contacts with the separation of the sequence positions greater than or equal to 24.
The ten-fold cross-validated accuracy and coverage given by the two-layer (ANN2) neural networks are compared to independent test results (Set 2 and CASP 7) at different number of top predictions ($L$, $L/2$, $L/5$). A consistent performance in different test sets is observed.

<table>
<thead>
<tr>
<th>#e</th>
<th>Full-contact map$^a$</th>
<th>Nonlocal contact map$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accu.$^c$</td>
<td>Cov.$^d$</td>
</tr>
<tr>
<td></td>
<td>Set 1$^f$</td>
<td>Set 2$^g$</td>
</tr>
<tr>
<td>$L$</td>
<td>29.1±1.1</td>
<td>27.7</td>
</tr>
<tr>
<td>$L/2$</td>
<td>37.3±1.8</td>
<td>35.8</td>
</tr>
<tr>
<td>$L/5$</td>
<td>47.2±2.2</td>
<td>45.6</td>
</tr>
</tbody>
</table>

$^a$ All residue-residue contacts with the separation of the sequence positions greater than or equal to 6.

$^b$ Nonlocal residue-residue contacts with the separation of the sequence positions greater than or equal to 24.

$^c$ Accuracy: fraction of true positives in number of top predictions ($L$, $L/2$, or $L/5$).

$^d$ Coverage: fraction of true positives in total number of native contacts.

$^e$ The number of predictions.

$^f$ The ten-fold cross-validated result on the main dataset of 500 proteins

$^g$ The test result on the independent dataset of 500 proteins.

$^h$ 82 CASP 7 targets after removing 7 sequences whose sequence identities are greater than 30% with the training set of 500 proteins.
Table 4

The accuracy and coverage of various contact-prediction methods in CASP 7 targets (both template-based and free-modeling targets) for top L/5 predictions of nonlocal contacts (|i - j| ≥ 24). This comparison serves as an approximate guide only because different methods have used different training sets which may contain sequences homologous to CASP 7 targets. However, sequences of CASP 7 targets homologous to the SPINE-2D training set are removed. The number of targets for each method is different either because the method did not report the results for some proteins or because its reported predictions contain less than L/5 predictions of nonlocal contacts (|i - j| ≥ 24).

<table>
<thead>
<tr>
<th></th>
<th>BETAPred&lt;sup&gt;a&lt;/sup&gt;</th>
<th>PROFcon&lt;sup&gt;a&lt;/sup&gt;</th>
<th>SAM-T06&lt;sup&gt;a&lt;/sup&gt;</th>
<th>SVMcon&lt;sup&gt;a&lt;/sup&gt;</th>
<th>SPINE-2D (ANN2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. &lt;sup&gt;b&lt;/sup&gt;</td>
<td>62</td>
<td>62</td>
<td>78</td>
<td>78</td>
<td>82</td>
</tr>
<tr>
<td>Accu.&lt;sup&gt;c&lt;/sup&gt;</td>
<td>20.0</td>
<td>13.7</td>
<td>15.2</td>
<td>16.6</td>
<td>25.9</td>
</tr>
<tr>
<td>Cov.&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3.3</td>
<td>5.1</td>
<td>4.1</td>
<td>2.9</td>
<td>4.5</td>
</tr>
</tbody>
</table>

<sup>a</sup>Predictions are downloaded from CASP 7 website (http://predictioncenter.gc.ucdavis.edu/casp7/).

<sup>b</sup>The number of protein targets.

<sup>c</sup>Accuracy.

<sup>d</sup>Coverage.