A RESTful Web Service for High Performance Computing based on Nimrod/G
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INTRODUCTION
The Computational Resource Framework (CRF) is a project being undertaken at Griffith University to make High Performance Computing (HPC) enabled scientific software available via a range of web portals. It addresses the problem that the use of HPC resources currently still needs a high level of expertise with the Unix command line interface, creating a technical boundary that limits uptake among researchers. As pointed out by Cholia et al. [2], this hinders cross domain research and either excludes many researchers or makes them rely on the few researchers in their group who are comfortable with the current HPC system.

A major technical challenge of the CRF project was to expose the HPC infrastructure at Griffith University in a way that allows easy deployment of new front-end portals. In addition, there was a desire to integrate external HPC resources, such as HPC resources from other institutions and cloud resources from, for example NeCTAR or commercial services. A lot of this functionality could be achieved by using Nimrod/G [1], a Grid and Cloud aware distributed computing middleware with interfaces into a wide variety of HPC resources, such as Globus, PBS, EC2 and OpenStack. NIMROD/G also allows cost and time-based scheduling of jobs, which can be defined via a simple declarative language. Nimrod/G’s main interface is a command line interface with separate instances of Nimrod/G and the Nimrod/G database running for each user.

To allow easy programmatic access to the HPC infrastructure a key part of the CRF project was to develop a state-of-the-art API through which portals and other applications could programmatically access HPC jobs and resources. We implemented this in the form of a RESTful web-service that maps all relevant functionality of Nimrod/G to appropriate web resources. The main challenge on the front-end side of the API was to define a sensible RESTful API to manage jobs, resources and users. Other challenges arose from the integration with Nimrod/G as this system had to be implemented to allow access to each users database and start and control instances of Nimrod/G in their user context, while at the same time presenting all this information via a single API.

IMPLEMENTATION
Nimrod/G currently features a command line interface as the primary frontend. Via this interface a user can create, monitor and control all jobs. A separate PostgreSQL database is maintained for each user, holding information about the users jobs and resources. A user’s jobs are controlled by a separate instance of Nimrod/G for each user.

To use Nimrod/G as the middleware for the CRF we needed to develop a web-service that could seamlessly integrate with the existing Nimrod/G system. This required us to develop a way to access each users PostgreSQL database and run commands in the context of each user. To minimise the security risks from giving a service such broad access to user accounts, we developed a two-tier system comprising a background daemon with an internal API and a web service front end that can access this daemon via secure authentication. Both services can run as different, non-privileged users and only the background daemon requires access to other user accounts. Access to user accounts is limited via the sudoers file on Linux/Unix, giving the process only access to certain users and certain commands. An advantage of this approach is that no component of the web-service requires super-user rights at any time. Nimrod/G calls are seamlessly handled by a component within the background daemon that executes calls to the Nimrod/G database and other Nimrod/G components in the context of the respective user.

Both services were developed in Python using the event driven network engine Twisted. In addition the WSGI web-framework Flask in combination with the authentication framework reposito:who were used to develop the frontend API. Communication between the two components is secured with SSL Client and Server authentication.
API METHODS
Currently the following resources and methods are available via the HPC web-service:

Authentication
This service has been designed for use by portals or portal like systems. It is therefore mainly focussed on authenticating portals via API keys and allowing them access to a distinct group of users. However, this service was implemented in a flexible and extensible manner so that extensions to authentication and authorisation of individual users could be trivially implemented.

Job Management
The API allows complete management of jobs, allowing creating, monitoring, controlling and deleting jobs. Compute resources can either be assigned manually or automatically based on job type. In addition, numerous metadata fields can be stored and managed per experiment.

HPC Resource Management
Nimrod/G allows users to add a wide variety of grid and cloud resources. Due to the structure of Nimrod/G these are managed on a per user basis. Users resources are exposed via the web-service, which, in addition to the information maintained by Nimrod/G, maintains a database mapping these resources to global resource information. This way the web-service makes it possible to query for resources that can run a specific type of software or support a particular library (e.g. GPU, MPI). If desired suitable resources can automatically be added to a job.

File Management
The web-service offers full support for uploading and downloading input and output files for experiments. We are currently in the process of replacing most of this functionality with the integrated rule-based data management system iRODS. iRODS will allow us to more comprehensively maintain data and meta-data and process and distribute it according to pre-defined rules.

Account Information
The web-service allows read access to information about all users with access to the HPC resources. Actual account information is available as read-only data for security reasons. User creation and change of user information is available via the admin console.

FUTURE WORK
The current API is targeted at programmatic access from a portal or similar service. Future extensions might include the option to handle sessions via cookies and incorporate a purely Javascript based interface for either full or admin access.
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