New formulae for prediction of wave overtopping at inclined structures with smooth impermeable surface
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Abstract

Reliable prediction of wave overtopping rate has an important role in the design and safety assessment of coastal structures. In this study, the selected data from the CLASH database were used to provide new formulas for the estimation of wave overtopping at simple sloped inclined seawalls or dikes with smooth impermeable surface. To develop the formulas, the decision tree approach together with the nonlinear regression provided by SPSS was used as a novel procedure. The conventional governing parameters were used as the input and output variables. The accuracy of the new formulas was then compared to those of previous ones and the measurements. It was shown that the presented formulas outperform the existing ones in the prediction of small and large scale overtopping rates at inclined impermeable coastal structures such as dikes and seawalls.
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1. Introduction

The safety of the coastal regions against flooding largely depends on the performance of the coastal protection structures against wave attacks and storm surges. In the recent years, due to the effects of climate change, the intensity and duration of storms have increased (Verhaeghe et al., 2008). Therefore, safe design of coastal protections has become more vital. One of the most important hydraulic responses of the coastal structures is the wave overtopping rate. Reliable prediction of wave overtopping has a predominate role in determining the crest level of these structures. Excessive wave overtopping can cause failures in the structures, casualties and financial losses (Neves et al., 2008); especially when the coastal areas are protected by dikes or seawalls.

Several approaches have been proposed for the prediction of wave overtopping discharge on the inclined seawalls and dikes. The most commonly used models are the empirical formulas. In these formulas, the dimensionless overtopping rate is an exponential function of the relative crest freeboard. The summary of the previous empirical formulas for the prediction of wave overtopping rate at simple sloped smoothed structures is presented in Table 1 (see also Verhaeghe, 2005).

In these equations, $q$ is the mean overtopping discharge per unit length of the structure, $H_s$ is the significant wave height at the toe of structure, $T_m$ is the mean wave period of incident waves at the toe, $R_C$ is the crest freeboard of the structure, and $h_t$ is the water depth on the toe of structure. The parameter of $\alpha$ is the slope angle of the structure, $\theta$ is the sea bed slope, and $\gamma$ is the combination of different reduction factors for the effects of parameters such as surface roughness, oblique wave attack, berm, shallow water and wave walls (CEM, 2006). The parameter of $S_o$ is the wave steepness defined as:

$$S_o = \frac{H_s}{L_o} = \frac{2\pi}{g} \frac{H_s}{T^2} \quad (1)$$
Where $L_o$ is the wave length. $S_{om}$ and $S_{op}$ are derived by using the $T_m$ and $T_p$ in eq. 1, respectively. In the Van der Meer and Janssen (1995) and EurOtop (2007) formulas, the parameter of $\xi_o$ is the surf similarity parameter (Iribarren number) defined as:

$$\xi_o = \frac{\tan \alpha}{\sqrt{S_o}}$$

(2)

These equations were obtained by fitting appropriate dimensionless numbers to the results of the laboratory model tests (Neves et al., 2008). Lately, increasing the power of computers has increased the popularity of numerical models. These models simulate the wave flow on the structure in a numerical flume. Basically, they solve governing differential equations of fluid flow in front and on the top of the structure (Verhaeghe, 2005). The main disadvantage of numerical models is the high computational cost required for an accurate simulation.

In the last decades, two artificial neural network (ANN) models have been proposed for the estimation of wave overtopping rate at all kinds of structures (Van Gent et al., 2007; Verhaeghe et al., 2008; Victor and Troch, 2012). In general, ANN models are more accurate than empirical models due to the complex regression that they make between inputs and output parameters (Kazeminezhad et al. 2010). The structure of ANN models, however, is not as transparent as that of empirical formulas. In addition, some trial and error process is required to find the optimum model (e.g. Zanganeh et al., 2009).

In summary, there are several models for the prediction of overtopping rate. However, some of them have complicated structures (such as Goda’s formula, 2009, or Victor and Troch, 2012) and some of them overpredict the wave overtopping rate in some cases which cause financial losses. On the other hand, the underestimation of the overtopping rate may result in both economical and life losses due to flooding of the hinterland. In addition, the reliability of the existing formulas is not quite known. Due to the importance of dikes or
inclined seawalls (because in most cases they build to protect the populated areas in the coastal zones), in this study it has been tried to drive a simple and more accurate formula to be easily and safely used in the design of these kind of structures.

The aim of this study is to derive compact transparent and accurate formulas for the prediction of wave overtopping rate at simple sloped inclined seawalls. In order to develop the new prediction formulas, decision tree (Breiman et al., 1984) was used together with the nonlinear regression. Recently, decision tree has been successfully used in the field of ocean and coastal engineering (e.g.; Kambekar and Deo, 2010; Etemad-Shahidi et al., 2011; Jafari and Etemad-Shahidi, 2012). In this study, once the basic regimes are classified by the decision tree, nonlinear multi-variable regression is used to develop the formulas. The proposed formulas were trained and validated using the selected small scale data from the CLASH database (Van der Meer et al., 2009). Moreover, the performances of the formulas were evaluated for large scale data as an applicable example. The results were also compared to those of previous empirical formulae.

2. Description of the parameters affecting the overtopping rate

Overtopping discharge is mostly related to the wave run-up. When the rising water caused by incident waves reaches the crest of the structure and pass over it, overtopping occurs. In addition, fine droplets which are generated by wave breaking in front of structure and carried over the crest, are also considered as the wave overtopping (Verhaeghe, 2005). Several structural and hydraulic parameters affect the overtopping rate on simple sloped smoothed structures. One of the most important structural parameters is the crest freeboard \( R_c \). When the wave run-up height is higher than the crest freeboard height, the sea water will flow on the top of the crest and reach the lee side of the structure (Fig. 1). Besides, in general,
the number of waves that can rise over the crest is decreased by increasing the $R_c$. Hence, the overtopping discharge is reduced by increasing the crest height.

Significant wave height ($H_{m0, toe}$) has a high correlation with the overtopping discharge. The energy of incident waves is related to the square of the wave height. The results of previous studies have also shown that for a constant wave period, the power (energy) of incident waves increases by increasing the wave height (Moghim et al., 2011); and consequently, the wave overtopping discharge increases.

The mean period ($T_{m, toe}$) is also an important hydraulic parameter. The effect of the wave period is usually considered in the wave steepness parameter (eq. 1). By increasing the wave period, for a constant wave height, the wave length increases. According to the eq. 1, wave steepness reduces by increasing the wave length. The energy dissipation of a wave with a lower steepness is less than that of a steep wave (Basco, 1985). Hence, lower wave steepness results in a higher level of wave run-up, higher velocity of the rising water flow; and therefore, higher rate of wave overtopping. The laboratory measurements of these parameters at the toe of structure are used for the development of the new formulae.

3. Data extraction from the CLASH database

In the last decades, a number of studies have been performed to identify all aspects of the overtopping phenomena. As a result, several experimental data points are collected in different laboratories and sites all over the world. Most of these small scale data have been gathered together with the available large scale measurements within the CLASH project (De Rouck et al., 2009). An extensive database was then created based on the gathered data. It contains of more than 10500 overtopping data at various types of structures (Van der Meer et al., 2009).
In this study, data of overtopping at simple inclined coastal structures with smooth impermeable surface have been extracted from the CLASH database. The CLASH database has assigned a reliability factor $RF$ and a structural complexity factor $CF$ to each test. In this work, unreliable tests ($RF=4$) and the tests with very complex structure ($CF=4$) were excluded from the datasets (see appendix A for more details about the reliability of tests). Due to possible errors in the recording of zero overtopping rates; the tests with non-zero overtopping discharges were selected for further processing. In addition, the data of the structures with berms and with multiple slopes were excluded.

The extracted data include 882 small scale tests and 30 large scale measurements. Table 2 shows the characteristics of selected data for smoothed inclined seawalls. The identification of datasets in the CLASH database and the range of parameters in each dataset are also listed in the Table 2. 706 out of 882 data points have $\tan\theta = 0.001$ which represents a test on horizontal bed in most of the cases (Goda, 2009). According to Table 2, the minimum value for the relative toe depth ($h_t/H_{m0,\text{toe}}$) is 1.04. 228 tests (25.85% of all data) have $h_t/H_{m0,\text{toe}}$ less than 2 and other ones have $h_t/H_{m0,\text{toe}}> 2$. Hence, most of the wave characteristics at the toe of the structure were not recorded in the shallow water.

The amount of overtopping discharge significantly depends on the differences between wave run-up level and the crest freeboard level. In the coastal engineering manual (CEM, 2006), the value of 2.58 is given as a maximum value for $(R_c/H_{m0,\text{toe}})_{0.1\%}$. It means that if the relative crest freeboard ($R_c/H_{m0,\text{toe}}$) is greater than 2.58, only less than 0.1% of wave run-up can exceed the crest of structure. In the selected data 112 data have $R_c/H_{m0,\text{toe}}> 2.58$ and hence, the value of wave overtopping for these cases is very low. Based on the surf similarity parameters ($\xi_{om}$) and regarding to the values suggested by CEM (2006), 754 data have $\xi_{om}<3.5$ and their type of wave breaking is plunging. The other remaining 128 data have $\xi_{om}>3.5$ and break in the surging mode.
It should be mentioned that the large scale tests have been performed in large flumes in the laboratories (Verhaeghe, 2005). To avoid the scale and model effects (Verhaeghe et al., 2008), the large scale data points were excluded from the development processing of the new formulae due to their limited number compared to those of small scale tests.

4. Decision tree and nonlinear regression

The relationships between different variables in an extensive database can be discovered using the data mining techniques and statistical analysis. Through a variety of techniques, the decision tree is a new method which has been less applied to solve the engineering problems. The primary idea of this method is based on the theory that a complex problem can be solved by splitting it to smaller problems and then solving them (Bhattacharya et al., 2007, Mahjoobi and Etemad-Shahidi, 2008, Etemad-Shahidi and Ghaemi, 2011). This algorithm divides the input dataset to smaller subsets and after that, processes the subsets.

In Jafari and Etemad-Shahidi (2012), M5’ model tree was used to develop a new model for overtopping at rubble-mound structures. However in this study, Classification And Regression Tree (CART) method provided by Breiman et al. (1984) was used for data processing and then a non-linear regression was fitted to datasets using SPSS software. The basic idea of M5’ model tree and CART is similar and the both method split the entire dataset to smaller subsets. M5’ model uses a slightly complicated algorithm to divide the domain and presents only linear models. This shortcoming is overcome by using a combination of CART and non-linear regression of SPSS.

The CART algorithm is developed for analyzing the classification problems. In this method, first, the entire dataset is split to smaller subsets. The best splitting point is obtained by minimizing the variety of impurity or the diversity measured in each subset. The CART algorithm, in fact, tries to put the homogeneous data points in the same subset (Yasa and
In the CART algorithm, for each split, the predictor is evaluated to find the best cut point based on an improvement score or reduction in impurity. For splitting rules and goodness of fit criteria, the Least Squared Deviation (LSD) impurity measure is used. \( R(t) \) function is the weighted within node variance for the node \( t \) in the LSD measure, and it is equal to the re substitution risk estimation for the node \( t \). \( R(t) \) defines as:

\[
R(t) = \frac{1}{\sum \omega_i f_i} \sum \omega_i f_i (y_i - \bar{y}(t))^2
\]

\[
\bar{y}(t) = \frac{1}{\sum \omega_i f_i} \sum \omega_i f_i y_i
\]

where \( \omega_i \) is the weighting field value for the record \( i \) (if any), \( f_i \) is the frequency field value (if any), \( y_i \) is the target field value, and \( \bar{y}(t) \) is the mean of the dependent variable at the node \( t \). The LSD function for dividing at the node \( t \) is defined as:

\[
Q(s,t) = R(t) - R(t_1) - R(t_2)
\]

where \( R(t_1) \) and \( R(t_2) \) are the sum of squares of the first and second subsets. The split \( s \) is chosen to maximize the value of \( Q(s, t) \) (Mahjoobi and Etemad-Shahidi, 2008; Ayoubloo et al., 2010). After the splitting process, a linear regression line is fitted to the data points in each subset. The splitting process repeats recursively until one of the stopping conditions occur (Breiman et al., 1984).

Sometimes the linear equations cannot describe the relationship between the variables properly. Nonlinear regression, unlike the traditional linear regression, can estimate an arbitrary nonlinear relationship between inputs (independent variables) and output (dependent variable). In this study, multivariate regression equations were fitted to the training set using SPSS software. In this case, an iterative estimation algorithm based on the methods proposed and implemented in NPSOL (Gill et al., 1998) was applied to estimate the regression
coefficients. This method was used to improve the linear regression equations made by CART algorithm to nonlinear ones.

5. Modeling and discussion on the results

The used overtopping database is composed of laboratory tests with different scales as well as field measurements (Verhaeghe et al., 2008). To eliminate the scale effects, dimensionless parameters were used for developing the new model. The input parameters include the relative crest freeboard \((R_c/H_{m0, toer})\), which represents the ratio between the crest level of structure and incident wave height at the toe of structure, and the surf similarity parameter \((\xi_{om})\). Various ranges of \(\xi_{om}\) refer to different types of wave breaking on the structure. Almost all of the phenomena in the surf zone are described by the surf similarity parameter (e.g. EurOtop, 2007; Bonakdar and Etemad-Shahidi, 2011; Etemad-Shahidi and Bonakdar, 2009). As shown in eq. 2, \(\xi_{om}\) is composed of the slope of structure and wave steepness. These two parameters \((S_{om} \text{ and } \tan \alpha)\) have been also used separately in some of the previous formulae. In addition to these parameters, other ones which seemed to be less effective such as the relative water depth at the toe of structure \((h_t/H_{m0, toer})\) and the sea bed slope \((\tan \theta)\) were also considered as input parameters in the developing the new formulae.

The above mentioned dimensionless parameters include the most effective parameters on the wave overtopping rate which are described in the section 2. Relative overtopping discharge \((q/\sqrt(g.H_{m0, toer}^3)}\), where \(q\) is the overtopping discharge and \(g\) is the gravity acceleration) was considered as the output parameter in the modeling. The formulae were developed based on the randomly selected 67 percent of small scale data and then tested by the remaining (33 percent) data points. Table 3 shows the range of the dimensionless parameters of the used train and test data. Different forms of functions using the governing parameters were tested. The one which outperformed other ones was as follows:
\[ q^* = \frac{q}{\sqrt[3]{g H_{m0,\text{toe}}}} = f\left( \frac{R_c}{H_{m0,\text{toe}}}, \frac{\xi_{om}}{H_{m0,\text{toe}}}, \frac{h_i}{H_{m0,\text{toe}}}, \tan \theta \right) \] (6)

The sensitivity analysis on the effects of different input parameters and their combinations were accomplished. Results indicated that the effects of \( \frac{h_i}{H_{m0,\text{toe}}} \) and \( \tan \theta \) on the model performance can be neglected. Finally, two equations were obtained, which were separated by \( R_c/H_{m0,\text{toe}} = 1.62 \). The models were optimized and the final formulae were:

If \( \frac{R_c}{H_{m0,\text{toe}}} \leq 1.62 \) then

\[
\frac{q}{\sqrt[3]{g H_{m0,\text{toe}}}} = 0.032 \cdot \exp \left( -2.6 \left( \frac{R_c}{H_{m0,\text{toe}}} \right)^{1.6} (\xi_{om})^{-1.26} \right)
\] (7a)

If \( \frac{R_c}{H_{m0,\text{toe}}} > 1.62 \) then

\[
\frac{q}{\sqrt[3]{g H_{m0,\text{toe}}}} = 0.032 \times \exp \left( -5.63 (\xi_{om})^{-1.26} - 3.283 \left( \frac{R_c}{H_{m0,\text{toe}}} - 1.62 \right)^{0.83} \right)
\] (7b)

Both formulae are physically sound and show that by increasing the crest freeboard, the overtopping discharge decreases. In addition, they show that by increasing the slope angle or the wave height or wave period, the overtopping discharge increases. The previous studies on sloped structures have shown that wave run-up has its maximum level for the various exceed levels (Delft Hydraulics, 1989). For example, the \((R_c/H_{m0,\text{toe}})_{5\%}\) exceeding level is equal to 1.68 (CEM, 2006). Victor and Troch (2012) also used \( R_c/H_{m0,\text{toe}} < 1.7 \) as the limit for low crested structures. As mentioned before, the amount of overtopping discharge remarkably depends on the differences between the crest freeboard level and the run-up level. When the \( R_c/H_{m0,\text{toe}} \) is greater than 1.62, most of the run-up levels of incident waves are less than the crest freeboard level. Hence, the overtopping discharge and its dependence to the crest freeboard decrease. This fact can be concluded from the power of \( R_c/H_{m0,\text{toe}} \) which is decreased in eq. 7b.
Scatter diagrams of the measured dimensionless overtopping discharges and the predicted ones, using different approaches, are shown in Fig 2. The inclined upper dashed line, solid line and lower dashed line are 10 times over estimated, perfect agreement, and 10 times under estimated lines, respectively. The test data (33% of randomly selected data) which were not used for the development of the formulae, are shown with gray diamonds in Fig 2.

Fig 2a shows that the predictions of the Owen (1982) formula are mostly overestimated. On the other hand, other formulae generally show underestimation in their predictions. Some of the previous models’ predictions have a large scatter. For example, the predictions of the Owen (1982) formula in some cases are more than 100 times of the measured ones. As seen in the Fig 2, the EurOtop (2007) and Van der Meer and Janssen (1995) formulae have better performances compared to the others.

Scatter diagram of the measured and predicted overtopping rates by the new formulae is shown in Fig 3. It is clear from this figure that the predictions of the new formulae are more concentrated around the optimal line compared to those of the previous formulae. For quantitative evaluation of the formulae’ accuracies, statistical indicators such as Bias, scatter index (SI), the coefficient of determination ($R^2$) and root mean square error ($RMSE$) were used. These parameters are defined as:

$$BIAS = \frac{1}{n} \sum_{i=1}^{n} \left( \log q_{est}^* - \log q_{meas}^* \right)$$  \hspace{1cm} (8)$$

$$SI = \left( \frac{1}{|X|} \right) \left( \frac{1}{n} \sum_{i=1}^{n} \left( \log q_{est}^* - \log q_{meas}^* \right)^2 \right) \times 100$$  \hspace{1cm} (9)$$

$$R^2 = \frac{\left( \sum_{i=1}^{n} \left( \log q_{meas}^* - \bar{X} \right) \left( \log q_{est}^* - \bar{Y} \right) \right)^2}{\sum_{i=1}^{n} \left( \log q_{meas}^* - \bar{X} \right)^2 \sum_{i=1}^{n} \left( \log q_{est}^* - \bar{Y} \right)^2}$$  \hspace{1cm} (10)$$
\[ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( \log q_{\text{meas}}^* - \log q_{\text{est}}^* \right)^2} \]  \hspace{1cm} (11)

Where \( q_{\text{est}}^* \) and \( q_{\text{meas}}^* \) are estimated and measured dimensionless overtopping discharge, \( n \) is the number of data, and \( \bar{X} \) and \( \bar{Y} \) are the average of \( \log(q_{\text{meas}}^*) \) and \( \log(q_{\text{est}}^*) \), respectively. For a quantitative judgment of models’ performances, the error indicators were calculated by using the logarithm of overtopping discharges (Goda, 2009). The error measures of the previous formulae and the new ones are shown in the Table 4.

As seen, almost all the error measures of eq. 7 show the improvement in the predictions of the overtopping rate. Bias shows the average of the absolute error. Some of the Bias values are negative, indicating that their predictions are underestimated. Nevertheless, the average of absolute error for the new model is less than those of other ones. \( SI \) shows the relative scatter of the data points. As seen in Table 4, the predictions of the new formulae are less scattered than those of other ones. \( R^2 \) indicates the correlation of data. It can be seen from the table that the correlation of the new equations predictions is higher than those of Owen (1982) and Goda (2009) and close to those of Van der Meer and Janssen (1995) and EurOtop (2007). The values of \( RMSE \) error also show that the developed formulae are more accurate than others.

Eq. 7 represents the average of overtopping discharge, and it can be modified for the probabilistic design or comparison with the measurements. For the deterministic design or safety, it is recommended to increase the average discharge by using the standard deviation of data. Coefficients of 2.6 in eq. 7a and 5.63 and 3.283 in eq. 7b are normally distributed with the standard deviation of 1.65, 3.09 and 1.5 respectively. Therefore, these equations can be modified for different levels of risk as follows:
\[
\begin{align*}
\text{If } \frac{R_c}{H_{m0, toe}} \leq 1.62 \text{ then } \quad & \quad q = 0.032 \times \\
& \quad \exp \left( -2.6 + N \times 1.65 \left( \frac{R_c}{H_{m0, toe}} \right)^{1.6} (\xi_{om})^{-1.26} \right) \tag{12a} \\
\text{If } \frac{R_c}{H_{m0, toe}} > 1.62 \text{ then } \quad & \quad q = 0.032 \times \\
& \quad \exp \left( -5.63 + N \times 3.09 \left( \xi_{om} \right)^{-1.26} + (-3.283 + N \times 1.5) \left( \frac{R_c}{H_{m0, toe}} - 1.62 \right)^{0.83} \right) \tag{12b}
\end{align*}
\]

The value of \( N \) can be determined for various exceedance levels by using the normal distribution curve (Table 5). As an example, the measured overtopping discharge and the predicted ones by eq. 7a and eq. 12a for 33% risk are shown in fig. 4 for \( R_c/H_{m0, toe} \leq 1.62 \).

Different kinds of reduction factors have been suggested previously to consider the effects of berm, surface roughness, wave walls or oblique wave attack. Since eq. 7a and eq. 7b were presented for simple slope inclined seawalls with smooth impermeable surface, the values of \( \gamma_f \), \( \gamma_b \) and \( \gamma_v \) were considered to be equal to 1. However, the effect of oblique waves is considered here. The previously mentioned selected data from the CLASH database were tests with head on waves. 145 additional data points were then extracted from the CLASH database to investigate oblique waves. The range of these extracted data is shown in Table 6. In addition, Fig 5 shows the rose plot of oblique wave data in each direction. As seen, in most of the existing tests, the angle of wave attack is between 20 and 40 degrees. The effect of oblique wave attack is considered in eq. 7a as follows:

\[
q^* = a \cdot \exp \left( b \left( \frac{R_c}{H_{m0, toe } \cdot \gamma_f} \right)^\alpha (\xi_{om})^\beta \right) \tag{13}
\]

Hence, the value of \( \gamma_f \) was calculated as:
Several formulae have been suggested to consider the effect of oblique wave attack. Van der Meer and Janssen (1995) proposed the following formulae for calculating $\gamma_\beta$:

Short crested waves: $\gamma_\beta = 1 - 0.0033\beta$  \hfill (15)

Long crested waves: $\gamma_\beta = \begin{cases} 1 & 0 \leq \beta \leq 10 \\ \cos^2(\beta - 10) & 10 \leq \beta \leq 50 \\ 0.6 & \beta \geq 50 \end{cases}$  \hfill (16)

Where $\beta$ is the angle of wave attack. EurOtop (2007) recommended to use the eq. 15 with the minimum of $\gamma_\beta = 0.736$. This reduction factor was considered by Goda (2009) as follows:

$$\gamma_\beta = 1 - 0.0096|\beta| + 0.000054\beta^2$$  \hfill (17)

In all of these formulae, $\gamma_\beta$ varies from 1 (for $\beta = 0$) to a minimum of 0.6~0.7 for $\beta > 70$. In this study, various types of equations were tested, and the best fitted equation was selected as follows:

$$\gamma_\beta = 1 - 0.33\sin(\beta)$$  \hfill (18)

Fig 6 shows the average values of measured $\gamma_\beta$ as a function of the angle of wave attack. The predicted values of $\gamma_\beta$ by other formulae are also shown in this figure. As seen, the predictions of eq. 18 are in good agreement with those of previous ones. In addition, the values of $\gamma_\beta$ predicted by eq. 18 varies from 1 for $\beta = 0$ to 0.67 for $\beta = 90$, which are close to those predicted by others.
6. Application to large scale data

In this part, the developed formulae are applied to the large scale measurements. The predictions are compared to those of previous formulae and the measured overtopping rates. Scatter diagram of the measured overtopping discharges and the predicted ones are shown in Fig 7. As seen, the predictions of the new formulae are closer to the line of perfect agreement than those of previous formulae. Table 7 shows the error measures of different formulae. The $SI$ values show that the predictions of the eq. 7, Owen (1982) and then EurOtop (2007) formulae are more accurate than other ones. The $Bias$ values show that the predictions of all formulae are underestimated. However, except the Goda’s formula, the average of absolute error of the developed formulae is less than those of others. $R^2$ values show that the estimated overtopping rate by the eq. 7 is highly correlated with the measured values. The calculated $RMSE$ also indicates that the suggested formulae are the most accurate ones among all available formulae.

As it can be seen in Fig 7 and Table 7, generally the predictions of all formulae are underestimated. This underestimation could be caused by scale and model effects and/or measurement errors or some effects that are missing in the formulae. As mentioned in Verhaeghe et al. (2008), overtopping studies within the CLASH project have shown that overtopping measurements are affected by model and scale effects, resulting in differences between prototype and model response. On the other hand, it is quite difficult to measure overtopping in prototype and generally, measurement errors in small scale tests is less than those of large scale ones. As mentioned in the previous section, for the deterministic design or safety, it is recommended to increase the average discharge by using the eq 12a and 12b.

7. Summary and conclusions
In this study, two formulae are proposed for the prediction of wave overtopping rate at the simple slope inclined seawalls and dikes with smooth impermeable surface (for non-zero overtopping conditions). The new equations were developed using small scale data extracted from the CLASH database that covers a wide range for each effective parameter. Hence, derivation of a new formula based on this database leads to a formula which is applicable to a wider range of parameters rather than previous ones. Two third of data points were used for development of the equations and the remaining part was used for testing the model. In the modeling process, different combinations of dimensionless parameters have been tested and various models have been developed.

The formulation of the suggested model is quite compact and physically sound. Dimensionless crest freeboard and surf similarity parameter were used as the input parameters and the dimensionless overtopping discharge was used as the dependent variable. The performance of the new formulae for the prediction of wave overtopping rate was first compared to those of previous ones for small scale data and it was shown that their predictions outperform those of others. To consider different levels of acceptable risk, the new formulae were then modified to include the reliability. In addition, the effect of the oblique wave attack was also considered by a simple correction factor. Finally, the performances of different formulae were evaluated for large scale tests. It was shown that the proposed formulae are more accurate than the previous ones for large scale data sets as well as small scale ones.
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Appendix A: a discussion on the reliability of used data

As mentioned in section 3, the CLASH database has assigned a reliability factor \( RF \) to each test. The reliability factor \( RF \) gives an indication of the reliability of the considered overtopping test. This reliability factor varies from \( RF=1 \) for very reliable test to \( RF=4 \) for unreliable test (Verhaeghe, 2005). As \( RF=4 \) means “No acceptable estimations/calculations could be made and/or measurements/analysis include faults, leading to an unreliable tests” (Verhaeghe et al., 2008), the test with \( RF=4 \) were excluded from the modeling process.

The tests with \( RF=3 \) refers to less reliable test (some estimations/calculations had to be made and/or some uncertainties about measurements/analysis exist). About 10% of all extracted data in this paper has a \( RF=3 \) (91 of 882 small scale data and 3 of 30 large scale data) and all of them have a CF=1. Table A shows the error measure of the results of different formulae by using the data with \( RF=1 \& 2 \). The results using all used data (\( RF=1 \& 2 \& 3 \)) are also shown in the parenthesis in the table A. As seen in the table, there is no significant difference between the results when excluding the data with \( RF=3 \). On the other hand, including them may increase the applicability of the formula, as other researchers such as Van Gent (2007) and Verhaeghe et al. (2008) (which were involved in the CLASH project) used these data for developing their ANN models. Therefore, in this study tests with \( RF=1 \& 2 \& 3 \) were used for analysis.
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Table 1. Previous empirical formulae for the prediction of wave overtopping rate at simple sloped smoothed structures

<table>
<thead>
<tr>
<th>Formula</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ \frac{q}{gH_sT_m} = a \exp \left( -b \frac{R_c}{H_s} \frac{S_{op}}{2\pi \gamma_r} \right) ]</td>
<td>Owen (1982)</td>
</tr>
<tr>
<td>If ( \xi_{op} &lt; 2 ) then [ \frac{q}{\sqrt{g \cdot H_s^3}} = 0.06 \exp \left( -5.2 \frac{R_c}{H_s} \frac{S_{op}}{\tan \alpha \gamma_r \gamma_b \gamma_h \gamma_\beta} \right) ]</td>
<td>Van der Meer and Janssen (1995)</td>
</tr>
<tr>
<td>If ( \xi_{op} \geq 2 ) then [ \frac{q}{\sqrt{g \cdot H_s^3}} = 0.2 \exp \left( -2.6 \frac{R_c}{H_s} \frac{1}{\gamma_r \gamma_b \gamma_f \gamma_\beta} \right) ]</td>
<td>EurOtop (2007)</td>
</tr>
<tr>
<td>[ \frac{q}{\sqrt{g \cdot H_s^3}} = \min \left{ \frac{0.067}{\tan \alpha} \frac{\gamma_b \cdot \xi_{op}}{} \exp \left( -4.75 \frac{R_c}{\xi_{op} \gamma_f \gamma_\beta} \right) \right} ]</td>
<td>Goda (2009)</td>
</tr>
<tr>
<td>[ A = A_0 \tanh \left( (0.956 + 4.44 \tan \theta) \times \left( \frac{h_1}{H_{s,loc}} + 1.242 - 0.283 \tan^{0.25} \theta \right) \right) ] [ B = B_0 \tanh \left( (0.822 - 2.22 \tan \theta) \times \left( \frac{h_1}{H_{s,loc}} + 0.578 + 2.22 \tan \theta \right) \right) ]</td>
<td>( A_0 = 3.4 - 0.734 \cot \alpha + 0.239 \cot^2 \alpha - 0.0162 \cot^3 \alpha ) ( B_0 = 2.3 - 0.5 \cot \alpha + 0.15 \cot^2 \alpha - 0.011 \cot^3 \alpha ) : ( 0 \leq \cot \alpha \leq 7 )</td>
</tr>
</tbody>
</table>
Table 2. The characteristics of the extracted data from the CLASH database for smoothed inclined seawalls. The last three rows of the table is refers to the large scale data.

<table>
<thead>
<tr>
<th>Dataset ID</th>
<th>Number of data</th>
<th>$R_e/H_{m0,toe}$</th>
<th>$\zeta_{om}$</th>
<th>$h_l/H_{m0,toe}$</th>
<th>$\tan \theta$</th>
<th>$q^* = q/\sqrt{(g.H^3_{m0,toe})}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS-030</td>
<td>134</td>
<td>0.57~3.00</td>
<td>1.01~6.72</td>
<td>1.41~6.00</td>
<td>0.001~0.05</td>
<td>2.84E-5~3.79E-2</td>
</tr>
<tr>
<td>DS-035</td>
<td>17</td>
<td>0.99~2.34</td>
<td>2.03~3.61</td>
<td>2.20~5.49</td>
<td>0.019</td>
<td>4.57E-4~1.12E-2</td>
</tr>
<tr>
<td>DS-042</td>
<td>213</td>
<td>0.51~2.82</td>
<td>1.19~6.88</td>
<td>1.04~4.90</td>
<td>0.02~0.1</td>
<td>9.12E-5~4.57E-2</td>
</tr>
<tr>
<td>DS-101</td>
<td>29</td>
<td>0.50~1.47</td>
<td>0.66~2.35</td>
<td>3.50~10.3</td>
<td>0.001</td>
<td>2.00E-3~2.14E-2</td>
</tr>
<tr>
<td>DS-102</td>
<td>14</td>
<td>0.55~1.32</td>
<td>1.02~3.43</td>
<td>3.85~9.21</td>
<td>0.001</td>
<td>3.10E-3~2.85E-2</td>
</tr>
<tr>
<td>DS-103</td>
<td>12</td>
<td>0.51~0.93</td>
<td>1.41~4.28</td>
<td>3.55~6.48</td>
<td>0.001</td>
<td>1.19E-2~3.49E-2</td>
</tr>
<tr>
<td>DS-104</td>
<td>84</td>
<td>0.43~0.98</td>
<td>0.69~1.64</td>
<td>8.62~19.6</td>
<td>0.001</td>
<td>1.37E-3~4.06E-2</td>
</tr>
<tr>
<td>DS-109</td>
<td>16</td>
<td>1.19~1.48</td>
<td>0.83~1.06</td>
<td>1.39~1.73</td>
<td>0.034</td>
<td>2.51E-4~5.70E-3</td>
</tr>
<tr>
<td>DS-218</td>
<td>56</td>
<td>0.75~2.88</td>
<td>0.68~2.84</td>
<td>3.16~5.05</td>
<td>0.001</td>
<td>1.80E-5~4.25E-3</td>
</tr>
<tr>
<td>DS-220</td>
<td>20</td>
<td>1.09~2.92</td>
<td>1.00~3.59</td>
<td>4.78~6.55</td>
<td>0.001</td>
<td>5.21E-5~8.57E-3</td>
</tr>
<tr>
<td>DS-221</td>
<td>65</td>
<td>1.47~3.33</td>
<td>1.08~3.27</td>
<td>1.68~6.00</td>
<td>0.001~0.01</td>
<td>7.30E-6~1.26E-3</td>
</tr>
<tr>
<td>DS-222</td>
<td>31</td>
<td>0.97~2.75</td>
<td>1.02~3.81</td>
<td>4.68~6.86</td>
<td>0.001</td>
<td>1.69E-5~6.89E-3</td>
</tr>
<tr>
<td>DS-226</td>
<td>42</td>
<td>2.74~3.26</td>
<td>1.70~5.65</td>
<td>1.65~2.85</td>
<td>0.004~0.01</td>
<td>1.59E-5~3.81E-4</td>
</tr>
<tr>
<td>DS-227</td>
<td>67</td>
<td>0.83~3.50</td>
<td>1.14~4.54</td>
<td>1.49~5.43</td>
<td>0.001~0.01</td>
<td>5.13E-6~6.48E-3</td>
</tr>
<tr>
<td>DS-703</td>
<td>24</td>
<td>0.54~1.83</td>
<td>3.34~6.59</td>
<td>3.10~10.5</td>
<td>0.001</td>
<td>2.43E-3~4.48E-2</td>
</tr>
<tr>
<td>DS-955</td>
<td>16</td>
<td>1.08~3.22</td>
<td>2.40~3.69</td>
<td>2.40~3.41</td>
<td>0.017~0.03</td>
<td>9.39E-4~3.29E-2</td>
</tr>
<tr>
<td>DS-956</td>
<td>18</td>
<td>0.70~1.77</td>
<td>1.80~2.47</td>
<td>1.29~2.84</td>
<td>0.02</td>
<td>4.86E-3~3.47E-2</td>
</tr>
<tr>
<td>DS-959</td>
<td>24</td>
<td>0.79~3.44</td>
<td>0.84~3.37</td>
<td>3.18~7.35</td>
<td>0.025</td>
<td>5.98E-5~7.43E-3</td>
</tr>
</tbody>
</table>

Total small scale: 882, $0.43~3.50$, $0.66~6.88$, $1.04~19.61$, $0.001~0.1$, $5.13E-6~4.57E-2$

DS-110 17, $0.98~3.51$, $0.82~2.44$, $3.86~7.09$, $0.001$, $4.35E-5~9.02E-3$

DS-217 13, $1.25~2.50$, $0.80~1.63$, $3.04~8.04$, $0.001$, $1.29E-5~4.48E-4$

Total large scale: 30, $0.98~3.51$, $0.80~2.44$, $3.04~8.04$, $0.001$, $1.29E-5~9.02E-3$
Table 3. Characteristics of the used train and test small scale data

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Range</th>
<th>Train data</th>
<th>Test data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of data</td>
<td>588</td>
<td>294</td>
<td></td>
</tr>
<tr>
<td>$R_c/H_{m0,toe}$</td>
<td>0.44 ~ 3.50</td>
<td>0.43 ~ 3.43</td>
<td></td>
</tr>
<tr>
<td>$\zeta_{om}$</td>
<td>0.66 ~ 6.88</td>
<td>0.69 ~ 6.83</td>
<td></td>
</tr>
<tr>
<td>$h_i/H_{m0,toe}$</td>
<td>1.04 ~ 19.61</td>
<td>1.04 ~ 19.23</td>
<td></td>
</tr>
<tr>
<td>$\tan \theta$</td>
<td>0.001 ~ 0.1</td>
<td>0.001 ~ 0.1</td>
<td></td>
</tr>
<tr>
<td>$q/\sqrt{(g.H_{m0,toe})^3}$</td>
<td>5.1E-6 ~ 4.6E-2</td>
<td>7.9E-6 ~ 3.8E-2</td>
<td></td>
</tr>
</tbody>
</table>
Table 4. The error measures of different formulae for small scale test, all data

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SI(%)</td>
<td>26.09 (25.81)</td>
<td>17.37 (12.64)</td>
<td>17.36 (12.54)</td>
<td>19.73 (18.35)</td>
<td>13.86 (10.85)</td>
</tr>
<tr>
<td>BIAS</td>
<td>0.35 (0.43)</td>
<td>-0.22 (-0.10)</td>
<td>-0.20 (-0.07)</td>
<td>-0.08 (0.04)</td>
<td>-0.12 (0.0004)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.45 (0.45)</td>
<td>0.67 (0.81)</td>
<td>0.67 (0.80)</td>
<td>0.60 (0.69)</td>
<td>0.73 (0.73)</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.68 (0.69)</td>
<td>0.45 (0.34)</td>
<td>0.45 (0.34)</td>
<td>0.51 (0.49)</td>
<td>0.36 (0.29)</td>
</tr>
</tbody>
</table>
Table 5. Different values of $N$ for various levels of acceptable risk

<table>
<thead>
<tr>
<th>Acceptable risk (%)</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>3.09</td>
</tr>
<tr>
<td>2</td>
<td>2.05</td>
</tr>
<tr>
<td>5</td>
<td>1.65</td>
</tr>
<tr>
<td>10</td>
<td>1.28</td>
</tr>
<tr>
<td>33</td>
<td>0.44</td>
</tr>
<tr>
<td>50</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Table 6. Range of the extracted data for inclined seawalls or dikes with oblique wave attack

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$R_c/H_{m0, toe}$</th>
<th>$\xi_{om}$</th>
<th>$\beta$</th>
<th>$q^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range</td>
<td>1.06 ~ 2.63</td>
<td>0.97 ~ 6.51</td>
<td>5° ~ 80°</td>
<td>8.8E-6 ~ 1.0E-2</td>
</tr>
</tbody>
</table>
Table 7. The error measures of different formulae for large scale tests

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$SI(%)$</td>
<td>12.58</td>
<td>15.08</td>
<td>13.19</td>
<td>19.34</td>
<td>10.71</td>
</tr>
<tr>
<td>$BIAS$</td>
<td>-0.33</td>
<td>-0.36</td>
<td>-0.39</td>
<td>-0.08</td>
<td>-0.26</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.77</td>
<td>0.84</td>
<td>0.91</td>
<td>0.47</td>
<td>0.97</td>
</tr>
<tr>
<td>$RMSE$</td>
<td>0.44</td>
<td>0.53</td>
<td>0.46</td>
<td>0.68</td>
<td>0.38</td>
</tr>
</tbody>
</table>
The error measure of the results of different formulae for the tests with $RF=1\&2$ (the results using the tests with $RF=1,2\&3$ are shown in the parenthesis).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$SI$ (%)</td>
<td>25.34 (25.81)</td>
<td>12.19 (12.64)</td>
<td>12.03 (12.54)</td>
<td>17.87 (18.35)</td>
<td>10.50 (10.85)</td>
</tr>
<tr>
<td>$BIAS$</td>
<td>0.45 (0.43)</td>
<td>-0.09 (-0.10)</td>
<td>-0.06 (-0.07)</td>
<td>0.03 (0.04)</td>
<td>0.002 (0.0004)</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.46 (0.45)</td>
<td>0.81 (0.81)</td>
<td>0.80 (0.80)</td>
<td>0.69 (0.69)</td>
<td>0.73 (0.73)</td>
</tr>
<tr>
<td>$RMSE$</td>
<td>0.68 (0.69)</td>
<td>0.33 (0.34)</td>
<td>0.32 (0.34)</td>
<td>0.48 (0.49)</td>
<td>0.28 (0.29)</td>
</tr>
</tbody>
</table>
Figure captions:

Fig 1. Wave run-up and overtopping in a low-crested structure (CEM, 2007)

Fig 2. Scatter diagrams of the measured dimensionless overtopping discharge and the predicted ones by using the formulae of (a) Owen (1982), (b) Van der Meer and Janssen (1995), (c) EurOtop (2007), (d) Goda (2009); train data (black diamonds) and test data (gray diamonds).

Fig 3. Scatter diagram of the measured and predicted overtopping rate by the new formulae; train data (black diamonds) and test data (gray diamonds).

Fig 4. The dimensionless measured overtopping discharge and the predicted ones by eq. 7a, average value (solid line), and 33% exceedance (dashed line)

Fig 5. Rose plot of oblique wave data.

Fig 6. Average values of γβ for different angles of attack.

Fig 7. Scatter diagram of the measured overtopping discharge and the predicted ones by using the formulae of (a) Owen (1982), (b) Van der Meer and Janssen (1995), (c) EurOtop (2007), (d) Goda (2009), (e) New formulae; large scale data.
Fig 1. Wave run-up and overtopping in a low-crested structure (CEM, 2007)
Fig 2. Scatter diagrams of the measured dimensionless overtopping discharge and the predicted ones by using the formulae of (a) Owen (1982), (b) Van der Meer and Janssen (1995), (c) EurOtop (2007), (d) Goda (2009); train data (black diamonds) and test data (gray diamonds).
Fig 3. Scatter diagram of the measured and predicted overtopping rate by the new formulae; train data (black diamonds) and test data (gray diamonds).
Fig 4. The dimensionless measured overtopping discharge and the predicted ones by eq. 7a, average value (solid line), and 33% exceedance (dashed line)
Fig 5. Rose plot of the used oblique wave data.
Fig 6. Average values of $\gamma_\beta$ for different angles of attack.
Fig 7. Scatter diagram of the measured overtopping discharge and the predicted ones by using the formulae of (a) Owen (1982), (b) Van der Meer and Janssen (1995), (c) EurOtop (2007), (d) Goda (2009), (e) New formulae; large scale data.