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Abstract

In this paper a mathematical model of a left ventricle with a cylindrical geometry is presented with the aim of gaining a better understanding of the relationship between subendocardial ischaemia and ST depression. The model is formulated as an infinite cylinder and takes into account the full bidomain nature of cardiac tissue, as well as fibre rotation. A detailed solution method (based on Fourier series, Fourier transforms and a one dimensional finite difference scheme) for the governing equations for electric potential in the tissue and the blood is also presented.

The model presented is used to study the effect increasing subendocardial ischaemia has on the epicardial potential distribution as well as the effects of changing the bidomain conductivity values. The epicardial potential distributions obtained with this cylindrical geometry are compared with results obtained using a previously published slab model. Results of the simulations presented show that the morphologies of the epicardial potential distributions are similar between the two geometries, with the main difference being that the cylindrical model predicts slightly higher potentials.
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1 Introduction

For many years, electrocardiographic ST segment depression has been used as an indicator of cardiac ischaemia [1]. However, there is still some degree of controversy regarding the mechanisms responsible for this phenomenon [2]. In an effort to further understanding of this relationship, a mathematical model for ST segment changes due to subendocardial ischaemia has been introduced for a slab of cardiac tissue [3]. The model utilises the bidomain representation of cardiac tissue [4] and the conductivity data of Clerc [5] to study the effect of increasing subendocardial ischaemia on epicardial potential distributions. Recently, the same model was employed to study the effect different sets of published conductivity values have on the epicardial potential distributions [6].

A limitation of the slab model is the inherent assumption that it can represent only a small region of the myocardium. That is to say, it is assumed that the region of ventricular wall which is being considered is perfectly flat. Clearly, this can only be true for small regions of ventricular wall, if it is true at all. Consequently, another limitation is the assumption that there is an infinite blood mass attached to the slab of tissue.

To overcome these limitations, this paper presents a model of the left ventricle in the form of an infinite cylinder. The advantage of this approach is that the curvature of the outside wall is introduced, as is the inclusion of a “smaller” blood mass. Here, “smaller” should be interpreted as meaning that there is a finite extent to the blood mass in at least one direction.

Another advantage of this approach is that solution of the governing equations for the electric potential in the tissue and the blood can be achieved with only minimal reliance on numerical methods. Hence, this approach can serve as a test solution for full three dimensional numerical solution methodologies for the same problem. Solution of the governing equations is achieved using Fourier series and Fourier transform techniques, along with a one dimensional
finite difference scheme.

The object of this paper is to present the detailed solution method for the governing equations within the cardiac tissue and the blood mass. Then, the solution is used to compare this cylindrical model with the slab model, in terms of epicardial surface potential distributions, as the degree of subendocardial ischaemia is increased to full thickness. Finally, the effect on the epicardial potential distribution of different bidomain conductivity values is considered for the cylindrical geometry and then compared to the slab model.

2 Description of the Model

2.1 Governing Equations

It will be assumed that the ventricular muscle can be approximated by an annulus, infinite in the z direction and extending from \( r = r_a \) (endocardium) to \( r = r_b \) (epicardium) in the radial direction. The interior of the annular region is assumed to be filled with blood and the outer surface of the cylinder is insulated. Figure 1 shows a cross section through the cylinder at \( z = 0 \). The cross hatched area indicates the region of subendocardial ischaemia, which will be discussed shortly.

Effects of both the intracellular and extracellular regions of the cardiac tissue are included through the use of the bidomain model [4, 7, 8, 9] for cardiac tissue. In order to solve the two bidomain equations governing the intracellular potentials, \( \phi_i \), and the extracellular potentials, \( \phi_e \), the transmembrane potential \( \phi_m = \phi_i - \phi_e \) is introduced. It can be shown that [7, 8, 9] the governing equation for \( \phi_e \) is

\[
\nabla \cdot (M_i + M_e) \nabla \phi_e = -\nabla \cdot M_i \nabla \phi_m
\]

(1)

where \( M_e \) and \( M_i \) are conductivity tensors reflecting the anisotropy of the cardiac tissue and \( \nabla \)
is the gradient operator in a cylindrical coordinate system. Here, $\phi_e$, can be determined from a knowledge of the transmembrane potential distribution which is known from individual cell action potentials.

Finally, in the blood, being a source free region, the electric potential, $\phi_b$, is governed by Laplace’s equation

$$\nabla^2 \phi_b = 0 \quad (2)$$

again in cylindrical coordinates.

### 2.2 Conductivity Tensor

Cardiac tissue is an electrically anisotropic structure, consisting of sheets of parallel strands of cells, where it is much easier for current to flow along the fibres than across them. Therefore, four conductivity values are required to fully describe the conductivity in the intracellular and extracellular spaces: $\sigma^i_l$, $\sigma^i_t$, $\sigma^e_l$, $\sigma^e_t$, where the superscripts $i$ and $e$ refer to intracellular and extracellular domains, respectively, and the subscripts $l$ and $t$ refer to longitudinal and transverse directions, respectively. Here, longitudinal direction means along the direction of the fibres and transverse means across the fibres, perpendicular to the longitudinal direction within a sheet. In this annular model, it is assumed that the sheets of fibres wrap around the cylindrical core and that the radial ($r$) direction is perpendicular to these sheets. Hence, it is assumed that the conductivity in the $r$ direction is the same as in the transverse direction. This formulation, thus, ignores the secondary effects of sheet structure.

Many investigators have observed that the main fibre direction rotates in a counterclockwise direction as one moves from the epicardium to the endocardium. For the left ventricle, rotations in fibre direction have been reported in the range of $103 \pm 21^\circ$ [10] up to $180^\circ$ [11]. It is also common to assume that the rotation varies linearly with depth [12]. Therefore, if the fibres on
the epicardium are initially offset from the z-axis by an angle of $\psi_0$, then the direction of the fibres at a position $r$ in the ventricular muscle ($r_a \leq r \leq r_b$) is given by

$$g(r) = \psi_0 + \psi \left( \frac{r_b - r}{r_b - r_a} \right)$$

where $\psi$ is the total rotation in fibre direction from the epicardium to the endocardium.

Given the above discussion, it follows that the conductivity tensors in equation (1) can be represented as $3 \times 3$ matrices of the form

$$M_n(z, \theta, r) = \begin{pmatrix}
    (\sigma_i^n - \sigma_i^b)c^2 + \sigma_i^n & (\sigma_i^n - \sigma_i^e)cs & 0 \\
    (\sigma_i^n - \sigma_i^b)cs & (\sigma_i^n - \sigma_i^e)s^2 + \sigma_i^n & 0 \\
    0 & 0 & \sigma_i^n
\end{pmatrix}$$

(4)

where $n = i$ or $e$ (for intracellular or extracellular), $c = \cos(g(r))$ and $s = \sin(g(r))$.

Finally, it is assumed that the imbrication angle (the angle of inclination of the fibres relative to the epicardial surface) is zero. This is a reasonably common assumption [12] and is justified in this situation because the model presented here approximates the ventricular wall, away from apex and base, where the imbrication angle is less than $5^\circ$ [13].

2.3 Region of Subendocardial Ischaemia

It will be assumed that the ischaemic tissue occupies a finite region within the ventricular muscle, described by

$$I = \{(z, \theta, r) | -a_z \leq z \leq a_z, -a_\theta \leq \theta \leq a_\theta, r_a \leq r \leq r_a + a_r \}$$

(5)

Here $a_z$ represents the half length of the ischaemic region in the $z$ direction, and $a_\theta$ is the angle subtended by the ischaemic region at the $z$-axis (see Figure 1). In the radial direction, the ischaemic region begins at the endocardium but does not extend all the way to the epicardium, just to some distance $a_r$ into the ventricular wall. It will be assumed that there is a smooth
sigmoidal transition between ischaemic and normal tissue across the ischaemic boundary, where $a_z$, $a_\theta$ and $r_a+r_\theta$ represent the midpoints of the ischaemic boundaries in the $z$, $\theta$ and $r$ directions, respectively.

In the ischaemic region the cells have been damaged due to lack of oxygen, the result of which is to reduce the plateau transmembrane potential compared to that of the normal cells. This ischaemic region can be represented in an analytic fashion as a product of the transmembrane potential distributions in the three principal coordinate directions [7, 3]

$$\phi_m(z, \theta, r) = \Delta \phi_p \Psi(z) \Psi(\theta) \Psi(r + r_a).$$  \hspace{1cm} (6)

Here, $\Delta \phi_p$ is the difference in plateau potentials between normal and ischaemic tissue. In any particular direction, $t$, the shape function $\Psi(t)$ is defined by

$$\Psi(t) = \begin{cases} 
\frac{1-e^{-\alpha_t/\lambda_t} \cosh \alpha_t/\lambda_t}{1-e^{-a_t/\lambda_t}} & |t| \leq a_t \\
\frac{e^{-|t|/\lambda_t} \sinh |t|/\lambda_t}{1-e^{-a_t/\lambda_t}} & |t| > a_t 
\end{cases}$$

where $t$ is $z$, $\theta$ or $r$. The parameters, $\lambda_t$ ($t = z, \theta, r$) govern the width of the ischaemic boundary and, as mentioned above, $a_t$ ($t = z, \theta, r$) is the midpoint of the ischaemic boundary. Note that in equation (6), the argument of the shape function in the $r$ direction is $r + r_a$ to create the ischaemic region outwards from the endocardium at $r = r_a$.

### 2.4 Boundary Conditions

A set of boundary conditions is required to solve the governing equations (1) and (2). Since the cylinder is infinitely long in the $z$ direction, it is assumed that $\phi_e = \phi_b = 0$ as $z \to \pm \infty$.

Also, as the whole model is insulated on the epicardium, the outer surface boundary condition is that

$$\text{at } r = r_b; \quad \frac{\partial \phi_e}{\partial r} = 0.$$  \hspace{1cm} (8)
This insulation type boundary condition is used so that comparisons can be made with previously published simulation [3, 6] and experimental [14] studies in which the heart was insulated. The method presented here could be extended to consider the “heart” inside a bath, representing the torso, which is then insulated.

At the interface between the tissue and the blood, there is continuity of potential and current;

\[ at \ r = r_a: \ \phi_e = \phi_b \quad and \quad \sigma_b \frac{\partial \phi_b}{\partial r} = \sigma_t \frac{\partial \phi_t}{\partial r} \]  

where \( \sigma_b \) is the conductivity of blood. The form of the transmembrane potential distribution, equation (7) used in this model does not exactly fit with the above boundary conditions, but can be shown to be a good approximation. From [15], the assumption of a constant transmembrane potential distribution near the boundary is acceptable when the width of the tissue region (in this case \( r_b - r_a \)) is much larger than the length constant in the radial direction. Based on the assumption that the cells have a radius of approximately 10\( \mu \)m, with membrane resistance times unit area of 0.91 \( \Omega \)m\(^2\) and a volume fraction of 0.7 [15] then the length constants for each set of conductivities given in Table 1 are less than 0.5mm. As will be seen later \( r_b - r_a = 1\)cm, which is much larger than the length constant and so the approximation used here is reasonable.

### 3 Solution Method

The model proposed is three dimensional in a cylindrical coordinate system and the governing equation (1) can be written explicitly as

\[
\frac{M_{i3}^{33}}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi_e}{\partial r} \right) + \frac{M_{r2}^{22}}{r^2} \frac{\partial^2 \phi_e}{\partial \theta^2} + \frac{2(M_{i2}^{12} + M_{e2}^{12})}{r} \frac{\partial^2 \phi_e}{\partial \theta \partial z} + (M_{i1}^{11} + M_{e1}^{11}) \frac{\partial^2 \phi_e}{\partial z^2} = \frac{M_{i3}^{33}}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi_m}{\partial r} \right) - \frac{M_{r2}^{22}}{r^2} \frac{\partial^2 \phi_m}{\partial \theta^2} - \frac{2M_{i2}^{12} \partial^2 \phi_m}{r} \frac{\partial \phi_m}{\partial \theta \partial z} - M_{i1}^{11} \frac{\partial^2 \phi_m}{\partial z^2} \]  

(10)

where \( M_{n}^{mji} \) represents the elements of the conductivity tensor matrices \( \mathbf{M}_n \) (\( n = i, e \)). Recall that \( M_{n}^{11}, M_{n}^{12} \) and \( M_{n}^{22} \) (\( n = i, e \)) are functions of \( r \), via the fibre rotation and \( M_{n}^{33} \) (\( n = i, e \))
are constant.

Similarly, the Laplace’s equation in the blood region is given by

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi_b}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 \phi_b}{\partial \theta^2} + \frac{\partial^2 \phi_b}{\partial z^2} = 0 \tag{11}
\]

There are several methods available to solve the above equations. Numerical solution tech-
niques such as the finite difference method or the finite element method are ideally suited to
such problems, but, here an analytical-numerical approach is adopted which keeps the numerical
techniques to a minimum. One reason for doing this is to provide a solution which can be
used to check purely numerical solution methods.

3.1 Exploiting Periodicity of the Solution

The first step is to exploit the periodic nature of the functions \( \phi_e, \phi_b \) and \( \phi_m \) in the \( \theta \) direction
and expand each in terms of a Fourier series:

\[
\phi_K = \frac{1}{2} A^K_0(r, z) + \sum_{k=1}^{\infty} A^K_k(r, z) \cos k \theta + B^K_k(r, z) \sin k \theta \tag{12}
\]

where \( K = e, b \) or \( m \). It is now necessary to find the coefficient functions \( A^K_k(r, z) \) \( (k = 0, 1, \ldots) \)
and \( B^K_k(r, z) \) \( (k = 1, 2, \ldots) \). To this end, substitute equation (12) into equations (10) and (11)
and equate coefficients of \( \cos k \theta \) and \( \sin k \theta \). This gives, firstly for \( k = 0 \)

\[
\frac{M^{33}_i}{r} + M^{33}_e \frac{\partial}{\partial r} \left( r \frac{\partial A^0_0(r, z)}{\partial r} \right) + \left( M^{11}_i + M^{11}_e \right) \frac{\partial^2 A^0_0(r, z)}{\partial z^2} = 0 \tag{13}
\]

and

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial A^0_0(r, z)}{\partial r} \right) + \frac{\partial^2 A^0_0(r, z)}{\partial z^2} = 0 \tag{14}
\]
For arbitrary \( k \), equating the coefficients of \( \cos k\theta \) gives

\[
\frac{M_{i}^{33} + M_{e}^{33}}{r} \frac{\partial}{\partial r} \left( r \frac{\partial A_{k}^{r}(r, z)}{\partial r} \right) - \frac{M_{i}^{22} + M_{e}^{22}}{r^2} k^2 A_{k}^{r}(r, z) + 2k M_{i}^{12} + M_{e}^{12} \frac{\partial B_{k}^{r}(r, z)}{\partial z} + (M_{i}^{11} + M_{e}^{11}) \frac{\partial^2 A_{k}^{r}(r, z)}{\partial z^2} \\
= - \frac{M_{i}^{33}}{r} \frac{\partial}{\partial r} \left( r \frac{\partial A_{k}^{m}(r, z)}{\partial r} \right) + \frac{M_{i}^{22}}{r^2} k^2 A_{k}^{m}(r, z) - 2k M_{i}^{12} \frac{\partial B_{k}^{m}(r, z)}{\partial z} \\
- M_{i}^{11} \frac{\partial^2 A_{k}^{m}(r, z)}{\partial z^2}
\]

(15)

and equating the coefficients of \( \sin k\theta \) gives

\[
\frac{M_{i}^{33} + M_{e}^{33}}{r} \frac{\partial}{\partial r} \left( r \frac{\partial B_{k}^{r}(r, z)}{\partial r} \right) - \frac{M_{i}^{22} + M_{e}^{22}}{r^2} k^2 B_{k}^{r}(r, z) - 2k M_{i}^{12} + M_{e}^{12} \frac{\partial A_{k}^{r}(r, z)}{\partial z} + (M_{i}^{11} + M_{e}^{11}) \frac{\partial^2 B_{k}^{r}(r, z)}{\partial z^2} \\
= - \frac{M_{i}^{33}}{r} \frac{\partial}{\partial r} \left( r \frac{\partial B_{k}^{m}(r, z)}{\partial r} \right) + \frac{M_{i}^{22}}{r^2} k^2 B_{k}^{m}(r, z) + 2k M_{i}^{12} \frac{\partial A_{k}^{m}(r, z)}{\partial z} \\
- M_{i}^{11} \frac{\partial^2 B_{k}^{m}(r, z)}{\partial z^2}
\]

(16)

For the blood region the two equations for \( A_{k}^{b}(r, z) \) and \( B_{k}^{b}(r, z) \) are

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial A_{k}^{b}(r, z)}{\partial r} \right) - k^2 A_{k}^{b}(r, z) + \frac{\partial^2 A_{k}^{b}(r, z)}{\partial z^2} = 0
\]

(17)

and

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial B_{k}^{b}(r, z)}{\partial r} \right) - k^2 B_{k}^{b}(r, z) + \frac{\partial^2 B_{k}^{b}(r, z)}{\partial z^2} = 0
\]

(18)

The boundary conditions for these unknown coefficient functions are

- at \( r = 0 \): \( \frac{\partial A_{k}^{r}(r, z)}{\partial r} = \frac{\partial B_{k}^{r}(r, z)}{\partial r} = 0 \)
- at \( r = r_a \): \( A_{k}^{r}(r, z) = A_{k}^{b}(r, z) \), \( B_{k}^{r}(r, z) = B_{k}^{b}(r, z) \),
  \( \sigma_{b} \frac{\partial A_{k}^{b}(r, z)}{\partial r} = \sigma_{t} \frac{\partial A_{k}^{r}(r, z)}{\partial r} \), \( \sigma_{b} \frac{\partial B_{k}^{b}(r, z)}{\partial r} = \sigma_{t} \frac{\partial B_{k}^{r}(r, z)}{\partial r} \)
- at \( r = r_b \): \( \frac{\partial A_{k}^{r}(r, z)}{\partial r} = \frac{\partial B_{k}^{r}(r, z)}{\partial r} = 0 \)
- as \( z \to \pm \infty \): \( A_{k}^{e}(r, z) = A_{k}^{b}(r, z) = B_{k}^{e}(r, z) = B_{k}^{b}(r, z) = 0 \)
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3.2 Reduction to Ordinary Differential Equations

The above partial differential equations can be further reduced to ordinary differential equations by introducing a Fourier transform in the $z$-direction. Define

$$C^K_{kl}(r) = \int_{-\infty}^{\infty} A^K_k(r, z)e^{-2\pi i l z} dz$$

(19)

and

$$D^K_{kl}(r) = \int_{-\infty}^{\infty} B^K_k(r, z)e^{-2\pi i l z} dz$$

(20)

where $K = e, m$ or $b$. Applying the transformation (19) (for $l > 0$) to equations (13) and (14) (i.e., $k=0$) gives

$$M^{33}_{ii} i + M^{33}_{e} e r \frac{d}{dr} \left( r \frac{dC^e_{kl}(r)}{dr} \right) - 4\pi^2 l^2 (M^{11}_{i} + M^{11}_{e}) C^e_{kl}(r)$$

$$= -M^{33}_{i} \frac{d}{dr} \left( r \frac{dC^m_{kl}(r)}{dr} \right) + 4\pi^2 l^2 M^{11}_{i} C^m_{kl}(r)$$

(21)

and

$$\frac{1}{r} \frac{d}{dr} \left( r \frac{dC^e_{kl}(r)}{dr} \right) - 4\pi^2 l^2 C^e_{kl}(r) = 0$$

(22)

Next application of the Fourier transforms to equations (15) and (16) gives

$$M^{33}_{i} + M^{33}_{e} \frac{d}{dr} \left( r \frac{dC^e_{kl}(r)}{dr} \right) - \left[ M^{22}_{i} + M^{22}_{e} k^2 + 4\pi^2 l^2 (M^{11}_{i} + M^{11}_{e}) \right] C^e_{kl}(r)$$

$$+ 4\pi l k \frac{M^{12}_{i} + M^{12}_{e}}{r} D^e_{kl}(r)$$

$$= -M^{33}_{i} \frac{d}{dr} \left( r \frac{dC^m_{kl}(r)}{dr} \right) + \left[ M^{22}_{i} + M^{22}_{e} k^2 + 4\pi^2 l^2 M^{11}_{i} \right] C^m_{kl}(r)$$

(23)

and

$$M^{33}_{i} + M^{33}_{e} \frac{d}{dr} \left( r \frac{dD^e_{kl}(r)}{dr} \right) - \left[ M^{22}_{i} + M^{22}_{e} k^2 + 4\pi^2 l^2 (M^{11}_{i} + M^{11}_{e}) \right] D^e_{kl}(r)$$

$$- 4\pi l k \frac{M^{12}_{i} + M^{12}_{e}}{r} C^m_{kl}(r)$$

$$= 4\pi l k \frac{M^{12}_{i} + M^{12}_{e}}{r} C^m_{kl}(r)$$

(24)

where the fact that $D^m_{kl}(r) = 0$ has been used (this will be established later). Similar application of the Fourier transforms to equations (17) and (18) gives

$$\frac{1}{r} \frac{d}{dr} \left( r \frac{dC^b_{kl}(r)}{dr} \right) - \left[ \frac{k^2}{r^2} + 4\pi^2 l^2 \right] C^b_{kl}(r) = 0$$

(25)
Finally applying the Fourier transform with \( l = 0 \) to equations (13), (14), (15), (16), (17) and (18) gives

\[
\frac{M_3^{33} + M_e^{33}}{r} \frac{d}{dr} \left( r \frac{dD_b^{33}(r)}{dr} \right) - \left[ \frac{k^2}{r^2} + 4\pi^2 l^2 \right] D_b^{33}(r) = 0
\]  

(26)

and

\[
\frac{1}{r} \frac{d}{dr} \left( r \frac{dD_b^{kl}(r)}{dr} \right) - \left[ \frac{k^2}{r^2} + 4\pi^2 l^2 \right] D_b^{kl}(r) = 0
\]

(27)

\[
\frac{1}{r} \frac{d}{dr} \left( r \frac{dC_e^{kl}(r)}{dr} \right) = 0
\]

(28)

\[
\frac{M_1^{33} + M_e^{33}}{r} \frac{d}{dr} \left( r \frac{dC_e^{kl}(r)}{dr} \right) - \frac{M_1^{22} + M_e^{22}}{r^2} \frac{dC_e^{kl}(r)}{dr} = 0
\]

(29)

\[
\frac{M_1^{33} + M_e^{33}}{r} \frac{d}{dr} \left( r \frac{dD_b^{kl}(r)}{dr} \right) - \frac{M_1^{22} + M_e^{22}}{r^2} \frac{D_b^{kl}(r)}{dr} = 0
\]

(30)

\[
\frac{1}{r} \frac{d}{dr} \left( r \frac{dC_e^{kl}(r)}{dr} \right) = 0
\]

(31)

\[
\frac{1}{r} \frac{d}{dr} \left( r \frac{dD_b^{kl}(r)}{dr} \right) = 0
\]

(32)

Application of the Fourier transform to the boundary conditions gives

at \( r = 0 \): \( \frac{dC_b^{kl}(r)}{dr} = \frac{dD_b^{kl}(r)}{dr} = 0 \)

at \( r = r_a \): \( C_b^{kl}(r) = C_e^{kl}(r) \), \( D_b^{kl}(r) = D_e^{kl}(r) \),

\[
\sigma_b \frac{dC_b^{kl}(r)}{dr} = \sigma_t \frac{dC_e^{kl}(r)}{dr} \quad \sigma_b \frac{dD_b^{kl}(r)}{dr} = \sigma_t \frac{dD_e^{kl}(r)}{dr}
\]

at \( r = r_b \): \( \frac{dC_e^{kl}(r)}{dr} = \frac{dD_e^{kl}(r)}{dr} = 0 \)

These boundary conditions apply for all values of \( l \), including \( l = 0 \) and all appropriate values of \( k \).

### 3.3 Solution of the Ordinary Differential Equations

Of the 12 ordinary differential equations which result from the initial governing equations, several can be solved analytically and will be considered first. The remainder can be solved numerically using a simple one dimensional finite difference scheme.
Firstly, equation (22) is a modified Bessel equation of order zero and the solution is

\[ C_{b0}^b(r) = a_0^b I_0(2\pi lr) + b_0^b K_0(2\pi lr) \quad 0 \leq r \leq r_a \]  

(33)

where \( I_0 \) and \( K_0 \) are zero order modified Bessel functions of the first and second kind, respectively. Applying the boundary condition at \( r = 0 \) gives

\[ C_{b0}^b(r) = a_0^b I_0(2\pi lr) \quad 0 \leq r \leq r_a \]  

(34)

as \( K_0(2\pi lr) \) is unbounded as \( r \to 0 \). Equations (25) and (26) are also modified Bessel equations, this time of order \( k \), so the solutions after application of the boundary conditions at \( r = 0 \) are

\[ C_{k0}^b(r) = a_k^b I_k(2\pi lr) \quad 0 \leq r \leq r_a \]  

(35)

and

\[ D_{k0}^b(r) = f_k^b I_k(2\pi lr) \quad 0 \leq r \leq r_a \]  

(36)

Equations (27) and (28) can be solved by integrating twice with respect to \( r \). Applying the appropriate boundary conditions gives the solutions

\[ C_{00}^b(r) = \frac{M_{r0}^{33}}{M_{r0}^{33} + M_{e0}^{33}} \left[ r_b \frac{dC_{00}^m(r)}{dr} \left| \begin{array}{c} r = r_b \\ r_b \end{array} \right. - \ln \frac{r}{r_b} + C_{00}^m(r_a) - C_{00}^m(r) \right] \]  

(37)

and

\[ C_{00}^b(r) = 0 \]  

(38)

Finally, equations (31) and (32) are Euler equations and so, after applying the boundary conditions at \( r = 0 \), their solutions are

\[ C_{k0}^b(r) = a_{k0} r^k \]  

(39)

and

\[ D_{k0}^b(r) = f_{k0} r^k \]  

(40)
The remaining equations must be solved numerically, using a simple one dimensional finite difference scheme, as the coefficients $M_{n1}^{11}$, $M_{n1}^{12}$ and $M_{n2}^{22}$ ($n = i, e$) are functions of $r$. Equations (21), (29) and (30) are independent equations and can be solved in isolation; however, equations (23) and (24) are coupled together and both contain imaginary components.

To simplify the discussion of the solutions of equations (23) and (24), introduce the following variables: $Y(r) = C_{kl}^e(r)$, $Z(r) = D_{kl}^e(r)$, $A = M_{i3}^{33} + M_{e3}^{33}$,

\[
F(r) = \frac{M_{i2}^{22} + M_{e2}^{22}}{r^2} - 4\pi^2 l^2(M_{i1}^{11} + M_{e1}^{11})
\]

\[
G(r) = 4\pi ik \frac{M_{i2}^{12} + M_{e2}^{12}}{r}
\]

\[
H_1(r) = -\frac{M_{i3}^{33}}{r} \frac{d}{dr} \left( \frac{dC_{kl}^m(r)}{dr} \right) + \left[ \frac{M_{i2}^{22}}{r^2} k^2 + 4\pi^2 l^2 M_{i1}^{11} \right] C_{kl}^m(r)
\]

\[
H_2(r) = 4\pi i k \frac{M_{i2}^{12}}{r} C_{kl}^m(r)
\]

then the equations become

\[
\frac{A}{r} \frac{d}{dr} \left( \frac{r}{dY}{dr} \right) - F(r)Y + G(r)iZ = H_1(r) \quad (41)
\]

\[
\frac{A}{r} \frac{d}{dr} \left( \frac{r}{dZ}{dr} \right) - F(r)Z - G(r)iY = H_2(r)i \quad (42)
\]

Multiplying equation (42) by $i$ gives

\[
\frac{A}{r} \frac{d}{dr} \left( \frac{r}{diZ}{dr} \right) - F(r)iZ + G(r)Y = -H_2(r) \quad (43)
\]

and further, introducing $X = iZ$ means equations (41) and (43) become

\[
\frac{A}{r} \frac{d}{dr} \left( \frac{r}{dY}{dr} \right) - F(r)Y + G(r)X = H_1(r) \quad (44)
\]

\[
\frac{A}{r} \frac{d}{dr} \left( \frac{r}{dX}{dr} \right) - F(r)X + G(r)Y = -H_2(r) \quad (45)
\]

The result of these manipulations is to effectively remove the imaginary part of the solution and so the equations can be treated as two coupled differential equations in real variables.
3.4 The Finite Difference Solution

As mentioned above, equations (21), (29), (30), (23) and (24) must be solved numerically. To achieve this aim, a one dimensional finite difference scheme is utilised. Since there are rapidly changing potentials near the ischaemic border, the underlying grid is required to have a high concentration of nodes in this region, so a non-uniform grid is introduced. The grid is created using a technique for adjusting integration points in the approximate evaluation of singular integrals [16] which concentrates nodes at the singularity. This technique staggers the finite difference grid at different points depending on the position of the ischaemic boundary.

To use this non-uniform grid, divide the interval from \( r = r_a \) to \( r = r_b \) into \( N \) subintervals of differing lengths, as described above. The nodes are then \( r_0 = r_a, r_1, \ldots, r_{N-1}, r_N = r_b \), with the subinterval length \( \Delta r_j = r_j - r_{j-1} \). For a function \( y(r) \) defined on this grid, \( y^j = y(r_j) \), and applying Taylor series expansions gives the approximations

\[
\frac{d^2 y}{dr^2} \bigg|_{r=r_j} \approx \frac{2(\Delta r_{j+1} y^{j-1} - (\Delta r_j + \Delta r_{j+1}) y^j + \Delta r_j y^{j+1})}{\Delta r_j \Delta r_{j+1}(\Delta r_j + \Delta r_{j+1})} \tag{46}
\]

and

\[
\frac{dy}{dr} \bigg|_{r=r_j} \approx \frac{y^{j+1} - y^{j-1}}{\Delta r_j + \Delta r_{j+1}} \tag{47}
\]

for \( j = 1, \ldots, N - 1 \).

Application of these approximations to equations (21), (29) and (30) yields a tridiagonal system of linear equations of size \( N + 1 \) which can be solved for the unknowns \( C_{0l}^{e}(r), C_{k0}^{e}(r) \) and \( D_{k0}^{e}(r) \) after the system of equations has been completed by applying the appropriate boundary conditions. Using these approximations in equations (44) and (45) yields a penta-diagonal system of equations of size \( 2N + 2 \). Solving this system gives the unknown functions \( C_{k0}^{e}(r) \) and \( D_{k0}^{e}(r) \), again after application of the appropriate boundary conditions. For the calculations presented below, \( N \) was set to 200.
3.5 Transformations of $\phi_m(z, \theta, r)$

Recall from equation (6) that $\phi_m(z, \theta, r)$ is the product of three functions of the single variables $z$, $\theta$ and $r$. Firstly, the Fourier coefficients in $\theta$ of $\phi_m(z, \theta, r)$ are given by

$$A^m_k(r, z) = \frac{2\Psi(r + r_a)\Psi(z)}{1 - e^{-a\theta/\lambda_\theta}} \left\{ (1)^{k+1}e^{-\pi/\lambda_\theta} \sinh \frac{a\theta}{\lambda_\theta} + \sin k\lambda_\theta \right\}$$

for $k = 1, 2, \ldots$ and

$$A^m_0(r, z) = \frac{2\Psi(r + r_a)\Psi(z)}{1 - e^{-a\theta/\lambda_\theta}} \left\{ a\theta - \lambda_\theta \sinh \frac{a\theta}{\lambda_\theta} e^{-\pi/\lambda_\theta} \right\}$$

Note that $B^m_k(r, z) = 0$ as $\Psi(\theta)$ is even in $\theta$, and hence $D^m_k(r) = 0$, as mentioned previously.

The next step is to take the Fourier transforms of equations (48) and (49) to determine the following quantities:

$$C^m_{kl}(r) = \frac{\Psi(r + r_a)}{\pi} \sin 2\pi l a_z \frac{1}{1 - e^{-a\theta/\lambda_\theta}} \frac{1}{\pi l (1 + 4\pi^2 l^2 \lambda_\theta^2)} \frac{1}{1 - e^{-a\theta/\lambda_\theta}} \frac{2}{\lambda_\theta (\lambda_\theta^2 + k^2)}$$

$$C^m_{kl}(r) = \frac{\Psi(r + r_a)}{\pi} \sin 2\pi l a_z \frac{2}{1 - e^{-a\theta/\lambda_\theta}} \frac{1}{1 - e^{-a\theta/\lambda_\theta}} \frac{1}{\lambda_\theta (\lambda_\theta^2 + k^2)}$$

$$C^m_{0l}(r) = \frac{\Psi(r + r_a)}{2\pi} \sin 2\pi l a_z \frac{1}{1 - e^{-a\theta/\lambda_\theta}} \frac{1}{\pi l (1 + 4\pi^2 l^2 \lambda_\theta^2)} \frac{2}{1 - e^{-a\theta/\lambda_\theta}}$$

$$C^m_{00}(r) = \frac{\Psi(r + r_a)}{2\pi} \sin 2\pi l a_z \frac{2}{1 - e^{-a\theta/\lambda_\theta}} \frac{1}{1 - e^{-a\theta/\lambda_\theta}}$$

3.6 Determining the Final Solution

It is now possible to determine the value of $\phi_c$ at any point in the tissue and $\phi_b$ anywhere in the blood. Firstly, to determine $\phi_c$, for any mode number $k$ numerically solve the ordinary differential equations (23) and (24) for the Fourier transforms $C^c_{kl}(r)$ and $D^c_{kl}(r)$ for $l > 0$ using the Numerical Recipes routines bandec and banbks [17], then determine $C^c_{0l}(r)$ and $D^c_{0l}(r)$ from equations (29) and (30) using the Numerical Recipes routine tridag. These Fourier transforms
are then inverted using the discrete fast Fourier transform routine \texttt{inft} from Numerical Recipes at each value of $r$ on the one dimensional finite difference grid. The result of this inversion process is an array of values of $A_k^e(r,z)$ and $B_k^e(r,z)$. These coefficients, $A_k^e(r,z)$ and $B_k^e(r,z)$, are then used to calculate the potential $\phi_e$ through the original Fourier series representation of the solution, equation (12), at any angle $\theta$. The values of the coefficients for $k = 0$ and $l > 0$ are also evaluated from equation (21) using the \texttt{tridag} routine and inverted using the fast Fourier transform routine \texttt{inft}.

Note that inversion of the Fourier transforms in this fashion changes the boundary conditions in the $z$ direction. The computation domain is no longer infinite in the $z$ direction, but of finite extent, say from $-z_0$ to $z_0$ with the coefficients $A_k^e(r,z)$ and $B_k^e(r,z)$ defined at the grid nodes in the $r$ direction and at equally spaced points a distance of $\frac{2z_0}{2n}$ apart in the $z$ direction. The boundary conditions have changed to the insulation type and care must be taken to ensure that the computation domain is large enough so that the original boundary conditions are not violated.

The same process is used to determine the potential distribution in the blood, $\phi_b$, except that the Fourier transforms can be obtained analytically, once the value of the corresponding Fourier transform of the tissue potential has been determined at $r = r_a$, the blood–tissue interface.

4 Results

The model described above will be used to compare the differences between a cylindrical model of the left ventricle and a previously published slab model of myocardial tissue [3, 6]. Points of comparison will, firstly, be the effect of increasing the degree of subendocardial ischaemia [3] (using conductivity data from Clerc [5]) and, secondly, considering the effect of different
conductivity data for a fixed sized ischaemic region [6].

As mentioned previously, the geometry of the model is described in Figure 1 where the inner cylinder has a radius of 2cm (ie \( r_a = 2 \)) and the outer cylinder has radius of 3cm (ie \( r_b = 3 \)). For these particular simulations, the ischaemic region extends from \( z = -2\)cm to \( z = 2\)cm (ie \( a_z = 2.0\)cm) and from \( \theta = -\frac{\pi}{4} \) to \( \theta = \frac{\pi}{4} \) (ie \( a_\theta = \frac{\pi}{4} \)). These values are chosen to maintain a similar ratio of ischaemic region size to domain size as for the slab model. For the first set of simulations, the degree of subendocardial ischaemia (that is \( (a_r-r_a)/(r_b-r_a) \times 100 \)) was varied, taking values of 10\%, 30\%, 50\%, 70\%, 90\% and full thickness, whereas for the second set of simulations it was fixed at 70\% (ie \( a_r = 0.7\)cm). In all cases, a sharp interface between normal and ischaemic tissue was assumed with \( \lambda_\theta = \lambda_r = \lambda_z = 0.01 \). Finally, the blood conductivity was set at 0.0067 S/cm.

For comparisons with previous simulations [3, 6], the fibre direction on the epicardial surface was aligned with the positive \( z \)-axis and allowed to rotate 120\(^\circ\) counter-clockwise to the endocardium. In terms of equation (3), \( \psi_0 = 0^\circ \) and \( \psi = 120^\circ \).

4.1 The Effect of Increasing Subendocardial Ischaemia

Figure 2 shows the potential distributions on the outside surface of the cylinder as the degree of subendocardial ischaemia is increased. For the purposes of displaying the results, the cylinder has been cut along the \( z \) direction, opposite the ischaemic region and laid out flat. Positive potentials are indicated with solid lines, negative potentials with dashed lines and zero potential is indicated by the thick solid line. The square in the centre of each panel is the projection of the ischaemic border onto the epicardial surface.

Increasing the degree of subendocardial ischaemia in the cylindrical model exhibits the same qualitative behaviour as observed in the slab model [3]. At 10\% ischaemia, there is a single valley of negative potential above the region of ischaemia which splits into three valleys at
30%, one above the ischaemic region and two above the ischaemic boundary in the $\theta$ direction. By 50% ischaemia, areas of positive potentials arise as ridges between the valleys, with the central valley almost disappearing by 70%. At 90% ischaemia, there is a region of positive potential above the ischaemia region, with valleys on both sides in the $\theta$ direction. Finally, at full thickness ischaemia, there is a region of positive potential above the region of ischaemia, surrounded on all four sides by regions of negative potential.

Generally, as the degree of ischaemia increases, the potential gradients above the ischaemic border increase and these are generally directed in the $\theta$ direction. At full thickness ischaemia there are also reasonably large potential gradients in the $z$ direction.

4.2 The Effect of Differing Bidomain Conductivity Values

Many experimental measurements of bidomain conductivities have been published (see [18]), with the most cited values obtained by Clerc [5], Roberts et al [19] and Roberts and Scher [20]. These values are summarised in Table 1. Figure 3 shows the epicardial potential distributions obtained using these three sets of conductivity values, as well a set based on the approximation of equal anisotropy ratios, all with 70% ischaemia. The format of the panels is the same as for Figure 2.

Simulations using the data of Clerc and Roberts et al, yield potential distributions which are qualitatively the same, with the data of Roberts et al giving the higher positive potentials and the lower negative potentials. The consequence of this is that larger potential gradients exist above the ischaemia border.

In contrast, the conductivity data of Roberts and Scher [20] yields a potential distribution which contains three valleys of negative potential, with only minimal positive potential on the opposite side of the ventricle. However, there are still large potential gradients above the ischaemic border in the $\theta$ direction. Also, using this conductivity data generates potentials
which are more negative than with the previous two data sets.

Finally, the lower right panel of Figure 3, is based on the often used approximation in modelling bioelectrical phenomena of equal anisotropy ratios. The conductivity data used here is based on the data of Clerc [5] with $\sigma_t^i = \sigma_i \sigma_t^e / \sigma_t^e = 0.0066 \text{ S/cm}$ using the data in Table 1. Here the high potential gradients above the ischaemic boundary have vanished, yet the minimum potential (still above the ischaemic regions) is more negative and the maximum potential is less positive than when the true values of Clerc are used (upper left panel).

5 Discussion

A similar model, based on a slab geometry, has been published previously [3] and it is interesting to compare the results of the simulations presented here with those from the slab geometry.

To begin with, consider the effect of changing the degree of ischaemia. A comparison of the two simulations, Figure 2 and Figure 4 in [3], shows a distinct similarity in the morphology of the potential distributions as the degree of ischaemia increases. However, there are a few minor differences. Firstly, the presence of the distinct valleys in the cylindrical model appears at about 30% ischaemia, whereas, it is not apparent until about 40% ischaemia in the slab model. Secondly, at 50% ischaemia, in the cylindrical model, Figure 2(c), distinct regions of positive potential are observed, yet none are apparent until after 50% ischaemia in the slab model. At 70% ischaemia, there is no marked region of negativity above the region of subendocardial ischaemia in the cylindrical model, as is present in the slab model. However, the similarity is greatest at 90% ischaemia, with both models indicating an outline of the region of subendocardial ischaemia. Finally, at full thickness ischaemia, the patterns are again similar, except that the regions of negativity adjacent to the ischaemic regions are oriented in different directions. This difference is probably due to the way in which the fibre rotation differs between
the two geometries, and also the periodicity of the domain in the $\theta$ direction.

Another point of comparison is the magnitude of the potentials. Table 2 gives a summary of the maximum and minimum potentials at each degree of ischaemia considered in Figure 2 for both the slab and the cylindrical geometries. Firstly, it can be seen that the magnitudes of the potentials in both models are of similar size, yet in the cylindrical model they are slightly greater than for the slab model. However, for both models, the ranges at each degree of ischaemia are very similar. The positive shift in the potentials in the cylindrical model is probably due to the smaller blood mass being available as a sink for the potential.

Now, consider the effect different conductivity values have on the epicardial potential distributions. Here, compare panels (a), (b) and (c) in Figure 3 with panels (c) in Figures 1, 2 and 3 in [6]. As above, the morphology of the potential distributions is very similar between the two geometries. The main difference occurs with the data of Roberts et al [19]; here for the slab geometry the positive peaks above the ischaemic region are isolated, whereas in the cylindrical geometry the regions of positivity extend all the way to the boundary. Again, as above, the potentials in the cylindrical model are higher than in the slab model. Even in the cylindrical model, there is a marked difference in the morphology and magnitudes of the epicardial potentials, again indicating the high sensitivity to the conductivity values.

In the case of equal anisotropy ratios, Figure 3(d), it is interesting to observe that considerable detail is lost in the potential distribution. It is also worth noting that using equal anisotropy ratios based on the data of Roberts et al. [19] and Roberts and Scher [20] yield potential distributions which are almost identical in shape (that is the zero lines and the maxima and minima are in the same place), except that the magnitudes of the potentials cover a greater range. It can then be argued from these observations that the approximation of assuming equal anisotropy ratios hides considerable detail in the epicardial potential distribution, which could in turn lead to incorrect interpretation of the simulated distributions.
The results presented here can also be compared with previously published experimental data [21, 22, 14]. A detailed discussion of the comparison between experimental and modelled epicardial potential distributions has been published previously for the slab geometry [3]. Briefly, this mentioned that the model would predict the region of subendocardial ischaemia, which is not suggested by the experimental observations. In the cylindrical model presented here, this same conclusion is reached: the model does predict the location of the region of subendocardial ischaemia, although perhaps not as strongly as that suggested via the slab model, especially at the mid range levels of subendocardial ischaemia.

Secondly, although the potentials in the cylindrical model are somewhat higher than those in the slab model, they are still not close to the measured values. Again, possible reasons for this are the mathematical approximations necessary to render the problem suitable for the solution method proposed. Here, there is only one infinite dimension instead of three as in the slab geometry case. Hopefully, a more anatomically correct model of the left ventricle would produce more accurate values for the potentials.

Finally, the simplified shape of the ischaemic region may also account for differences between the model and experimental observations. It is probably a great simplification to assume that the θ and z boundaries can be represented by flat surfaces as these boundary are more than likely irregular. Such irregularity could affect the local currents along the boundaries, which would in turn affect the epicardial potential distribution. It is also unlikely that the ischaemic region has a flat top. Assuming a non-uniform radial boundary would also induce different local currents, which would also affect the epicardial potential distribution.

On the other hand, the model does produce the high potential gradients in the vicinity of the ischaemic boundary as observed experimentally. It also follows the trend that the negative potentials become more negative as the subendocardial ischaemia approaches full thickness.
6 Conclusion

This paper has presented a model for simulating subendocardial ischaemia in a cylindrical representation of the left ventricle. A detailed discussion of the modelling assumptions and the solution methods has been presented. The aim of presenting such detail is to establish analytic techniques (keeping the numerical aspects to a minimum) to model such physical phenomena in simple geometries which, in turn, can be used as test cases for more complex fully numerical methods for handling more complicated anatomically correct models.

Comparison between the results obtained in the cylindrical model presented here and a previously published slab model show that the morphologies of the epicardial potential distributions are similar, with the cylindrical geometry producing slightly higher values for the potentials. One main difference that arises is that, in the cylindrical geometry, positive potentials are observed at lower values of subendocardial ischaemia.

Finally, comparison of the model results with experimental observations has shown that the model can predict many of the features observed (large potential gradients, a deepening of the negative potentials with increasing subendocardial ischaemia) but not others (the fact that the model predicts the location of the region of subendocardial ischaemia, yet the experiments do not).
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Table Captions

Table 1: Measured bidomain conductivities (S/cm).

Table 2: Minimum and maximum epicardial potentials (in mV) for the two different geometries.

Figure Captions

Figure 1: Cross-section of the cylindrical model at $z = 0$.

Figure 2: Epicardial surface potential distributions (in mV) for different degrees of subendocardial ischaemia using conductivity data from Clerc [5]. For the purposes of displaying the results, the cylinder has been cut along the $z$ direction, opposite the ischaemic region and laid out flat. The fibres on the epicardial surface are directed parallel to the $z$-axis. Positive potentials are indicated with solid lines, negative potentials with dashed lines and zero potential is indicated by the thick solid line. The square in the centre of each panel is the projection of the ischaemic border onto the epicardial surface.

Figure 3: Epicardial surface potential distributions (in mV) for different sets of bidomain conductivity values at 70% ischaemia. The format for each panel is the same as in Figure 2.
### Bidomain Conductivities (S/cm)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_i^i$</td>
<td>0.0017</td>
<td>0.0028</td>
<td>0.0034</td>
</tr>
<tr>
<td>$\sigma_i^e$</td>
<td>0.00019</td>
<td>0.00026</td>
<td>0.0006</td>
</tr>
<tr>
<td>$\sigma_i^e$</td>
<td>0.0062</td>
<td>0.0022</td>
<td>0.0012</td>
</tr>
<tr>
<td>$\sigma_i^c$</td>
<td>0.0024</td>
<td>0.0013</td>
<td>0.0008</td>
</tr>
</tbody>
</table>

Table 1:

### Degree of Ischaemia (%)

<table>
<thead>
<tr>
<th>Degree of Ischaemia (%)</th>
<th>Slab Geometry</th>
<th>Cylindrical Geometry</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Slab Geometry</td>
<td>Cylindrical Geometry</td>
</tr>
<tr>
<td></td>
<td>Potential (mV)</td>
<td>Potential (mV)</td>
</tr>
<tr>
<td></td>
<td>Minimum</td>
<td>Maximum</td>
</tr>
<tr>
<td></td>
<td>Minimum</td>
<td>Maximum</td>
</tr>
<tr>
<td>10</td>
<td>-1.2</td>
<td>0</td>
</tr>
<tr>
<td>30</td>
<td>-0.9</td>
<td>0</td>
</tr>
<tr>
<td>50</td>
<td>-0.9</td>
<td>0.1</td>
</tr>
<tr>
<td>70</td>
<td>-1.3</td>
<td>0.3</td>
</tr>
<tr>
<td>90</td>
<td>-1.9</td>
<td>0.9</td>
</tr>
<tr>
<td>Full Thickness</td>
<td>-2.1</td>
<td>4.4</td>
</tr>
</tbody>
</table>

Table 2:
Figure 1:
Figure 2:
(a) Using Conductivity Data from Clerc [5]

(b) Using Conductivity Data from Roberts et al [19]

(c) Using Conductivity Data from Roberts and Scher [20]

(d) Using Equal Anisotropy Ratios

Figure 3: