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Ecological studies are based on characteristics of groups of individuals, which are common in various disciplines including epidemiology. It is of great interest for epidemiologists to study the geographical variation of a disease by accounting for the positive spatial dependence between neighbouring areas. However, the choice of scale of the spatial correlation requires much attention. In view of a lack of studies in this area, this study aims to investigate the impact of differing definitions of geographical scales using a multilevel model. We propose a new approach – the grid-based partitions and compare it with the popular census region approach. Unexplained geographical variation is accounted for via area-specific unstructured random effects and spatially structured random effects specified as an intrinsic conditional autoregressive process. Using grid-based modelling of random effects in contrast to the census region approach, we illustrate conditions where improvements are observed in the estimation of the linear predictor, random effects, parameters, and the identification of the distribution of residual risk and the aggregate risk in a study region. The study has found that grid-based modelling is a valuable approach for spatially sparse data while the SLA-based and grid-based approaches perform equally well for spatially dense data.
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1. **Introduction**

Ecological studies are common in many disciplines, including environmental epidemiology [41, 51], social science [16, 18, 19], political science [30, 31], and geography [32, 42]. Ecological analyses refer to study and inference based on characteristics of groups or aggregates of individuals [23, 35]. These aggregates are typically geographically defined by census regions, where the population information are readily available.

Ecological analyses are commonly based on group level data to make inferences about the collective set of individuals within the groups due to confidentiality issues for accessing individual level disease data [22, 28]. Ecological fallacy [48, 52] is committed when a relationship observed at the group level is assumed to exist at the individual level. Some other issues that arise in ecological analyses are as follows. First, the analysis of aggregated data may suffer from changes in geographical boundaries over time. Second, a problem
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concerning aggregated data is the modifiable areal unit problem (MAUP), which is defined as sensitivity of statistical results to the definition of geographical units over which data are collected [43]. For instance, various datasets may exhibit different spatial patterns when viewed at one spatial scale compared to another, which is known as a ‘scale’ effect [45].

To overcome the issue of ecological fallacy and to increase the statistical capacity to study small-scale geographical variation, this study employs both group and individual level characteristics to study their effect on individual outcomes in a multilevel (hierarchical) modelling framework [28, 58, 60, 61]. The individual level data control for the bias while the ecological data may provide additional efficiency gains in the estimation of the parameters of interest [24]. Multilevel models are flexible as they allow the formation of complex nested and crossed structures, and also dependencies in data through random effects [61]. However, the complex nature of the multilevel models often results in an intractable likelihood function. A solution to facilitate inference in such cases is the application of a Bayesian hierarchical multilevel modelling framework accompanied by computational algorithms such as Markov chain Monte Carlo (MCMC) techniques [15, 21]. See [36, 40, 47, 53] for a range of Bayesian applications in complex epidemiological and biomedical problems.

In ecological studies, the modelling of spatial dependence is often based on the belief that individuals within areas are more likely to be similar and areas that are geographically closer exhibit more similar residual relative risks. Ignoring positive spatial dependence between the residuals of neighbouring areas may underestimate standard errors on parameter estimates, and cause confounding by location if the exposure of interest has a spatial structure [57]. Given the acknowledged MAUP, better understanding of the choice of the scale of the spatial correlation is vital. One of the most common approaches in defining a neighbourhood structure is to take areas $i$ and $j$ to be neighbours if they share a common boundary. [59] argues that this approach is not attractive unless all regions are of similar size and arranged in a regular pattern. Other possible neighbourhood structure definitions could be some known function of the distance between centroids of areas [14]; and both a non-spatial and a spatial random effect assigned as an intrinsic conditional autoregressive (ICAR) prior [9]. See [37] for more alternative specifications within the CAR class.

The aim of this paper is to investigate the impact of differing definitions of geographical areas on the estimation of individual disease risks using a multilevel model that combines both group and individual level characteristics in a Bayesian framework. We propose to model area-specific random effects using regular lattices which are far smaller than the census regions to allow for better specification and identification of spatial effect. This research endeavours to examine the difference in model outcomes using a range of geographical scales for spatially sparse data and spatially dense data.

The paper is organized as follows. In Section 2, we provide details about the case study data, spatially sparse data and spatially dense data for analyses, and an exploratory data analysis. Section 3 outlines the methods and modelling approach employed in this study including model, likelihood, priors, posteriors, computation and model performance evaluation. The results of model fitting for spatially sparse data and spatially dense data are reported in Sections 4 and 5, respectively. Section 6 summarizes the results from both studies and finally, Section 7 discusses some of the issues and provides an overall conclusion.

## 2. Motivating Example

To motivate our research, we investigate the relationship between area-disadvantage and individual characteristics, and the risk of being diagnosed as having advanced breast can-
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cancer, using breast cancer data in Queensland, Australia. [5] employed multilevel analytical methods to investigate the links between geographic remoteness, area disadvantage, individual level factors and advanced breast cancer among women aged 30−79 years who were living in Queensland during 1997−2006. The study was designed to investigate the extent of large-area geographical variation in advanced breast cancer risk after adjusting for the characteristics of individuals within those area. In contrast, one of the ultimate aims of our study is to explore various spatial scales in capturing the geographical variation effectively. We consider two scenarios for spatial clustering of the data, described below.

2.1 Case study data

Ethics and Data Custodian approval was obtained from Queensland Health for this study (HREC/09/QHC/25). The breast cancer data were extracted from the population-based Queensland Cancer Registry (QCR). The data consist of all women diagnosed as having invasive breast cancer in Queensland between 1 January 1996 and 31 December 2009 (inclusive). We obtained data for each case on individual-level characteristics (i.e., year of diagnosis, age, indigenous status, occupation, and marital status) as well as measures of geographic remoteness and area disadvantage defined at the census region level, namely Statistical Local Areas (SLAs). Each cancer case also contains the longitude and latitude co-ordinates of the patient’s residential address as well as the SLA variable, which denotes the spatial entity where a patient resides. The co-ordinate information is also used to assign patients to their respective grid cells after partitioning the study region into regular grid cells. Both the SLA and grid information are used in modelling the spatial random effects. We follow the definition of advanced breast cancer in [5]. With respect to the area level covariates, since the information was only measured at the SLA level, we thus assigned the scores to the patients based on the SLAs in which they resided. The patients’ characteristics of interest at time of diagnosis are described in Table 1.

2.2 Study 1: Spatially sparse data

In Study 1, we focus on breast cancer cases in a study region with latitude ranges from $-28$ to $-27.29315$ and longitude ranges from $151.91364$ to $153.18721$. The study region extends from Brisbane, the capital and most populous city in Queensland, to Toowoomba, the most populous non-capital inland city in Queensland, Australia. The cancer cases are spatially sparse with a mixture of dense and scarce points.

To evaluate the impact of modelling the spatial effect at different spatial scales, we consider the partitions at the SLA level and the grid level by discretizing the study region using grids $10 \times 10$, $20 \times 20$, $30 \times 30$, $50 \times 50$ and $100 \times 100$ (see Table 2). The adjacency matrix for the SLAs is calculated using the program GeoDa [3] using first order queen definition of adjacency, where the SLAs are considered to be neighbours if they share a common border or vertex. On the other hand, the cell2nb function in the spdep R package [11] is used to generate a list of neighbours for the grid cells, by applying a queen definition of neighbourhood, where two grid cells are termed neighbours if they share a common edge or vertex.

2.3 Study 2: Spatially dense data

In Study 2, we focus on breast cancer cases in Brisbane only as we are interested in studying disease distribution of a smaller geographical area. The latitude in the study region of Brisbane ranges from $-27.63009$ to $-27.29315$ while the longitude ranges from $152.91364$ to $153.18721$. The cancer cases in Brisbane exhibit spatially dense pattern as
Brisbane is a highly populated region. In this scenario, we consider spatial scales at the SLA level and the grid levels $10 \times 10$, $20 \times 20$, $40 \times 40$, $50 \times 50$ and $100 \times 100$ (see Table 3).

2.4 **Exploratory data analysis**

Here we conduct some exploratory analysis to assess the spatial covariance structure at different scales. Figures 1 and 2 contain the variograms [13] at various scales for Study 1 and Study 2. We include a fitted Gaussian variogram model [44] to illustrate its suitability as in the analysis that follows we employ a Gaussian process with a Gaussian covariance structure [27].

As shown in Figure 1, at the SLA level, the empirical variogram displays inconsistent spatial structure at larger lags and the Gaussian variogram produces a poor fit. At the regular grid levels, the empirical variogram displays more typical and realistic covariance structures. The Gaussian variogram model seems to fit reasonably well at grid $10 \times 10$, $20 \times 20$, and $30 \times 30$ at which the last two scales fit better than the first scale. At grids $50 \times 50$ and $100 \times 100$, there is possibly cyclicity in the variogram that could be due to lack of data as there are large number of grid cells with zero counts. The exploratory analysis presented here has implied that modelling the spatial data using a Gaussian covariance structure is adequate at most spatial scales in Study 1 except for the SLA level which has irregularly-shaped regions and the grid $100 \times 100$ which has excessively fine grid cells and little spatial structure as shown in the empirical variogram.

With regard to the variogram obtained for Study 2 in Figure 2, fitting a Gaussian variogram model at the SLA level and grids $10 \times 10$ and $20 \times 20$ seems to be adequate, with questionable benefit of the spatial model at the grid $40 \times 40$. The variograms at grids $50 \times 50$ and $100 \times 100$ suggest that there is a lack of spatial structure at these two scales. Again, these variograms support the choice of a Gaussian covariance structure to model the spatial random effects in Study 2.

We note that [55] cautions against the use of a Gaussian process with a Gaussian covariance structure as they may be overly smooth. See [27] for the connection between the Gaussian covariance function used in linear Gaussian process models and the Gaussian covariance structure of linear Gaussian Markov random field models. Though for our purposes and disease mapping in general, the use of an ICAR model has been motivated by the ability to smooth out random effects, as in [4] we are interested in smoothing out random variation unrelated with underlying risk.

3. Methods and modelling

3.1 **Overall model**

Using the motivating dataset described above, we are interested in modelling the individual risk of advanced breast cancer using a multilevel model [28, 58, 60, 61]. Let $y_{hij}$ denotes the Bernoulli outcome of advanced breast cancer for the $j$-th individual in the $i$-th grid in the $h$-th SLA and $p_{hij}$ denotes the individual risk of advanced breast cancer for the $j$-th individual in the $i$-th grid in the $h$-th SLA. The aggregate risk in the $h$-th region is $p_h = \frac{1}{n_h} \sum_{i=1}^{n_h} p_{hi}$. In the spirit of [29], the individual risk is modelled via the logistic regression model with inclusion of individual level and area level covariates. Several studies have developed methods for incorporating individual level information on the exposure of interest [10, 20, 25, 26, 46, 62].

In this study, we model the spatial and non-spatial random effects on one of these two
partitions: the SLA level and the grid level. At the SLA level, the model is as follows:

\[
\logit(p_{hij}) = \mu + u_k + v_h + \sum_r \alpha_r x_{hij}^{(r)} + \sum_p \beta_p z_{h}^{(p)} ,
\]

where \(\mu\) denotes the intercept, \(u_k\) and \(v_h\) denote unstructured and spatially-structured random effects respectively [9], that are both modelled on SLAs, \(\alpha_r\) denotes the covariate effect of the \(r\)-th individual level covariate, \(\beta_p\) denotes the covariate effect of the \(p\)-th SLA level covariate, \(x_{hij}\) denotes individual level covariates, and \(z_{h}\) denotes SLA level covariates. Here, \(u = (u_1, u_2, \ldots, u_h)\) is a set of area-specific random effects that are assumed to be independent, while \(v = (v_1, v_2, \ldots, v_h)\) is a set of area-specific spatially structured random effects that are believed to play a role in the structuring of the hierarchy. When the random effects are modelled at a grid level, \(u_k\) is replaced by \(u_i\), the unstructured random effects modelled on grids and \(v_h\) is replaced by \(v_i\), the spatially-structured random effects modelled on grids.

The likelihood for the individual level model is a Bernoulli distribution,

\[
\mathcal{L}(p_{hij}|y_{hij}) = \prod_{h,i,j} (p_{hij})^{y_{hij}}(1 - p_{hij})^{1-y_{hij}} .
\]

To complete the Bayesian specification, we assign prior distributions to the unknown parameters \(\{u, v, \alpha, \beta\}\). We model \(u_i \sim \text{Normal}(0, \tau_u)\), representing exchangeable random baseline risks for each grid. The precision parameter \(\tau_u\) of component \(u\), is assigned a gamma distribution \(\tau_u \sim \text{Gamma}(a_u, b_u)\) [7]. The spatial component \(v\) is specified such that spatial structure is induced, via conditional autoregression [8]. The full conditional for \(v_i\), \(i = 1, \ldots, I\) depends solely on the random effects of neighbouring areas. Let \(W_{ij}\) be an indicator function which takes on the value one if grid cells \(i\) and \(j\) are neighbours that share a common boundary, and zero otherwise; \(W_{ii}\) is set equal to zero. We note that other specifications for \(W\) are also possible, for example \(W\) could be a function of distance to the centroid of the area, of the size of the area, or the length of common boundary. The intrinsic conditional autoregression (ICAR) specification [24] is given by

\[
v_i|v_{-i} \sim \text{Normal}\left(\frac{1}{m_i} \sum_{i < j} W_{ij} v_j, \frac{1}{m_i \tau_v}\right),
\]

where \(m_i = \sum_{i < j} W_{ij}\) is the number of neighbours for grid cell \(i\). As the induced precision matrix is not positive definite, the conditional specification above does not yield a proper joint distribution for \(v\). The density can, however, be expressed via a pairwise difference distribution as

\[
\pi(v|W, \tau_v) \propto \tau_v^{(N-1)/2} \exp \left\{-\frac{\tau_v}{2} \sum_{i<j} W_{ij} (v_i - v_j)^2 \right\},
\]

where \(N\) denotes the total number of grid cells and \(W\) denotes the \(I \times I\) matrix of adjacency indicators representing the neighbourhood structure. The unknown precision parameter \(\tau_v\) determines the strength of dependence between the parameters \(v_i\) and \(v_j\), and is assigned a gamma distribution \(\tau_v \sim \text{Gamma}(a_v, b_v)\) [7]. For the elements of the regression components \(\alpha = (\alpha_1, \ldots, \alpha_r)\) and \(\beta = (\beta_1, \ldots, \beta_p)\), we choose univariate normal priors with mean zero and variance \(\sigma^2\) and \(\sigma^2\), respectively.

The combination of the ICAR prior for \(v\) and a set of independent random effects \(u\) is known as the convolution prior/model proposed by [9]. We assume that the random effects
consist of two parts where the first part \((v)\) is spatially interdependent between areas and the second part \((u)\) captures unstructured heterogeneity. This is a reasonable assumption in practice as the convolution model is able to compromise between the nonspatial exchangeable effects and the spatially structured effects. Its use is well preceded, see for instance, [33, 34] and [64].

Up to a constant of proportionality, the product of the full likelihood and the independent prior distributions for the unknown parameters \((\pi(u), \pi(v), \pi(\alpha), \pi(\beta), \pi(\tau_u), \pi(\tau_v))\) constitutes the joint posterior distribution of the model parameters. That is,

\[
\pi(u, v, \alpha, \beta, \tau_u, \tau_v | y_{hij}) \propto \pi(y_{hij} | \{u, v, \alpha, \beta, \tau_u, \tau_v\}) \pi(u) \pi(v) \pi(\alpha) \pi(\beta) \pi(\tau_u) \pi(\tau_v).
\]

### 3.2 Computation

Since it is not possible to compute the above specification of the posterior distribution of the parameters directly; a popular approach to facilitate computation is MCMC. However, by building a MCMC scheme for this model, we found that the computational cost increases proportionally to the number of individuals included in the model as well as the number of grid cells. In light of this computational burden, we adopt the integrated nested Laplace approximation (INLA) approach proposed by [50], which performs approximate Bayesian inference for latent Gaussian models. INLA is able to return accurate parameter estimates in relatively short computational time. In addition, a model choice criterion termed the deviance information criterion (DIC), and predictive measures including logarithmic score and probability integral transform (PIT) are provided. We note that INLA methodology requires the full conditional density for the latent field to be ‘near’-Gaussian, which is usually achieved either by replications or smoothing. As this study uses a spatial model (we are interested in spatial smoothing) that falls under the category of latent Gaussian models [39, 50], it is reasonable to employ INLA computation. Furthermore, [49] detail the validity of the approximate Bayesian inference for hierarchical GMRF models (the ICAR model is one of the GMRF-based models).

The latent Gaussian models can be defined as a Bayesian hierarchical model with three levels. The first level is the observational equation \(y|x \sim \pi(y|x)\), where \(y\) denotes the observations. Here, we formulate the distributional assumption for the observations dependent on latent components where in our case \(y\) follows a Bernoulli distribution. Given the parameters of the observation model, the observations are assumed to be conditionally independent, as in [49]. Secondly, we assign an a priori model for the unknown parameters and specify the corresponding Gaussian Markov random field (GMRF). The second level can be written as \(x|\theta \sim N(\mu(\theta), Q(\theta)^{-1})\), where \(x\) contains all components of the latent Gaussian field. At the last level, \(\theta \sim \pi(\theta)\) denotes the prior distribution for the parameters. \(Q(\theta)\) is the precision matrix of the Gaussian random vector \(x\), which is sparse. The posterior density can be written as

\[
\pi(x, \theta | y) \propto \pi(\theta) \pi(x | \theta) \prod_{i \in I} \pi(y_i | x_i, \theta).
\]

By default a flat improper prior for the intercept \(\mu\) is assumed in R-INLA. The components of the latent field, \(x = \{\mu, u, v, \alpha, \beta\}\) are assigned a zero-mean Gaussian distribution with precision matrix \(Q(\theta)\), resulting in a latent Gaussian field. The latent field is controlled by a few hyperparameters \(\theta = \{\tau_u, \tau_v\}\). These hyperparameters are assigned different distributions, as previously described.
The main goal is to estimate the desired posterior marginals

$$\pi(x_i | y) = \int \pi(x_i | \theta, y) \pi(\theta | y) d\theta,$$

while the posterior marginals of $\theta$ are approximated by

$$\pi(\theta_i | y) = \int \pi(\theta | y) d\theta_{-i}.$$ (2)

where $\theta_{-i}$ denotes all elements in $\theta$ except for $\theta_i$. Nested approximations and numerical integration are used to integrate out $\theta$ in order to estimate Equations (1) and (2). The Laplace approximation [56] to the posterior of hyperparameters can be written as

$$\tilde{\pi}(\theta | y) \propto \frac{\pi(x, \theta, y)}{\tilde{\pi}_G(x | \theta, y) | x=x^*(\theta)},$$

where $\tilde{\pi}_G(x | \theta, y)$ is the Gaussian approximation to the full conditional of $x$ and $x^*(\theta)$ is the mode of the Gaussian approximation for each $x$. Posterior marginals for the latent variables $x = \{\mu, u, v, \alpha, \beta\}$ and the hyperparameters $\theta = \{\tau_u, \tau_v\}$ are both computed via numerical integration. The posterior marginals can be used to compute summary statistics of interest, such as posterior means, variances or quantiles. We refer the reader to [50] and [12] for more details on INLA computation and applications.

In terms of prior specification, the precision parameters of the unstructured random effect and spatial effect, $\tau_u$ and $\tau_v$, are both assigned gamma priors with parameters $(1, 0.001)$ to impose the same level of spatial smoothing on the spatial field for each model throughout the study. Normal priors with mean zero and variance $\sigma^2_\alpha = \sigma^2_\beta = 100$ are chosen for the regression parameters $\alpha$ and $\beta$. We carried out sensitivity analyses to assess the impact of various choices of prior distributions on the models and found that the influence of priors is negligible based on minimal changes in the DIC.

### 3.3 Performance evaluation

In regard to model selection, DIC was used to select the most parsimonious model after penalizing for model complexity. A smaller DIC indicates a better fit of the model. As suggested by [54], DIC should not be used as an absolute measure of the ‘best’ model, but rather a method for screening alternative formulations in order to provide an indication of the relative fit of a set of candidate models. They argued that candidate models receiving DIC within $1 - 2$ of the ‘best’ deserve consideration, while $3 - 7$ have considerably less support. We present the candidate models with DIC within 5 of the smallest DIC in the following section.

In order to assess the predictive performance of these models, the logarithmic score (LS) for each model is computed [17]. Each model is assigned a numerical score based on the predictive distribution using the cross-validated scoring rules. For discrete observations $Y_{hij}$, the LS is defined as

$$LS = -\log(\pi_{y_{hij}}),$$

where $\pi_{y_{hij}} = \text{Prob}(Y_{hij} = y_{hij} | y_{-hij})$ denotes the cross-validated predictive probability mass at the observed event. A smaller LS indicates a better predictive power of the model.

In order to investigate how the estimation of parameters changes across different spatial scales, the standard deviation of the posterior estimates of the estimated linear predictor,
random effects, and parameter estimates are used to provide guidance for each model. Furthermore, to assist in comparison across various spatial scales, the image plots of the spatial random effect and the aggregate risk at various scales are also presented in Section 4. The resulting disease maps can be used to study the geographical distribution of disease burden and inform public health resource allocation.

4. Results for Study 1: Spatially sparse data

Based on the DIC and LS described in Section 3.3, the five best models for fitting the breast cancer data are given below. These models are considered because their DIC values are within five from the smallest DIC value. Thus, we discuss these five models only for the rest of the section.

Model 1 = \{
    \logit(p_{hij}) = \mu + u + \text{YEAR}_{hij} + \text{MARITAL}_{hij} + \text{IRSD}_h,
    \logit(p_{hij}) = \mu + u + v + \text{YEAR}_{hij} + \text{MARITAL}_{hij} + \text{IRSD}_h.
\}

Model 2 = \{
    \logit(p_{hij}) = \mu + u + \text{YEAR}_{hij} + \text{IRSD}_h,
    \logit(p_{hij}) = \mu + u + v + \text{YEAR}_{hij} + \text{IRSD}_h.
\}

Model 3 = \{
    \logit(p_{hij}) = \mu + u + \text{MARITAL}_{hij} + \text{IRSD}_h,
    \logit(p_{hij}) = \mu + u + v + \text{MARITAL}_{hij} + \text{IRSD}_h.
\}

Model 4 = \{
    \logit(p_{hij}) = \mu + u + \text{YEAR}_{hij},
    \logit(p_{hij}) = \mu + u + v + \text{YEAR}_{hij}.
\}

Model 5 = \{
    \logit(p_{hij}) = \mu + u + \text{IRSD}_h,
    \logit(p_{hij}) = \mu + u + v + \text{IRSD}_h.
\}

4.1 Model selection - DIC and LS

The DIC and LS for Models 1 to 5 are presented in Figure 3. The smaller the scores for a model, the more favoured the model. Model 2 and Model 5 are observed to have the smallest DIC and LS. However, we note that the difference compared to the other models is only small, which suggests that these five models are comparable based on these criteria. It is also found that the DIC and LS for the models with random effects modelled at the SLA level are marginally smaller than that of the grid levels. It is observed that both scores are largest at the grid 10 × 10 and gradually decrease as the grid cell size becomes increasingly fine. In other words, model fit and predictive performance of the models improve as the grid cell size becomes smaller. When the grid cell size is fine enough, the model fit and predictive performance of a model are similar to that at the SLA level. Comparison of both scores at the SLA level and the grid 100 × 100 level for all five models are given in Table 4. We note that the percentage of difference between both spatial scales are relatively small. We will consider other model comparison criteria before selecting the best fitted model.
4.2 Estimation for linear predictor and random effects

The performance of the models is further examined using box plots of the standard deviation of the estimated linear predictor. The linear predictor refers to $\logit(p_{hij})$ which include both the fixed and random effects in the model. The precision of estimation of each model is improved at the grid level compared to the SLA level as 10% – 20% smaller standard deviations are generally observed. Although there is no substantial difference across different grid levels, the standard deviation is slightly larger at the grid 100 × 100. The box plots of the width of the 90% credible intervals of the estimated linear predictor appear to be similar to the patterns observed for the standard deviation. The width indicates the difference of the 5th percentile and the 95th percentile of the credible interval. Larger values indicate a larger spread of the posterior distribution. Based on the standard deviation and the width of the 90% credible intervals, Model 5 has better precision in estimation compared to the other models. Nevertheless, the performance of Model 4 is comparable to that of Model 5. The box plots of the standard deviation of the estimated linear predictor for Model 5 are illustrated in Figure 4(a).

In order to compare the estimation of the random effects at various spatial scales, we present the box plots of the standard deviation of the estimated unstructured random effect ($\sigma_u$) and spatially structured random effects ($\sigma_v$) of Model 5 in Figure 4(b) and Figure 4(c), respectively. We note that all other models show very similar patterns in terms of the standard deviation of the random effect. The precision of the estimates of $u$ and $v$ at the grid levels is noticeably larger than at the SLA level. A larger $\sigma_u$ and $\sigma_v$ at the SLA level may suggest that the covariates explain less variation in the SLA-based models than the grid-based models. The grid 10 × 10 appears to have the smallest standard deviation for all models which is possibly due to the small number of grid cells. We note that its difference with other grid levels is marginal, especially with the grid 30 × 30. It is also observed that the increase in the number of grid cells in a model gradually increases the standard deviation of the random effects. For instance, at the grid 100 × 100, many grid cells do not contain any information, which may induce a lot of unexplained variability in the model. Guided by these results, we suggest that grids 10 × 10 and 100 × 100 may not be the most appropriate scales due to the fact that the former has larger DIC and LS than all other scales while the latter exhibits marginally larger standard deviations for the estimated linear predictor and random effects. On the other hand, the grid 30 × 30 appears to be a reasonable choice to model the random effects in this study.

4.3 Parameter estimates

The posterior distributions of the regression parameter estimates for each model were examined by comparing the posterior mean, standard deviation, and the width of the 90% credible interval of the estimated parameters. We present the results for Model 5 only as this model appeared to be the best-fitted model amongst all models based on their predictive performance. For all five models, the posterior mean of the parameters differs marginally across different spatial scales. The difference is most likely contributed by the changes in spatial dependence across various spatial scales. It is also observed that the standard deviation of the posterior estimates are generally smaller at the grid levels compared to at the SLA level (see Figure 5). Furthermore, the standard deviation reduces slightly as the grid cell sizes become increasingly small. We note that the standard deviation for the model with unstructured random effects only is slightly smaller than the model with both unstructured and spatially structured random effects. Therefore, we suggest inspection of the plots of the posterior mean of the spatial effect to decide if it is necessary to retain the spatial component in modelling. We note that the width of the 90% credible interval of the posterior estimates display the same pattern as the
standard deviation of the posterior estimates due to the fact that the posterior estimates are Gaussian distributed. Posterior probabilities \(P(\beta_p < 0)\) for the regression parameters for Model 5 is presented in Table 5. It is shown that across the various spatial scales, there is only marginal difference in the posterior probabilities which suggests that the changing spatial scales have a relatively small effect on the posterior inference of the regression parameters. The results of the parameter estimates appear to agree with the recommendation made earlier on choosing the grid \(30 \times 30\) for this dataset.

4.4 Plots of spatial effect and aggregate risk

Based on the previously discussed results, we present the plots of the posterior mean of the spatial effect for Model 5 in Figure 6. The distribution of the spatial random effect at the SLA level is observed to be different to those at the grid levels. When inference is made at the SLA level which contains large geographical units, only crude estimates of the spatial effect are obtained. As the grid cell becomes increasingly small, the spatial effect is better captured and identified as a more localized distribution can be seen. The plots at grids \(30 \times 30\) and finer clearly show that the excess risk exists in the middle right part (darker spot) of the map. It is therefore apparent that the spatial effect at a smaller spatial scale informs the presence of excess risk on a map more effectively than at a larger scale.

Plots of the aggregate risk predicted from Model 5 at various spatial scales are illustrated in Figure 7. The plots provide information on the risk of being diagnosed with advanced breast cancer for each region at various spatial resolutions. The aggregate risk at the SLA level appears to be different from those at the grid levels. This can be explained by the fact that the former aggregates the individual risks to a larger scale and assumes the risk to be constant within a region, hence crude estimation of the risks. A spatial scale that is too fine (such as grid \(100 \times 100\)) leads to small counts in a grid cell, more uncertainty, and less robustness in the spatial model; and may produce imprecise estimates. It is therefore necessary to have sufficient counts in the grid cells.

Figure 6 presents the posterior mean of the spatial effect, which is the excess risk. The excess risk is also known as residual disease risk which is unaccounted for in a model after adjusting for individual and area level covariates. Figure 7, on the other hand, presents the aggregate risk at various spatial scales. The aggregate risk is obtained by taking the average of the disease risk of the individuals in each geographical partition. Based on Figures 6 and 7, it is evident that the SLA level is inferior to the grid-based partitions in that estimation can only be made at a coarse scale. Among the various grid sizes, the grid \(50 \times 50\) appears to produce the smoothest plot for the spatial effect which displays the presence of excess risk and a risk map that shows a more localized distribution of aggregate risk. However, the plots produced by the grid \(30 \times 30\) also appear to adequately serve the same purposes.

5. Results for Study 2: Spatially dense data

The four best models for fitting the breast cancer data in Study 2 are chosen based on the DIC, where their DIC values are within five from the smallest DIC value. We do not present the results for Study 2 in great detail but highlight those that are significantly different from those observed in Study 1. The four models are: Model 1 (INDIG + YEAR + IRSD); Model 2 (INDIG + IRSD); Model 3 (INDIG + YEAR); and Model 4 (INDIG).

Based on the DIC and LS presented (Figure 8), it is apparent that the model fit and predictive performance at the grid levels are comparable to those at the SLA level. How-
ever, there is no clear improvement in the scores as the grid cell size becomes increasingly small, despite slight variations that are observed. It is also noted that the scores at the grid $10 \times 10$ are larger than the scores at the other scales as this geographical partition has the largest area size amongst all scales. Model 3 and Model 4 have similar LS that are smaller than the other models, which implies that the predictive performance of these two models are comparable. In terms of DIC, Model 3 and Model 4 are also favoured compared to the other models.

Based on the box plots of the standard deviation of the estimated linear predictor, the precision of estimation of each model is very similar at both the grid levels and the SLA level. Nevertheless, there are no significant changes in precision of estimation across various sizes of the grid cell. Model 4 appears to have the highest precision in estimation compared to the other models. In terms of the estimation of the parameters of interest, the results are similar to those observed in Study 1, in that the posterior mean of the parameters differs across different spatial scales. The standard deviation and the width of the 90% credible interval of the posterior estimates fluctuate at various spatial scales. There is no improvement seen at the grid levels compared to the SLA level.

The results of Study 2 suggest that the inclusion of the spatial component $\mathbf{v}$ does not necessarily improve the model fit and predictive performance. The models with random effects $\mathbf{u} + \mathbf{v}$ are found to have slightly higher DIC and LS than the models with $\mathbf{u}$. This also applies to the standard deviation of the estimated linear predictor for every model. Based on these results, we suggest that for spatially dense data, the effect of the spatial component is minimal due to the lack of inhomogeneity across the geographical regions. Thus, the spatial component $\mathbf{v}$ may be removed from the models.

6. Summary of results from both studies

The results from Study 1 and Study 2 are summarized in Table 6.

7. Discussion

In this article, we investigate the impact of the choice of spatial scale for modelling individual disease outcomes via Bayesian hierarchical spatial modelling by combining individual and aggregate information in the context of epidemiology. The hierarchical model allows for unmeasured covariates and for potential errors in the observed data using the area-specific random effects [47]. We examine the modelling outcomes for the scenarios where the random effects are modelled based on regular grid partitions as opposed to the census region level. The intrinsic conditional autoregressive (ICAR) specification [8, 24] of spatially structured effects for study regions that contain highly irregular lattices, such as our SLAs, has often been criticized [59]. It is more natural and reasonable to implement the ICAR specification for regular lattices where the geographical areas are of similar size and arranged in a regular pattern [59], such as the grid-based partitions proposed in this study. As seen, the region of Brisbane that constitutes the spatially dense data is included in the study region for the spatially sparse data. This is due to the fact that a mixture of dense and scarce points is required to form the spatially sparse data. This decision has not resulted in bias for the results of the spatially sparse data as the spatial smoothing effect induced by the ICAR model only takes into account neighbouring SLAs or grid cells. The spatially dense region does not contribute to the smoothing effect of the region with scarce points since these two regions are far apart.

In the analyses presented in Study 1 (spatially sparse data), the DIC and LS for the SLA-based models were slightly smaller than the grid-based models. However, we acknowledge
that DIC is not the definitive criterion in choosing the best model but rather provides a list of candidate models. Indeed, despite having slightly higher DIC, the grid-based modelling of random effects has the distinct advantage that the estimation of linear predictor and random effects is better than the SLA-based modelling. In addition, the estimation of the regression parameters using the grid-based approach is increasingly precise as the grid cell size reduces. The performance of the models at the grid level was superior to that of the SLA-level even when there are fewer grid cells (100 grid cells) than SLAs (308 regions). This provides evidence that the modelling of random effects based on regular lattices (grid partitions) is a valuable approach. We note that, however, it is necessary to have a sufficiently large sample size in order to discretize the study region into finer grid cells, as it was observed that the parameter estimation of some models was worse for grid cells finer than $30 \times 30$. A further study has to be carried out to determine the sample size for an optimum spatial scale. Based on the results from Study 1, we recommend partitioning of the study region into fine grid cells for spatially sparse data by selecting the most appropriate spatial scale from a range of choices.

On the other hand, based on the results from Study 2 (spatially dense data), we note that the model fit (based on DIC), predictive performance (based on LS), and precision of estimation at the grid levels are similar to those at the SLA level. In other words, there is no apparent advantage in partitioning the study region into finer scales for spatially dense data. Modelling of the random effects at the census regions level (SLA) appears to be sufficient. This could be explained by the fact that with a lot of data, there is an intrinsic averaging effect, so that homogeneity assumption is better fulfilled within each SLA. The SLAs thus borrow strength effectively from neighbouring SLAs and produce good fit. Nevertheless, if the distributions of the excess risk and the aggregate risk are of interest, it is evident that the SLA level is inferior to the grid-based partitions as the estimation can only be made at a coarse scale which is not as specific and relevant to the local population.

As seen, choosing an appropriate spatial scale is important, particularly for spatially sparse data. Based on the results of the study, it is recommended to repeat the spatial analyses at multiple spatial scales in order to determine a suitable scale. The choice of spatial scale may change according to various inferential aims of interest. For instance, based on the plot of the posterior mean of the spatial effect (Figure 6), grids $30 \times 30$ and finer are favoured as more localized excess risk is identified compared to the coarser spatial scales. In contrast, the plot of aggregate risk (Figure 7) does not support the grid $100 \times 100$ because the fine grid cells lead to insufficient information in each grid cell. It is therefore important to consider model fit, predictive performance and parameter estimation of the models. Although the analyses conducted in this study were comprehensive, they were deliberately confined to investigating the impact of SLA and grid-based partitions for a real disease phenomenon. Thus, they do not allow us to make more definitive statements about the choice of grid size or spatial scale in general. This remains an open topic for further research.

The breast cancer data in this study consist of routinely-collected health information obtained from Queensland Cancer Registry (QCR). The data contain the population of women diagnosed with female breast cancer who lived within grid partitions or within ecologic units (SLAs), which makes the multilevel model particularly attractive. However, in some instances, multilevel studies could face a major practical limitation where it is expensive or ethically difficult to obtain routinely collected individual data [22]. Clearly, the modelling of spatial effects at a smaller grid scale displays the distribution of residual risk and the aggregate risk of a disease at a more localized scale compared to the census region level. By capturing the excess and aggregate risks at a finer scale, the resulting disease maps can be used to study the geographical variation of the disease more accurately. Reliable
information about current and predicted areas of high disease risk is necessary to address
the social and financial burden of the disease in a cost-effective manner. Knowledge of the
variability in residual spatial risk will greatly assist in disease surveillance. We note that,
similarly to SLAs that are purely administrative regions, the grid partitions are artificial
boundaries and so do not reflect the access to health services or sense of community.
However, the researcher has the power to manipulate the spatial resolution so as to obtain
an appropriate grid cell size. If the data aggregation is to be undertaken on the grid
partitions, one of the challenges is to obtain population data for the grids.

Throughout the analyses reported here, we have used the ICAR specification for the la-
tent spatial component. This choice has been made mainly for its broad usage in Bayesian
disease mapping to account for adjacency-based spatial correlation effects in areal data
where small area geographical variation is of interest [6]. It is appealing in that it incorpo-
rates local smoothing via the consideration of each area’s neighbours [24]. This prior can
be used regardless of how the study region is discretized, e.g., into the SLAs or grid parti-
tions. It is also straightforward to implement the ICAR approach in the R-INLA program,
where different adjacency matrices can be specified according to the various spatial scales.

There are many alternative specifications of the latent spatial process [63]. For example,
another approach implemented by the INLA algorithm [50] is the GMRF approximation
to the Matérn field via stochastic partial differential equations (SPDE) [38]. This computa-
tional approach avoids the use of a grid and allows for continuous modelling of latent
spatial effects. This offers several computational advantages. In the context of a geosta-
tistical model, using the SPDE, [38] construct a mesh based on a triangulation of the
sampling points instead of a regular grid. The SPDE is used to find a GMRF, with local
neighbourhood and corresponding sparse precision matrix that best represents the Matérn
field. However, the triangulation mesh constructed for the observed points is of irregular
shape and size. We did not consider the SPDE approach in our work because it is not
straightforward to implement it on the SLA partition. We note that it is important to
be able to determine the shape and size of the geographical areas in this study as one of
the main aims is to investigate whether the SLA partition is a reasonable choice of scale
to model the latent spatial effect (residual disease risk) as opposed to the grid partitions,
given that the SLA approach (administrative districts) is a popular choice in studying
small area geographical variation.

In summary, by investigating two scenarios for spatial clustering of the data (spatially
sparse data and spatially dense data), we have demonstrated the efficiency gains in estima-
tion using regular grids in spatially sparse data. For both scenarios, the plots of posterior
mean of the spatial effect and the plots of aggregate risk at smaller geographical units
(grids) were favoured compared to large geographical units (SLAs). The presented analy-
ses have suggested that the grid-based partition for the modelling of random effects is able
to improve model estimation and inference in contrast to the SLA-based modelling in the
context of spatially sparse data which has a mixture of dense and scarce points; whereas
for spatially dense data, the SLA-based and grid-based approaches perform equally well.
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Table 1. The number of advanced and non-advanced breast cancer (BC) cases included in Study 1 and Study 2 by individual and areal characteristics.

<table>
<thead>
<tr>
<th></th>
<th>Study 1</th>
<th>Study 2</th>
<th>Study 1</th>
<th>Study 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>#advanced BC</td>
<td>#non-advanced BC</td>
<td>#advanced BC</td>
<td>#non-advanced BC</td>
</tr>
<tr>
<td><strong>Age group (AGE)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 &lt; 30</td>
<td>16</td>
<td>53</td>
<td>8</td>
<td>39</td>
</tr>
<tr>
<td>2 30 – 34</td>
<td>51</td>
<td>165</td>
<td>40</td>
<td>118</td>
</tr>
<tr>
<td>3 35 – 39</td>
<td>141</td>
<td>414</td>
<td>88</td>
<td>277</td>
</tr>
<tr>
<td>4 40 – 44</td>
<td>219</td>
<td>782</td>
<td>147</td>
<td>517</td>
</tr>
<tr>
<td>5 45 – 49</td>
<td>305</td>
<td>1189</td>
<td>187</td>
<td>834</td>
</tr>
<tr>
<td>6 50 – 54</td>
<td>306</td>
<td>1383</td>
<td>205</td>
<td>924</td>
</tr>
<tr>
<td>7 55 – 59</td>
<td>275</td>
<td>1405</td>
<td>191</td>
<td>979</td>
</tr>
<tr>
<td>8 60 – 64</td>
<td>196</td>
<td>1191</td>
<td>134</td>
<td>707</td>
</tr>
<tr>
<td>9 65 – 69</td>
<td>160</td>
<td>1028</td>
<td>123</td>
<td>712</td>
</tr>
<tr>
<td>10 70 – 74</td>
<td>122</td>
<td>903</td>
<td>87</td>
<td>629</td>
</tr>
<tr>
<td>11 75 – 79</td>
<td>155</td>
<td>733</td>
<td>115</td>
<td>526</td>
</tr>
<tr>
<td>12 80+</td>
<td>175</td>
<td>1078</td>
<td>128</td>
<td>831</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
<td><strong>2121</strong></td>
<td><strong>10322</strong></td>
<td><strong>1452</strong></td>
<td><strong>7183</strong></td>
</tr>
<tr>
<td><strong>Occupation (OCCUP)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 Blue collar</td>
<td>122</td>
<td>435</td>
<td>78</td>
<td>277</td>
</tr>
<tr>
<td>2 White collar</td>
<td>409</td>
<td>1730</td>
<td>262</td>
<td>1241</td>
</tr>
<tr>
<td>3 Professional</td>
<td>536</td>
<td>2179</td>
<td>396</td>
<td>1600</td>
</tr>
<tr>
<td>4 Not in workforce</td>
<td>822</td>
<td>4281</td>
<td>540</td>
<td>2779</td>
</tr>
<tr>
<td>5 Unknown</td>
<td>232</td>
<td>1697</td>
<td>176</td>
<td>1286</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
<td><strong>2121</strong></td>
<td><strong>10322</strong></td>
<td><strong>1452</strong></td>
<td><strong>7183</strong></td>
</tr>
<tr>
<td><strong>Marital status (MARITAL)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 Single</td>
<td>202</td>
<td>769</td>
<td>160</td>
<td>599</td>
</tr>
<tr>
<td>2 Married</td>
<td>1286</td>
<td>6996</td>
<td>856</td>
<td>4134</td>
</tr>
<tr>
<td>3 Widowed</td>
<td>378</td>
<td>1947</td>
<td>267</td>
<td>1433</td>
</tr>
<tr>
<td>4 Divorced</td>
<td>180</td>
<td>953</td>
<td>115</td>
<td>668</td>
</tr>
<tr>
<td>5 Separated</td>
<td>55</td>
<td>284</td>
<td>40</td>
<td>176</td>
</tr>
<tr>
<td>6 Not stated</td>
<td>21</td>
<td>273</td>
<td>14</td>
<td>173</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
<td><strong>2121</strong></td>
<td><strong>10322</strong></td>
<td><strong>1452</strong></td>
<td><strong>7183</strong></td>
</tr>
<tr>
<td><strong>Indigenous status (INDIG)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 Non-indigenous</td>
<td>1973</td>
<td>8743</td>
<td>1345</td>
<td>6032</td>
</tr>
<tr>
<td>2 Indigenous</td>
<td>20</td>
<td>51</td>
<td>11</td>
<td>26</td>
</tr>
<tr>
<td>3 Not stated</td>
<td>128</td>
<td>1528</td>
<td>96</td>
<td>1125</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
<td><strong>2121</strong></td>
<td><strong>10322</strong></td>
<td><strong>1452</strong></td>
<td><strong>7183</strong></td>
</tr>
<tr>
<td><strong>Year of diagnosis (YEAR)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 1996 – 1998</td>
<td>250</td>
<td>2009</td>
<td>177</td>
<td>1498</td>
</tr>
<tr>
<td>2 1999 – 2001</td>
<td>465</td>
<td>2119</td>
<td>338</td>
<td>1555</td>
</tr>
<tr>
<td>3 2002 – 2004</td>
<td>470</td>
<td>2189</td>
<td>327</td>
<td>1506</td>
</tr>
<tr>
<td>4 2005 – 2007</td>
<td>549</td>
<td>2318</td>
<td>362</td>
<td>1507</td>
</tr>
<tr>
<td>5 2008 – 2009</td>
<td>387</td>
<td>1687</td>
<td>248</td>
<td>1117</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
<td><strong>2121</strong></td>
<td><strong>10322</strong></td>
<td><strong>1452</strong></td>
<td><strong>7183</strong></td>
</tr>
<tr>
<td><strong>Index of relative socio-economic disadvantage (IRSD)</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 Quintile 1 (most disadvantaged)</td>
<td>150</td>
<td>565</td>
<td>87</td>
<td>283</td>
</tr>
<tr>
<td>2 Quintile 2</td>
<td>445</td>
<td>2968</td>
<td>84</td>
<td>414</td>
</tr>
<tr>
<td>3 Quintile 3</td>
<td>314</td>
<td>1549</td>
<td>275</td>
<td>1404</td>
</tr>
<tr>
<td>4 Quintile 4</td>
<td>541</td>
<td>2698</td>
<td>427</td>
<td>2109</td>
</tr>
<tr>
<td>5 Quintile 5 (least disadvantaged)</td>
<td>670</td>
<td>3441</td>
<td>579</td>
<td>2972</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
<td><strong>2121</strong></td>
<td><strong>10322</strong></td>
<td><strong>1452</strong></td>
<td><strong>7183</strong></td>
</tr>
<tr>
<td><strong>Geographic remoteness (ARIA)</strong>&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 Major city</td>
<td>1842</td>
<td>8774</td>
<td>NA&lt;sup&gt;c&lt;/sup&gt;</td>
<td>NA</td>
</tr>
<tr>
<td>2 Inner regional</td>
<td>279</td>
<td>1547</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>3 Outer regional</td>
<td>0</td>
<td>0</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>4 Remote</td>
<td>0</td>
<td>1</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>5 Very remote</td>
<td>0</td>
<td>0</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td><strong>Sum</strong></td>
<td><strong>2121</strong></td>
<td><strong>10322</strong></td>
<td><strong>1452</strong></td>
<td><strong>7183</strong></td>
</tr>
</tbody>
</table>

<sup>a</sup>Socio-economic disadvantage of the SLAs was measured using the Index of Relative Socio-economic Disadvantage (IRSD) calculated by Australian Bureau of Statistics [1].

<sup>b</sup>ARIA+ classification [2] was used to categorize the remoteness of residence when diagnosed as having breast cancer.

<sup>c</sup>ARIA is omitted from Study 2 as the study region (Brisbane) shows only very slight variation in geographic remoteness.
Table 2. The number of regions or grid cells included in Study 1 and the regions/cells without cases.

<table>
<thead>
<tr>
<th>Spatial scale</th>
<th>#regions/cells in the study</th>
<th>#regions/cells with zero cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLA 10 × 10</td>
<td>100</td>
<td>11</td>
</tr>
<tr>
<td>20 × 20</td>
<td>400</td>
<td>142</td>
</tr>
<tr>
<td>30 × 30</td>
<td>900</td>
<td>472</td>
</tr>
<tr>
<td>50 × 50</td>
<td>2500</td>
<td>1706</td>
</tr>
<tr>
<td>100 × 100</td>
<td>10000</td>
<td>8293</td>
</tr>
</tbody>
</table>

Table 3. The number of regions or grid cells included in Study 2 and the regions/cells without cases.

<table>
<thead>
<tr>
<th>Spatial scale</th>
<th>#regions/cells in the study</th>
<th>#regions/cells with zero cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLA 10 × 10</td>
<td>100</td>
<td>11</td>
</tr>
<tr>
<td>20 × 20</td>
<td>400</td>
<td>90</td>
</tr>
<tr>
<td>40 × 40</td>
<td>1600</td>
<td>623</td>
</tr>
<tr>
<td>50 × 50</td>
<td>2500</td>
<td>1129</td>
</tr>
<tr>
<td>100 × 100</td>
<td>10000</td>
<td>6948</td>
</tr>
</tbody>
</table>

Table 4. Comparison of the DIC and LS at the grid 100 × 100 level to the SLA level.

<table>
<thead>
<tr>
<th>Random effects</th>
<th>Scores</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>u</td>
<td>DIC</td>
<td>0.005*</td>
<td>0.005</td>
<td>0.006</td>
<td>0.017</td>
<td>0.006</td>
</tr>
<tr>
<td>LS</td>
<td>0.005</td>
<td>0.006</td>
<td>0.006</td>
<td>0.017</td>
<td>0.006</td>
<td></td>
</tr>
<tr>
<td>u + v</td>
<td>DIC</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
<td>0.020</td>
<td>0.003</td>
</tr>
<tr>
<td>LS</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
<td>0.020</td>
<td>0.004</td>
<td></td>
</tr>
</tbody>
</table>

* The values are in percentages and are calculated as follows:
Percentage difference = \[
\frac{|\text{Score at the grid 100 × 100} - \text{score at the SLA level}|}{\text{Average of both scores}} \times 100%.
\]

Table 5. Posterior probability (P(β_p < 0)) of the regression parameters for Model 5 (IRSD).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>SLA</th>
<th>10 × 10</th>
<th>20 × 20</th>
<th>30 × 30</th>
<th>50 × 50</th>
<th>100 × 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>u</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>u + v</td>
<td>0.272</td>
<td>0.272</td>
<td>0.287</td>
<td>0.285</td>
<td>0.280</td>
<td>0.270</td>
</tr>
<tr>
<td>IRSD_1</td>
<td>0.313</td>
<td>0.307</td>
<td>0.285</td>
<td>0.280</td>
<td>0.270</td>
<td>0.259</td>
</tr>
<tr>
<td>IRSD_2</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
<td>0.999</td>
</tr>
<tr>
<td>IRSD_3</td>
<td>0.885</td>
<td>0.877</td>
<td>0.885</td>
<td>0.881</td>
<td>0.875</td>
<td>0.886</td>
</tr>
<tr>
<td>IRSD_4</td>
<td>0.888</td>
<td>0.882</td>
<td>0.887</td>
<td>0.880</td>
<td>0.887</td>
<td>0.882</td>
</tr>
</tbody>
</table>
Figure 1. Variogram at all spatial scales for Study 1.
Figure 2. Variogram at all spatial scales for Study 2.
Figure 3. The DIC and LS for Models 1 to 5. Two settings of random effects for each spatial scale are: $u$ (right), $u + v$ (left). Model 2 and Model 5 have similar DIC values that are smaller than the other models. The LS gives similar results.

Figure 4. (a) Box plots of standard deviation of the estimated linear predictor ($\logit(p_{hij})$) of Model 5; (b) box plots of standard deviation of the estimated unstructured random effects ($\sigma_u$) of Model 5; (c) box plots of standard deviation of the estimated spatially structured random effects ($\sigma_v$) of Model 5. For (a) and (b), two settings of random effects for each spatial scale are: $u$ (right), $u + v$ (left). The precision of estimation of $u$ and $v$ at the grid levels is noticeably higher than at the SLA level based on the smaller standard deviation observed.
<table>
<thead>
<tr>
<th>Spatial scale</th>
<th>Std Dev</th>
<th>SLA</th>
<th>10x10</th>
<th>20x20</th>
<th>30x30</th>
<th>50x50</th>
<th>100x100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.1030</td>
<td>0.042</td>
<td>0.042</td>
<td>0.042</td>
<td>0.042</td>
<td>0.042</td>
<td>0.042</td>
</tr>
<tr>
<td>IRSD_1</td>
<td>0.067</td>
<td>0.069</td>
<td>0.071</td>
<td>0.071</td>
<td>0.071</td>
<td>0.071</td>
<td>0.071</td>
</tr>
<tr>
<td>IRSD_2</td>
<td>0.0775</td>
<td>0.0785</td>
<td>0.0885</td>
<td>0.0885</td>
<td>0.0885</td>
<td>0.0885</td>
<td>0.0885</td>
</tr>
<tr>
<td>IRSD_3</td>
<td>0.0625</td>
<td>0.0635</td>
<td>0.0635</td>
<td>0.0635</td>
<td>0.0635</td>
<td>0.0635</td>
<td>0.0635</td>
</tr>
</tbody>
</table>

Figure 5. Standard deviation of the posterior of the parameter estimates of Model 5 (IRSD). Two settings of random effects for each spatial scale are: $u$ (right), $u + v$ (left). A larger standard deviation indicates a larger spread of the posterior distribution. The standard deviation decreases gradually from the SLA level to the decreasing grid cell size.
Figure 6. Plots of the posterior mean of the spatial effect at various spatial scales for Model 5 (IRSD) with random effects $u + v$. At finer grid cells, more localized excess risk is identified.
Figure 7. Plots of the aggregate risk at various levels of aggregation for Model 5 (IRSD) with random effects \(u + v\). A more localized distribution of aggregate risk is produced at the fine grid cells.
Figure 8. The DIC and LS for Models 1 to 4. Two settings of random effects for each spatial scale are: \( u \) (right), \( u + v \) (left). Model 3 and Model 4 have similar LS that are smaller than the other models.
Table 6. Model performance at various spatial scales for Study 1 and Study 2

<table>
<thead>
<tr>
<th></th>
<th>Study 1: Spatially sparse data</th>
<th>Study 2: Spatially dense data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model fit - DIC</td>
<td>The lowest DIC at the SLA level but improvements in DIC are seen</td>
<td>Similar DIC at both the grid levels and the SLA level; no improve-</td>
</tr>
<tr>
<td></td>
<td>as the grid cell size reduces</td>
<td>ment seen as the grid cell size reduces</td>
</tr>
<tr>
<td>Predictive performance - LS</td>
<td>The lowest score at the SLA level but improvements in score are</td>
<td>Similar score at both the grid levels and the SLA level; no improve-</td>
</tr>
<tr>
<td></td>
<td>seen as the grid cell size reduces</td>
<td>ment seen as the grid cell size reduces</td>
</tr>
<tr>
<td>Estimation for linear</td>
<td>Poorest estimation at the SLA level; improvements in precision of</td>
<td>Precision of estimation is very similar at both the grid levels</td>
</tr>
<tr>
<td>predictor and random effects -</td>
<td>estimation as the grid cell size reduces; estimation is worse at</td>
<td>and the SLA level; no improvement seen as the grid cell size</td>
</tr>
<tr>
<td>Standard deviation and width of</td>
<td>fine grid cell (100 × 100)</td>
<td>reduces</td>
</tr>
<tr>
<td>the 90% credible interval</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimation of the regression</td>
<td>Poorest estimation at the SLA level; improvements in precision of</td>
<td>Precision of estimation fluctuates across various spatial scales;</td>
</tr>
<tr>
<td>parameters - Standard</td>
<td>estimation as the grid cell size reduces; for some models, the</td>
<td>no improvement seen as the grid cell size reduces</td>
</tr>
<tr>
<td>deviation and width of the</td>
<td>estimation is worse at small grid cells including 30 × 30, 50 ×</td>
<td></td>
</tr>
<tr>
<td>90% credible interval</td>
<td>50 and 100 × 100</td>
<td></td>
</tr>
<tr>
<td>Recommendation on choice of</td>
<td>Grid partitions seem to perform better; investigate a range of</td>
<td>Performance at the SLA level and the grid levels are similar,</td>
</tr>
<tr>
<td>spatial scale</td>
<td></td>
<td>there is no apparent advantage in a finer partition</td>
</tr>
</tbody>
</table>
