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Abstract
Three phase battery energy storage (BES) installed in the residential low voltage (LV) distribution network can provide functions such as peak shaving and valley filling (i.e. charge when demand is low and discharge when demand is high), load balancing (i.e. charge more from phases with lower loads and discharge more to phases with higher loads) and management of distributed renewable energy generation (i.e. charge when rooftop solar photovoltaics are generating). To accrue and enable these functions an intelligent scheduling system was developed. The scheduling system can reliably schedule the charge and discharge cycles and operate the BES in real time. The scheduling system is composed of three integrated modules: (1) a load forecast system to generate next-day load profile forecasts; (2) a scheduler to derive an initial charge and discharge schedule based on load profile forecasts; and (3) an online control algorithm to mitigate forecast error through continuous schedule adjustments. The scheduling system was applied to an LV distribution network servicing 128 residential customers located in an urban region of South-east Queensland, Australia.
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1. Introduction
There has been a substantial push by governments to promote the installation of residential solar photovoltaic (PV) array installations in the low voltage (LV) distribution network through subsidies and feed-in-tariffs. In Australia, residential solar PV installations have been promoted by the Renewable Energy Target and the feed-in tariff schemes [1]. As of the 2012–13 financial year, the Australian Energy Regulator [1] reports that Australia’s combined rooftop solar PV capacity is 2,300 megawatts (MW). In South East Queensland (SEQ) the distribution network operator, Energex, noted that the number of customers with solar PV increased from 2,000 to 221,000 installations from 2009 to June 2013, with 74,000 installations taking place between June 2012 and June 2013 [2]. The increase of customers
with solar PV installations contributed to an increase price of energy, which led to a slight reduction in energy consumption from conventional sources and a shift in the SEQ network peak to later in the day [2, 3].

Daily peak demand in residential networks typically occurs in the evenings in summer and both late morning and evening in winter [4]. Solar PV generation is dependent on the inclination of incoming solar radiation; hence, peak generation occurs during the middle of the day, typically when demand in the residential distribution network is low. Due to the behaviour of residential customers (i.e. concentrated energy demand activities in the evening) and the nature of solar PV generation, there is an incongruity between when energy is generated and when it is required. This can lead to power quality issues in the LV distribution network, such as overvoltage at points of common coupling and instances of reverse power flow to the distribution feeders [5]. In some circumstances remedial measures such as tap changes or more costly network augmentations are required to manage the excess of power produced. Since solar PV generation rarely coincides with peak demand periods in the residential LV network, solar PV fails to contribute to supporting the network through reducing peak demand [6].

The installation of distribution energy storage (DES) may be cost-effective in LV distribution networks with high penetrations of solar PV, load during peak demand period nearing the ratings limits of the LV transformer or unbalanced loads. The general concept is that the DES will charge from the grid during low demand periods or when solar PV is generating surplus energy and discharge during peak demand periods—known as ‘peak shaving and valley filling’ [7]. This concept will serve to level the demand profile, reduce peak demand and mitigate overvoltage and reverse power flow issues induced by high solar PV penetrations. A proven consistent reduction in peak demand derives value for the utility through electricity network augmentation capital expenditure deferrals. While historically DES has been viewed as a cost prohibitive for application in the LV network, advances in battery technology, feed-in-tariff schemes and the economy of scale effect from electrical vehicles, energy storage will become less cost prohibited in the future [7-9].

To be effective, DES scheduling systems must optimally charge during periods of high solar PV generation or low demand and discharge during periods of peak demand. Many methods have been proposed in the literature to achieve this objective. The most common methods
include the use of optimisation algorithms to minimise or maximise objective functions or through finding the optimal solution through dynamic programming [10, 12–17, 19–24, 26]. These systems achieve optimal solutions but their implementations are relatively complex. Alternatively, a less complex heuristics-based DES scheduling system that has been purpose-built to cater for the characteristics of the LV network and battery energy storage (BES), as proposed herein. The proposed scheduling system comprises three core components: (1) an expert system to forecast next day load profiles (section 4.3); (2) a scheduling algorithm that interprets the forecasts and provides a charge and discharge schedule (section 4.4); and (3) an online control algorithm to adjust the charging and discharging in real time to mitigate scheduling error (section 4.5).

The remainder of this paper is structured in an additional five sections. Section 2 contains the literature review which highlights methods of DES scheduling and formulates the method of this research. The nature of the data used in this research is described in section 3. A detailed method for developing the scheduling system and constituent components is presented in section 4. Section 5 presents the initial schedule results from the scheduler, the online control system’s actions to mitigate scheduling error and the results for a 72 hour simulation of the scheduling system as a whole. The paper concludes in section 6.

2. Literature

2.1 Energy storage scheduling systems

The literature has proposed a number of different methods to construct DES scheduling systems to achieve one or more objectives such as engaging in valley fill and peak shaving operations, mitigating power quality issues and utilising distributed renewable energy generators, such as solar PV and wind turbines [5, 10–24, 26]. For scheduling systems to calculate a schedule for BES, they must rely on information that allows for charging and discharging periods to be identified or inferred. Types of information that are relied on may include historical load data, load forecasts, time-of-use tariffs, energy market prices and costs of production. Methods used to calculate schedules include time-based heuristics, voltage or frequency set points, fuzzy logic controllers, objective function optimisation and dynamic programming [5, 10–24, 26].
2.2 Price signal based systems

Marwali et al. [12], Lu and Shahidehpour [13] and Koutsopoulos et al. [19] developed scheduling systems that aimed to minimise the production cost of supplying electricity while attempting to peak shave and valley fill. The scheduling systems developed by Marwali et al. [12] and Lu and Shahidehpour [13] involve the coordination of thermal generators and co-located solar PV and BES. Marwali et al. [12] separate the scheduling problem into three steps. The first step involves anticipating solar PV generation, thermal commitment and by how much the BES is required to be charged. The second step uses Lagrangian relaxation to minimise thermal commitment cost based on the thermal objective function. The final step minimises the total cost objective function. Lu and Shahidehpour [13] follow similar steps as Marwali et al. [12] to solve an initial schedule. From there, an hour ahead optimal schedule is calculated via network flow programming and linear programming. Koutsopoulos et al. [19] assigns a convex cost function for instantaneous demand, which represents the increase cost as load increases. Demand in the network is treated as a Poisson process of power requests. A BES cost objective function is solved through a process of dynamic programming.

Scheduling systems developed by Sanseverino et al. [11], Hu et al. [17] and Grillo et al. [20] rely on price signals through the use of time-of-use tariffs, day-ahead energy market data, hour ahead market data and spot prices to optimise the charging and discharging of BES. The use of the day-ahead, hour-ahead and spot price markets gives the scheduling systems an accurate representation of what the load is going to be in the grid. A high price anticipates a high demand and a low price anticipates a low demand. The general principle behind these systems is to maximise profit or minimise cost of the operation of the BES. In turn, this is done through purchasing energy when the price is low (charging) and selling energy when the price is high (discharging). Sanseverino et al. [11] solves the schedule by a fuzzy logic controller. The controller is tuned based on past demand history and an economic indicator. The Hu et al. [17] and Grillo et al. [20] scheduling systems set up a cost or profit objective function that reflects the capital and operations costs of the BES and takes into account the energy price market. Hu et al. [17] solved the objective function through Lagrangian optimisation and Grillo et al. [20] solved the objective function through dynamic programming.
Lee [14] and Oudalov et al. [15] sought to reduce the energy supply cost of industrial customers. Industrial customers are charged for energy supplied by both time-of-use tariffs and the maximum demand they consume. Lee [14] and Oudalov et al. [15] proposed that through BES and adequate scheduling, their load can be reduced and they will receive lower energy costs. Lee [14] created an objective function representing the cost of energy to the industrial customer over a monthly period, which included the BES, and then used particle swarm optimisation to calculate the charge and discharge schedule. Oudalov et al. [15] outlined two dynamic programming based systems where the first sizes the BES and the second schedules. The sizing of the BES is based on historical load data to achieve maximum benefit, which is defined as savings in electricity minus the capital, maintenance and operational costs. Scheduling relies on the customers’ load profile, energy supply costs, BES parameters and the target value of maximum load.

2.3 Forecast based systems

Matallanas et al. [21], Rowe et al. [23] and Rowe et al. [24] primarily rely on forecasting load to schedule the charging and discharging of BES. Matallanas et al. [21] designed an active demand side management (ADSM) system for a smart, energy efficient home with appliances, solar PV arrays and BES connected to a centralised controller. The user selects deferrable appliances, such as washing machines, to be used during the day. Load and solar PV forecasts are supplied to the central controller. The controller then uses a neural network (NN) to schedule deferrable appliances and the charging and discharging of BES so that the least load is exerted on the LV network. Castillo-Cagigal et al. [22] integrated the ADSM system developed by Matallanas et al. [21] with a BES control system for a residential premise with rooftop solar PV and BES. The goal of the BES control system is maximise the consumption of energy produced by the solar PV. The ADSM ensures that deferrable loads are scheduled for when solar PV is generating. Energy produced by the solar PV not consumed by the deferrable loads is allocated to charging the battery bank. Energy is supplied by the battery bank when solar PV generation is insufficient.

Rowe et al. [23] used a LV distribution network (household-level) forecasting technique developed by Haben et al. [25] to provide load profile forecasts. The demand profile forecast undergoes a filter stage whereby peak demand is altered in magnitude and period. The scheduler receives the altered forecast and iteratively calculates a discharge set point.
where above the set point the system is set to discharge and below the system is able to charge. Rowe et al. [24] further developed the scheduling system to include an online optimisation algorithm that operates by forecasting demand using a load scenario tree and optimises the schedule to maximise peak demand reduction.

2.4 Combined use of price signals and forecasts

Systems that use combined load and price forecasts provide advantages over pure price signal determined scheduling algorithms due to the ability for optimisation to take into account reducing peak demand and maximising value out of the systems. Jayasekara et al. [10] set out to schedule customer side co-located solar PV and BES to achieve peak shaving and valley fill objectives. The systems operates by first forecasting load a day ahead and then filtering the forecast using a Fourier series to provide a 24-hour load profile forecast. Under the load profile forecast, the system minimises a daily operational cost objective function based on total battery cost, time-of-use tariffs and ratio of negative to positive sequence voltages. The system optimises the real time operation by use of the energy spot price. Xu et al. [16] developed an initial schedule based on the day ahead energy market through minimisation of a cost of energy objective function. Real time control is conducted through forecasting price and loads and the scheduling is balanced through a receding horizon control strategy. Similar to Jayasekara et al. [10], Riffonneau et al. [18] formulated a scheduling system that applies to co-located solar PV and BES. The system initialises by forecasting irradiance, temperature, load profile and the price of energy. The optimisation of the system seeks to achieve optimal peak reduction at least cost through dynamic programming.

The scheduling system developed by Arghandeh et al. [26] aimed at producing a charge discharge schedule through optimizing an objective function through a gradient based heuristic approach. The objective function includes the cost of purchasing energy when charging, saving costs when discharging, load profile forecasts, local marginal price forecasts, feeder losses and energy storage system constraints. For each time interval the local marginal price is forecast, the load is forecast and the optimization routine is run again to adjust the schedule before dispatch.
2.5 Set point and voltage control

The integration of residential rooftop solar PV causes power quality issues, such as voltage rise in some areas. Alam et al. [5] set out to use BES to mitigate power quality issues. The scheduling system responds in real time to voltage occurring at the point of common coupling. If the voltage is high (close to or above operational targets), the system sets the BES to charge. During the peak demand periods, voltage sag can occur. In response to voltage sag, the system sets the BES to discharge. In effect, the system follows the load occurring in the network to achieve elements of peak shaving and valley filling. Kabir et al. [27] proposed a central control system which dictates the injection into the grid of real and reactive power for customer located distributed solar PV and energy storage. Kabir et al. [27] first estimates the solar PV generation using a discrete time Markov chain process. If the probability of solar PV generation is greater than 50% and the resistance/reactance ratio is greater than a critical threshold the energy storage systems are set to charge such to prevent overvoltage. To prevent voltage sag, the energy storage systems are set to discharge. Results displayed that the control system was able to keep the voltage on the network within statutory limits.

2.6 Problem formulation

Using one or more types of information about the electricity network and the BES, the scheduling systems in the literature predominantly employ optimisation routines or genetic programming [10, 12–24, 26]. Optimisation algorithms depend on the creation of an objective function composed of functions that represent the system which is to be scheduled [10, 12–14, 16, 17, 23, 24, 26]. These functions are in terms of costs or benefits for particular operations or components of the system. The optimisation of the objective function seeks to find a schedule that minimises a cost or maximises a benefit. Dynamic programming involves breaking the scheduling problem into a series of sub-problems, examines a range of scheduling solutions and chooses the highest performing [12, 15, 19, 20]. The literature has conveyed that optimisation algorithms, dynamic programming and other methods of calculating a schedule work well for finding the optimal solution given system constraints and objective functions.

These techniques are relatively complex to implement and depend on formulating objective functions and constituent functions that accurately represent how the scheduling system works.
should operate given certain states. Unless direct relationships can be identified, such as economic costs or benefits based on the operation of the BES and time-of-use tariffs or energy markets prices, formulating and weighting functions is reliant on trial and error.

To avoid complexity and with knowledge of how a scheduling system should operate and what an optimal schedule should achieve, there is an avenue of calculating schedules based on a heuristics approach. Thus, a heuristics approach could be a viable alternative to approaches involving more complex optimisation algorithms. Many regions, including SEQ, do not have energy storage tariff arrangements or localised network pricing. In the absence of price signal based information, the proposed heuristics approach for BES scheduling will depend on load forecasts. Similar to Xu et al. [16] and Arghandeh et al. [26], the proposed scheduling system will have a component which provides an initial schedule based on forecasts and an online component which adjusts the schedule in real time.

3. Data

Data used in this research was sourced from a residential LV distribution network transformer that was supplied by Energex (the distribution network operator for SEQ). The distribution transformer supplied 128 residential customers located in an inner suburb of Brisbane, Queensland. The provided dataset contains current, voltage and phase angle recordings at 10-minute intervals and covers the period between the middle of January 2012 and the middle of February 2013. The phases of the network serviced by the transformer are unbalanced. Load experienced on one phase may not be indicative of load experienced on the other two phases. Weather data used were sourced from the Brisbane City weather station and made publically available by the Australian Bureau of Meteorology.

There are two distinct types of load profiles that occur in the network serviced by the transformer: the summer profile and the winter profile (see Figure 1). The summer load profile is characterised by low load in the early morning, an increased load between 7 am and 10 am and a peak demand period, which occurs in the evening between 6 pm and 10 pm. The winter profile has low load during the early morning, a morning peak (MP) demand period between 6 am and 9 am, low demand during the middle of the day and an evening peak (EP) demand period between 6 pm and 10 pm. The magnitudes of the load in the MP demand period and EP demand period often differ. Days when load is high generally denote
that the load during the EP demand period will be greater than the load during the morning period. Different permutations of the two distinct load profiles occur through the year based on external influences such as temperature, humidity, day of the week and exogenous events [4, 28].

Figure 1 Summer and winter load profiles

The fluctuations in load throughout the year are predominately a product of customers’ uses of heating and cooling appliances in response to changes in temperature. Bennett et al. [28] observed that the load response to temperature is parabolic in nature and is able to account for half of the observed load. The relationship reflects consumers’ propensities to utilise heating and cooling appliances in the warmer and cooler periods. Figure 2 displays the magnitudes of the MP demand period and EP demand period throughout the year for phase 3. The MP remains relatively flat during periods of the year where temperature is average or warmer. The MP increases during colder periods of the year such as late autumn, winter and early spring. The EP demand is greatest during summer and winter and is relatively flat during autumn and spring.
4. Method

4.1 Overview

The operation of the proposed three-phase BES scheduling system for the LV distribution network is based on load forecasts. The system is designed to discharge during peak demand periods and charge the BES during periods when load is low and solar PV is generating. The BES is desired to be installed by the network operator and independent of co-located solar PV. Load forecasts provide the system information about the future to allow a schedule to be established. The LV distribution network typically has unbalanced
phases; the load exhibits a high degree of variability and occurrences of random shocks [4, 23–25, 28]. The conditions of the LV distribution network, combined with high penetrations of solar PV on the network, lead to hampered load forecast accuracy in comparison to sections of the electricity network that supply a greater number of customers. In turn, there are two conditions that the scheduling system is required to operate under: (1) variable and unbalanced load conditions synonymous with LV distribution networks; and (2) imperfect load forecasts (i.e. since LV networks are more variable than high voltage networks and thus more challenging to precisely forecast).

The scheduling system comprises three main components:

1. The first component is an expert system that forecasts each phase’s load profile for the day;
2. The second component is a scheduler that receives the load profile forecast and calculates a charge and discharge schedule;
3. And the third component is the real time operator (RTO): an online system that corrects the schedule dispatch in real time to mitigate forecast errors.

Figure 3 presents the scheduling system’s flow chart. The scheduling system receives load data from the network at the start of each time ($t$) iteration. An iteration covers a period of 10 minutes in line with the transformer’s frequency of data logging. The load data are corrected by removing the effects of the previous iteration’s schedule dispatch and are then filtered to remove fluctuation from the load and yield the underlying moving average. If $t$ is the start of the day, the expert system is called and the scheduler is called. For all other times, the RTO subroutines are called and the schedule is dispatched.
4.2 Battery energy storage system

Figure 4 contains a simplified schematic of the BES that the scheduling system emulates. The system contains a battery a bank and three programmable inverters on a direct current circuit. Each inverter is connected to an individual phase of the network. This system allows for each inverter to be controlled independently. The individual control of each inverter facilitates the achievement of ancillary scheduling objectives such as load balancing.

The battery bank is defined by a number of variables including the capacity ($C$), state of charge (SoC), total charge ($TC$), depth of discharge (DoD), charge rating ($CR$), discharging rating ($DR$) and efficiency ($BE$). $C$ is the maximum amount of energy the battery bank can store. The SoC is the amount of charge or energy stored in the battery bank. $TC$ is an upper limit on the amount of energy stored in the battery bank. DoD is defined as the lower limit on the amount of energy stored in the battery bank. The SoC should not breach the $TC$ and DoD limits to preserve the operational lifespan of the battery bank. $DR$ and $CR$ denote the maximum amount of power that can be discharged to the network or used to charge the
battery bank. The inverters have a specified discharge rating ($iDR$) and charge ($iCR$) and an efficiency ($IE$). The variables are set in accordance to the properties of the battery bank and inverters being used or by the user to achieve specific objectives.

The following set of equations (1 to 4) denotes the charging and discharging operations of the BES:

$$SoC_t = SoC_{t-1} + \delta_t$$

where $t$ is the time iteration and $\delta$ is the change in charge.

$$\delta_t = \left\{ \begin{array}{ll}
\sum_{i=1}^{3} \delta_{i,t} \times IE \times BE, & \text{if } \left( \sum_{i=1}^{3} \delta_{i,t} > 0 \right) \land \left( SoC_{t-1} < TC \right) \\
\sum_{i=1}^{3} \delta_{i,t} \times \frac{1}{IE} \times \frac{1}{BE}, & \text{if } \left( \sum_{i=1}^{3} \delta_{i,t} < 0 \right) \land \left( SoC_{t-1} > DoD \right)
\end{array} \right.$$  

where

$$DR \geq \delta_t \leq CR$$

and

$$iDR \geq \delta_{i,t} \leq iCR$$

$\delta_i$ is the charge provided by inverter $i$. The BES undergoes charging when the summation of $\delta_i$ is positive. The value of the summation is reduced by multiplying it by $IE$ and $BE$ due to the inefficiencies of the inverters and battery bank. There is less power charging the battery bank than what is being drawn from the network. The BES is discharging when the summation of the $\delta_i$ is negative. To achieve a specific LV network peak reduction, battery and inverter efficiency factors mean that more power has to be drawn from the battery bank than the value of the peak demand reduction specified. The summation is divided by $IE$ and $BE$ to incorporate this efficiency reduction. The BES can only charge when the $SoC$ is less than $TC$ and can only discharge when $SoC$ is greater than $DoD$. Unit conversions have been omitted in this paper.

4.3 Expert system to forecast load profiles

The theory behind the expert system developed by Bennett et al. [4] is that certain shapes of load profiles repeat themselves based on external variables such as weather, day of the week, period of the year and corollaries such as total energy use (TEU, the integral of the load profile), MP and EP. A correlation-clustering algorithm was used to identify clusters of load profile patterns. The mean of each cluster was selected to represent the cluster. A
discrete classification NN was trained (feed-forward back propagation) with each day’s external variables as inputs, and the cluster that the day was a member of was the output. This allows for the selection of a load profile that is most likely to occur. When the expert system is used to forecast, in terms of $R^2$, it has training accuracies ranging from 0.86 to 0.87 and validation accuracies ranging from 0.81 to 0.84 over the three phases of the network.

The incorporation of the expert system algorithm used in the scheduling system is presented in Figure 5. The algorithm acquires weather forecasts and uses the information to forecast TEU, MP and EP using time series models. The forecasted information is inputted into the NN and the network gives a score between 0 and 1 for each load profile output neuron. The output neuron with the highest score denotes the load profile that is most likely to occur. The selected load profile is adjusted according to the TEU, MP and EP forecast to improve forecast accuracy. The forecasted load profile, defined as $LP_f$, is then dispatched to the scheduler. The length of $LP_f$ is determined by the number of day being forecast. This process is conducted for each phase of the network.

![Figure 5 Expert system](image)

4.4 Scheduler

4.4.1 Overview

The flow chart representing the scheduler is displayed in Figure 6. The scheduler receives the load forecast from the expert system, identifies significant peaks, initialises the schedule through calculations of $DT$ (discharge target), loops through the charging and discharging routines and dispatches the final schedule to the RTO.
The literature displays that the operation of a scheduling system through an objective function optimisation approach attempts to maximise peak demand reduction while minimising the use of BES resources. The optimisation process is constrained by the capacity of the BES and power ratings. If the system were not constrained by the BES capacity, maximum peak demand reduction would equate to the power output rating of the BES. This enables a heuristic to be established through equations 5 and 6:

$$DT_i = \begin{cases} EP_i - iDR, & \text{for } EP \text{ period} \\ MP_i - iDR, & \text{for } MP \text{ period} \end{cases}$$

(5)

where $DT_i$ is the discharge target for inverter $i$, which equals the magnitude of the peak minus the discharge rating of the BES. $DT_i$ is a vector where the length of the vector is equal to the length of $LPf$. The $DT_i$ vector is composed of different threshold values that are allotted to the specific MP or EP periods they are calculated from. The scheduler uses the discharge target to create an initial schedule:

$$sched_{i,t} = -(LPf_{i,t} - DT_{i,t}), \text{ for } t \not\in (LPf_{i,t} > DT_{i,t})$$

(6)

where $sched_{i,t}$ is the schedule vector for inverter $i$ at time $t$ and it is calculated for the length of $LPf$. As the scheduler operates, its SoC (which is defined as $SoC_i$) updates according to equations 1 to 4. A negative $sched_{i,t}$ value entails the system will discharge and a positive $sched_{i,t}$ value entails the system will charge. Information that is dispatched to the RTO includes the SoC, $sched_{i,t}$ and $DT_{i,t}$. 

Figure 6 Scheduler
4.4.2 Identify significant peaks

MP and EP of significance are required to be identified so that schedule initialisation can take place. Peaks are defined according to their amplitude ($\alpha$) and gradients ($m$) on either side. The amplitude threshold ($t_\alpha$) and gradient threshold ($t_m$) are determined by historical data or arbitrarily by the user. Significant peaks are identified according to the following algorithm:

1. $LPf$ is subdivided into corresponding days.
2. The $LPf$ for each day is split into morning and evening periods (MP and EP periods).
3. $\alpha$ equals the greatest value of the period and the corresponding element is recorded.
4. If $\alpha \geq t_\alpha$ and $\text{abs}(m) \geq t_m$, then the peak is considered to be significant.

Schedule initialisation is conducted according to equations 5 and 6.

4.4.3 Battery charging routines

The $SoC$ is imported from the RTO in order to set the initial $SoC$ for the schedule. The initial battery charging routine charges the battery bank according to equation 7:

$$sched_{i,t} = \begin{cases} 
    iCR, & \text{if } (SoC_{s,t} < (TC - 3 \times iCR)) \land (LPf_{i,t} < DT_{i,t}) \\
    (TC - SoC_{s,t}) / 3, & \text{if } (SoC_{s,t} < TC) \land (LPf_{i,t} < DT_{i,t}) 
\end{cases}$$

(7)

The equation states that while the $SoC_s$ is less than $TC$, the battery bank will charge at the rate $iCR$. When the $SoC_s$ nears $TC$ (i.e. $TC - 3 \times iCR$) the remaining charge is divided across the three phases so that $SoC_s$ does not exceed $TC$.

A valley fill charging routine commences if $SoC_s$ equals $TC$ before $LPf_{i,t} \geq DT_{i,t}$. The purpose of the valley fill charging routine is to schedule charging specifically during low load periods and to balance phases by charging more from the least loaded phases. The valley filling routine operates by establishing a target vector $CT$ as the minimum $LPf_i$ value over the charging period and iteratively increasing the value of $CT$ until the area between $LPf_i$ and $CT$ equals the amount of energy that is required to charge the battery bank. The charging period is defined between a start element ($se$) and a finish element ($fe$), which are calculated using equations 8 to 10:

$$se = \min(t), \text{ for } t \ni (LPf_{i,t} < DT_{i,t}) \land (1 \leq i \leq 3)$$

(8)

$$fe = \max(t), \text{ for } t \ni (LPf_{i,t} < DT_{i,t}) \land (1 \leq i \leq 3)$$

(9)
where

\[(1 \lor pp) > t < (np \lor length(LPf)) \quad (10)\]

The calculation of se and fe is constrained either by the start of the scheduling period or the previous peak period (pp) and the next peak period (np) or by the end of the scheduling period with respect to the current t. This allows CT to be calculated by equation 11. The iterative increase commences by adding an 'adjust' constant adj as represented by equation 12. The iterative process ceases when SoC, at the end of the charge period equals TC.

\[CT_{l-1} = \min(LPf_{i,t}), \text{ for } (se \leq t \leq fe) \land (1 \leq i \leq 3) \quad (11)\]

\[CT_{l} = CT_{l-1} + adj, \text{ while } SoC_{se,fe} < TC \quad (12)\]

where l is the iteration number. While the iterative process continues, the schedules for each phase are calculated:

\[sched_{i,se\rightarrow fe} = \begin{cases} 
CT_{l} - LPf_{i,se\rightarrow fe}, & \text{if } (CT_{l} - LPf_{i,se\rightarrow fe}) \leq iCR \\
iCR, & \text{if } (CT_{l} - LPf_{i,se\rightarrow fe}) > iCR 
\end{cases} \quad (13)\]

The valley fill charging routine enables the scheduling system to charge the BES more from the phase that is expected to have the least load and less from the phase expected to have the highest load.

Figure 7 graphically depicts the valley fill charge routine over a particular phase’s LPf. The shaded areas denote the operations of the BES system. The charge period starts at se and finished at fe (equations 8 and 9). It is assumed that the LPf for the other two phases are greater in magnitude during the charge period. The initial CT is the minimum value of the LPf of the three phases (equation 11) which was calculated to be 23 kW. The CT increased from 23 kW in a loop (equation 12) by adj each iteration until the amount of energy that is required to charge the battery bank from SoC, to TC was available. The final CT was calculated to be 45 kW. The area between the LPf and the final CT is not completely allocated to charging due to the rate of charging is constrained by CR and iCR. The difference between CT and the other phases’ LPf is less than the phase presented, therefore less energy is used to charge the battery bank from the other two phases.
4.4.4 Peak reduction routine

When \( t \) is such that \( L P f_{i,t} > DT_{i,t} \), the peak reduction routine commences. This routine constrains the initial peak discharge schedule according to the available BES resources. The first step involves identifying how much energy is available for discharging:

\[
e_a = \begin{cases} 
SoC_{s,t-1} - DoD, & \text{if } SoC_{s,t-1} > DoD \\
0, & \text{if } SoC_{s,t-1} \leq DoD 
\end{cases}
\]

where \( e_a \) is the available energy. The next step is to identify start and finish elements (i.e. \( se \) and \( fe \)) of the peak discharge schedule. \( se \) equals \( t \) when \( t \) is such that \( L P f_{i,t} > DT_{i,t} \). \( fe \) is calculated by equations 15 and 16:

\[
fe = \max(t), \text{ for } t \ni (L P f_{i,t} > DT_{i,t}) \land (1 \leq i \leq 3)
\]

where

\[
se > t \leq edp
\]

where \( edp \) is the end of the discharge period. Identifying the peak discharge period allows for the calculation of how much energy is required to achieve the initial schedule:

\[
e_r = \sum_{t=se}^{fe} \sum_{i=1}^{3} sched_{i,t}
\]

where \( e_r \) is the energy required. If \( e_a \geq e_r \), no further actions are required, else an iterative \( DT_{i,se \rightarrow fe} \) adjustment process as described in equations 18 and 19 should be applied to increase \( DT_{i,t} \):
\[ DT_{i,se \rightarrow fe,l-1} = \min(DT_{i,se \rightarrow fe}), \text{ for } 1 \leq i \leq 3 \] (18)

\[ DT_{i,se \rightarrow fe,l} = DT_{i,se \rightarrow fe,l-1} + \text{adj}, \text{ while } e_r > e_a \] (19)

\( sched_{i,t} \) is updated according to equation 20 and then \( e_r \) is updated according to equation 17.

\[ sched_{i,se \rightarrow fe} = \begin{cases} -(LPf_{i,se \rightarrow fe} - DT_{i,se \rightarrow fe,l}), & \text{if } (LPf_{i,se \rightarrow fe} - DT_{i,se \rightarrow fe,l}) > 0 \\ 0, & \text{if } (LPf_{i,se \rightarrow fe} - DT_{i,se \rightarrow fe,l}) < 0 \end{cases} \] (20)

Similar to the valley fill charging routine, by increasing \( DT_{i,t} \) the peak reduction routine also achieves load balancing by discharging more energy to the phase with the highest load and less to the phase with the least load.

Figure 8 depicts the peak reduction routine for an EP period over a particular phase’s \( LPf \). It is assumed that the \( LPf \) for the other two phases are less than the presented \( LPf \). In this circumstance there is an insufficient SoC for the peak to be reduced according to the initial schedule. The discharge period starts at \( se \) and finished at \( fe \). The routine sets each \( DT_i \) to the minimum of the set (equation 18). The \( DT_i \) for each phase increases in a loop (equation 19) until the amount of energy required to reduce the peak to \( DT_i \) (equation 17) equal the energy available in the battery bank (equation 14). The difference between \( DT_i \) and the peaks of the other two phases are less than the presented phase. In turn, the energy allocated to reduce the peaks of the other two phases is less than the presented.
4.5 Real time operator

4.5.1 Overview

There are two types of scheduling system failure that are resultant from the inherent error associated with forecasting volatile LV networks. The first type relates to calculated schedules not aligning well with the load experienced in the network. The second type stems from the BES resources being prematurely depleted during the peak period, resulting in a sudden load spike. The primary function of the RTO is to analyse the network’s load in real time, compare it against the expert system forecast and engage in remedial measures to prevent these two failure types from occurring. The secondary function is to load balance the network under battery bank charging. The RTO has no prior knowledge of the future other than what forecasts provide.

The RTO first receives historical load \((L)\), SoCs, \(sched_{i,t}\) and \(DT_{i,t}\) information from previous stages in the scheduling system. In accordance with Figure 9, the RTO engages in \(DT\) adjustment, forecasts load for the current time interval, creates charging and discharging routines and dispatches the current time intervals schedule to the inverters and battery bank.

![Figure 9 Real time operator](image)

4.5.2 Discharge target adjustment

The scheduling system has a reliance on the establishment of \(DT\) to emulate the optimal scheduling of the BES system. The increase or decrease of \(DT_{i,t}\) directly controls how much the BES system discharges into the network. As \(DT_{i,t}\) increases, the amount of discharge
decreases. Conversely, as $DT_{i,t}$ increases, the amount of discharge decreases. Through adjustments of $DT_{i,t}$ and then $sched_{i,t}$, the resource depletion failure state can be avoided.

Information to base the adjustments is generated from the comparison between the rate of energy use anticipated by the scheduler recorded in $SoC_s$ and the real rate of energy use recorded in $SoC$. Figure 10 highlights information derived from the $SoC_s$ and $SoC_v$ vectors. The local gradients for $SoC_s$ and $SoC_v$ are calculated and defined as $m_s$ and $m_r$, respectively. If $abs(m_r) > abs(m_s)$ then the rate of energy use is not in accordance with the scheduler’s estimation. If the rate of energy use continues at $m_r$, there could potentially be a failure. The point when the scheduler estimates when the discharging period is over is defined as $min_r$.

![Figure 10: Local rates of energy use](image)

The point when $SoC$ will equal $DoD$ at current $m_r$ is calculated by equation 21:

$$min_r = \frac{SoC_{s,t-1} - DoD}{abs(m_r)}$$  \hspace{1cm} (21)

Increases to $DT_{i,t}$ are calculated according to equations 22 to 25:

$$a_1 = \begin{cases} 
\frac{abs(m_r) - abs(m_s)}{y-t+1}, & \text{if } abs(m_r) > abs(m_s) \\
0, & \text{if } abs(m_r) \leq abs(m_s)
\end{cases}$$ \hspace{1cm} (22)

$$a_2 = \begin{cases} 
\frac{SoC_{s,t-1} - SoC_{s,t-1}}{y-t+1} \times \left(1 - \frac{SoC_{t-1} - DoD}{TC}\right), & \text{if } SoC_{t-1} < SoC_{s,t-1} \\
0, & \text{if } SoC_{t-1} \geq SoC_{s,t-1}
\end{cases}$$ \hspace{1cm} (23)

$$DT_{i,t\rightarrow y} = a_1 + a_2$$ \hspace{1cm} (24)

where
\[ y = \begin{cases} \omega, & \text{if EP} \\ \frac{\omega}{t}, & \text{if MP} \end{cases} \] (25)

where \( a_1 \) is the increase due to the real rate of energy use being greater than the estimated, \( a_2 \) is the increase due to there being less energy available at time \( t \) than what was estimated, \( y \) is the specific EP or MP time period and \( \omega \) is the number of time intervals in a day. In this case there are 144 10-minute intervals in a day. \( DT_{i,t} \) is adjusted from time \( t \) to the end of the period \( fe \).

Since load in the LV distribution network is highly variable, decreases to \( DT_{i,t} \) may be required to maximise peak reduction. Decreases to \( DT_{i,t} \) are conducted according to equations 26 to 28:

\[
b_1 = \begin{cases} \frac{\text{abs}(m_r) - \text{abs}(m_s)}{y-t+1} & \text{if } (\text{abs}(m_r) < \text{abs}(m_s)) \land (\text{min}_r > \text{min}_s) \\ 0 & \text{if } \text{abs}(m_r) \geq \text{abs}(m_s) \end{cases} \] (26)

\[
b_2 = \begin{cases} \frac{\text{SoC}_{s,t-1} - \text{SoC}_{t-1}}{y-t+1} \times \left( \frac{\text{SoC}_{s,t-1} - \text{DoD}_{TC}}{\text{TC}} \right) & \text{if } (\text{SoC}_{t-1} > \text{SoC}_{s,t-1}) \land (\text{min}_r > \text{min}_s) \\ 0 & \text{if } \text{SoC}_{t-1} \leq \text{SoC}_{s,t-1} \end{cases} \] (27)

\[ DT_{i,t \to y} = b_1 + b_2 \] (28)

where \( b_1 \) is the decrease due to the real rate of energy use being less than the estimated, \( b_2 \) is the decrease due to there being more energy available at time \( t \) and \( y \) is calculated by equation 25. Both \( b_1 \) and \( b_2 \) are negative values or equal to zero. The recalculation of \( sched_{i,t} \) in response to \( DT_{i,t} \) adjustment is conducted using equation 35.

4.5.3 Load forecast

The load on each phase is forecasted for the current time interval. This enables the best schedule for the current time interval to be calculated. Each phase has its own forecast model. The coefficients of the models are calculated using historical load data of the particular phase and regression. The general forecast model is described by equation 29:

\[ Lf_t = \beta_1 L_{t-1} + \beta_2 L_{t-2} + \beta_3 L_{t-\text{day}} + \beta_4 L_{t-7\times\text{day}} + \beta_5 L_{t-14\times\text{day}} + \epsilon \] (29)

where \( Lf_t \) is the load forecast for time \( t \), \( L \) is the historical load, \( \beta \) terms are model coefficients and \( \epsilon \) is the model’s error term. Half of the historical load dataset was used for coefficient estimation and the other half was used for validation. Each phase’s validation \( R^2 \) equaled 0.99 and mean absolute percentage error equaled one per cent. The models had
slight positive autocorrelation in the error terms entailing that if iterative forecasts were made, forecasts further from \( t \) will significantly deviate from the load that will occur.

### 4.5.4 Battery charging and discharging routines

To ensure that load balancing is maintained, the \( L_f \) for the current time interval \( t \) is used to evaluate the magnitude of the loads across the phases and a single time interval version to the scheduler’s valley fill charging routine is engaged. The initial schedule \( sched_{i,t} \) provided by the scheduler dictates the amount of energy that is required to charge the battery bank at the current \( t \) for each \( i \). Thus the first step in the process is calculating the required energy which is the aggregate of \( sched_{i,t} \) for the current \( t \):

\[
e_r = \sum_{i=1}^{3} sched_{i,t} \tag{30}
\]

The minimum value of the three load forecasts is set as the initial \( CT \). Through an iterative process (equations 31 to 34), \( CT \) is increased according to an \( adj \) constant, and \( sched_{i,t} \) and \( e_a \) are calculated according to the new \( CT \):

\[
CT_t = \min(L_{f_{1-3,t}}) \tag{31}
\]

\[
CT_t = CT_{t-1} + adj, \text{ while } e_a < e_r \tag{32}
\]

\[
sched_{i,t} = \begin{cases} 
CT_t - L_{f_{i,t}}, & \text{if } ((CT_t - L_{f_{i,t}}) \leq iCR) \land ((CT_t - L_{f_{i,t}}) \geq 0) \\
iCR, & \text{if } (CT_t - L_{f_{i,t}}) > iCR \\
0, & \text{if } (CT_t - L_{f_{i,t}}) < 0
\end{cases} \tag{33}
\]

and

\[
e_a = \sum_{i=1}^{3} sched_{i,t} \tag{34}
\]

The discharge schedule is updated in real time to mitigate misalignments between the \( LP_f \) and actual load in the network and is must be updated in response to \( DT_{i,t} \) adjustments. The battery discharging routine commences for the current \( t \) when \( L_{f_{i,t}} > DT_{i,t} \) and calculates a new \( sched_{i,t} \) using a single time interval version of equation 6. The new discharge schedule is calculated in equation 35:

\[
sched_{i,t} = \begin{cases} 
-(L_{f_{i,t}} - D_{t_{i,t}}), & \text{if } (L_{f_{i,t}} - D_{t_{i,t}}) \leq IDR \\
-IDR, & \text{if } (L_{f_{i,t}} - D_{t_{i,t}}) > IDR
\end{cases} \tag{35}
\]
5. Results

5.1 Scheduler

A BES system with a $C$ of 100 kilowatt hours (kWh), $TC$ of 90 per cent (90 kWh), $DoD$ of 20 per cent (20 kWh), $DR$ of 40 kilowatt (kW), $CR$ of 15 kW, $iDR$ of 15 kW, $iCR$ of 6 kW, $BE$ of 97 per cent and $IE$ of 97 per cent was applied in the SEQ LV network previously described. An initial $SoC_s$ was selected to be 50 kWh. The expert system provided three days (72 hours) of consecutive $LPf$ for each phase. As previously noted, the training accuracy of the expert system is terms of $R^2$ ranged from 0.86 to 0.87 and the validation accuracy ranged from 0.81 to 0.84.

Figure 11 contains the results of the scheduler for each phase and the estimated $SoC_s$ for the duration of the three-day forecast period. The $sched_i$ for each phase is displayed through the results of simulating the dispatch of the schedule for the BES system. When the system is charging, the schedule dispatch is greater than the forecast. When the system is discharging over the peak period, the schedule dispatch is less than the forecast. The magnitude of the load during the peak period of the forecast with the dispatched schedule applied is indicative of the $DT$ for the period. Charging specifically occurs in the valleys and discharging specifically occurs during the peak period. The $SoC_s$ is maintained between the $DoD$ and $TC$ throughout the period. The $SoC_s$ decreases as the system is discharging and increases as the system is charging.

For the first period when charging commences, it can be seen that the scheduler sets the BES system to charge more from the phase that is estimated to have the least load (phase 3) and least from the phase estimated to have to the highest load (phase 1). Similar to the first charge period, the first discharge period indicates that more energy is allocated to the phase that is anticipated to have the highest load (phase 1) and least amount of energy is allocated to the phase that is anticipated to have the least load (phase 2). These results display that the scheduler attempts to achieve the secondary objective of load balancing.
5.2 Real time operation

Using the same BES system properties and initial SoC of 20 kWh, Figure 12 illustrates the difference between the dispatch of the schedule with and without the utilisation of the RTO adjustments. Figure 12a highlights the BES resource depletion failure state. Without the RTO, the BES did not have enough capacity to continuously discharge throughout the entire peak period leading to a sharp increase in load on the network measured at the LV transformer. Figure 12b illustrates how the RTO module of the scheduling system overcomes the limitations of the scheduling forecasts. At the 20th hour mark, the RTO anticipates that there will not be a sufficient amount of energy available if it continues to follow the initial dispatch schedule. As a result, it increases the DT and the schedule is recalculated. At the 21st hour mark, the RTO temporarily decreases DT.
To simulate the scheduling software analogous to real world conditions, the software was provided with unfiltered load data and imperfect forecasts. The results of the simulation for a 72-hour period are displayed in Figure 13. This figure shows a comparison between the original load and the results of the scheduling system dispatching charging and discharging schedules to the BES system for each phase. The SoC was recorded through the period and did not breach the TC and DoD limits. In comparison to the LPf, the load observed in the network exhibits a greater degree of variability as seen by the occurrence of double peaks within a peak demand period. From the results, the scheduling system was able to reduce peak demand across each phase and charge the battery bank during valleys. The scheduling
system achieved its secondary objective of load balancing. For the second day of the simulation period, more energy was allocated to phases 1 and 2, which had higher loads than phase 3. During the demand valleys, phases with lower loads were charged more than phases with higher loads.

![Figure 13 Real time operator results](image)

5.3 Battery energy storage capacity sizing

The developed scheduler module of the scheduling system also provides the architecture for a tool that can be used for optimally sizing BES in LV networks. This can be achieved by inputting a particular LV networks historical load data into the scheduling system as well as the simulated BES specifications (i.e. $C$, $TC$, $DoD$, $CR$, $DR$, etc.). The user can consider a range of commercially available BES and their particular specifications or alternatively use an optimisation routine (e.g. particle swarm, gradient-decent, Lagrangian, etc.) to identify a BES system to achieve specific valley fill and peak reduction objectives. The estimated goal performance (e.g. peak demand reduction, power quality improvement, load balancing, better solar PV utilisation, etc.) for a simulated BES system can then also be used as empirical evidence for undertaking cost-benefit assessments. Such empirical evidence is important for electricity distribution utilities seeking to formulate sound business cases for installing BES in LV networks.
An example of the use of the scheduler for BES sizing is displayed in Figure 14. This example uses the same system parameters as the system used to demonstrate the results of the scheduler. C is altered to find the optimal size to achieve maximum peak reduction given the other system parameters and each simulation is run for a period of 200 days. The results for each phase of the simulations are presented in terms of mean daily peak reduction and the mean amount of energy allocated to reduce the peak.

When the capacity of the BES system is relatively low, the scheduler is less able to reduce the peaks. Phases 1 and 3 had the greater peak reductions than phase 2 by 6 to 7 kW. As a corollary, phases 1 and 3 were allocated a greater amount of energy to reduce the peaks. The reason for this is that phases 1 and 3 experiences higher loads than phase 2. The scheduler is better able to reduce the peaks as the capacity of the BES system increases. Phase 2 has the highest incremental gain in peak reduction. The incremental gains for phases 1 and 3 are curtailed after the BES system capacity reaches 100 kWh. After 100 kWh, the incremental gains continue for phase 2 until 175 kWh. At this point, additional investment in BES system capacity would not have a substantial effect on peak reduction. While a full life cycle cost-benefit assessment (outside scope of current paper) would precisely define the optimal BES sizing for this particular SEQ LV network examined, Figure 14 indicates that a 100 KWh capacity would likely be optimal.
6. Conclusion and future work

This research proposed a forecast and heuristic based three-phase BES scheduling system for the LV distribution network. The primary goal of the scheduling system was to charge the BES during periods of low demand and discharge during periods of high demand: peak shaving and valley filling. The secondary objective was to balance the load across the three phases. The scheduling system is composed of three main components: an expert system, a scheduler and a RTO. The expert system is used to produce load profile forecasts. The scheduler receives the load profile forecast and creates an initial schedule. The RTO, which analyses recent historical load data against the scheduler’s output, engages in remedial measures if required. The RTO is primarily required to mitigate errors caused by the imperfect forecasted load profiles.

When implementing a BES system with particular specifications in the case study SEQ LV network, the developed scheduler was able to take the forecasted load profiles and produce a charging and discharging schedule. It was observed that the scheduler was able to set the schedule to charge during periods of low demand and discharge period peak demand periods while achieving its secondary objectives of balancing the load. Results display that more energy was charged from the phase with the least load and discharged to the phase with the highest load.

To achieve the primary and secondary goals in real time, for each time interval the RTO adjusts the schedule to mitigate initial scheduling error. The RTO does this by increasing or decreasing the amount of energy that is discharged based on discrepancies between the estimated $SoC_s$ and the actual $SoC$. When the real rate of energy use is greater than the rate estimated by the scheduler, the RTO decreases rate of discharge. The RTO may correct the adjustment if the real rate of energy usage becomes less than the estimated rate. The RTO ensures load balancing during charging periods by redistributing the amount of energy that the battery bank is scheduled to be charged by to the least loaded phases. The results from operating the scheduling system in real time displayed, like the scheduler, the system was able to reduce peak demand, charge during low demand periods and balance phases. More energy was allocated to reduce the peaks of high loaded phases and the least loaded phases were charged from more.
The scheduler component was able to be repurposed and used to size BES systems in a particular LV network to achieve a set of desired goals (e.g. certain peak demand reduction) or gauge a particular system’s performance. To demonstrate this, simulations were run using the scheduler’s routines with different battery bank capacities. The peak demand reduction performance increased as the capacity of the battery bank increased. Performance gains started to decreased after 100 kWh and were hampered after 175 kWh. This indicated for the specific BES system, the capacity that was most likely to be optimal was 100 kWh.

In summary, the scheduling system was able to achieve its desired purpose and there are avenues for the development of BES system sizing applications. Future work on this research and development project involves three main stages. The first stage is to further improve the LV distribution network forecast accuracy. The second stage involves coding and installing scheduling firmware into an innovative three-phase LV network STATCOM (static synchronous compensator) with integrated BES that has recently been developed by one of the industry partners. The third stage is to implement and test the intelligent STATCOM with integrated BES in a trial LV network located in SEQ, Australia.
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List of nomenclature

adj Loop adjustment constant

BE Battery bank efficiency (%)

C Capacity (kWh)

CT Charge target (W)

CR Charge rating (W)

e_a Energy available (kWh)

e_r Energy required (kWh)

edp End of discharge period

EP Evening peak
\(DoD\) \hspace{1em} \text{Depth of discharge (kWh)}

\(DR\) \hspace{1em} \text{Discharge rating (W)}

\(DT\) \hspace{1em} \text{Discharge target vector (W)}

\(fe\) \hspace{1em} \text{Finish element number}

\(i\) \hspace{1em} \text{Inverter or phase}

\(iCR\) \hspace{1em} \text{Inverter charge rating (W)}

\(iDR\) \hspace{1em} \text{Inverter discharge rating (W)}

\(IE\) \hspace{1em} \text{Inverter efficiency (\%)}

\(L\) \hspace{1em} \text{Historical load (W)}

\(Lf\) \hspace{1em} \text{Load forecast (W)}

\(LP\) \hspace{1em} \text{Load profile (W)}

\(LPf\) \hspace{1em} \text{Forecasted load profile}

\(m\) \hspace{1em} \text{Gradient (W/t)}

\(m_r\) \hspace{1em} \text{Actual rate of energy use (W/t)}

\(m_s\) \hspace{1em} \text{Scheduler’s rate of energy use (W/t)}

\(min_r\) \hspace{1em} \text{Estimated end of discharge period}

\(min_s\) \hspace{1em} \text{Scheduler’s end of discharge period}

\(MP\) \hspace{1em} \text{Morning peak}

\(np\) \hspace{1em} \text{Next peak}

\(pp\) \hspace{1em} \text{Previous peak}

\(se\) \hspace{1em} \text{Start element number}

\(SoC\) \hspace{1em} \text{State of charge (kWh)}

\(SoC_s\) \hspace{1em} \text{Scheduler’s state of charge (kWh)}

\(t\) \hspace{1em} \text{Time iteration}

\(t_a\) \hspace{1em} \text{Amplitude threshold}
$TC$  Total charge (kWh)

$t_m$  Gradient threshold (W/t)

$\alpha$  Amplitude (W)

$\delta_t$  Charge in charge (kWh)

$\omega$  Number of time intervals