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Abstract— This paper presents a segmentation of LIDAR point cloud data for automatic extraction of building footprint. Using the ground height information from a DEM (Digital Elevation Model), the non-ground points (mainly buildings and trees) are separated from the ground points. Points on walls are removed from the set of non-ground points. The remaining non-ground points are then divided into clusters based on height and local neighbourhood. Planar roof segments are extracted from each cluster of points following a region-growing technique. Planes are initialised using coplanar points as seed points and then grown using plane compatibility tests. Once all the planar segments are extracted, a rule-based procedure is applied to remove tree planes which are small in size and randomly oriented. The neighbouring planes are then merged to obtain individual building boundaries, which are regularised based on a new feature-based technique. Corners and line-segments are extracted from each boundary and adjusted using the assumption that each short building side is parallel or perpendicular to one or more neighbouring long building sides. Experimental results on five Australian data sets show that the proposed method offers higher correctness rate in building footprint extraction than a state-of-the-art method.

This paper, which is an extension of [2], proposes a building footprint extraction method using a novel segmentation technique for LIDAR point cloud data. The point cloud data is first divided into ground and non-ground points using a height threshold above the ground height. The non-ground points are mainly buildings and trees and these are further processed to remove the trees and to separate individual buildings. Points on walls can be removed by applying a plane-fitting technique and by projecting data onto a dense grid. The remaining non-ground points are then divided into clusters based on height and local neighbourhood. A rule-based procedure is then applied to remove tree planes, which are small in size and randomly oriented. The neighbouring planes are merged to obtain individual building boundaries, which are regularised by adjusting small lines with respect to long lines.

Compared to Awrangjeb et al. [2], this paper has the following contributions. Firstly, it details the different steps of the proposed LIDAR data segmentation technique. Secondly, it proposes a technique for building outline regularisation. Finally, it shows results on five Australian data sets with varying point density, terrain and vegetation. The experimental results from the proposed method have shown that it is capable of removing more vegetation in complex scenes and thus, has offered higher correctness rate than Awrangjeb and Fraser [1]. Moreover, while the existing method [1] produced irregular building boundaries, the proposed method proposes a new technique for regularisation of the extracted boundaries.

I. INTRODUCTION

Automatic building footprint extraction from remote sensing data is a prerequisite for many GIS (Geographic Information System) applications, such as urban planning and disaster management. Building footprint is a digital form of the actual building boundary. It is extracted and regularised using the remotely sensed data such as aerial imagery and LIDAR (Light Detection And Ranging) point cloud data.

Based on the usage of the input data, there are three main categories of building extraction methods [1]. The first category of methods fully relies on high resolution aerial imagery and are generally not reliable enough for practical use. The second category of methods employs LIDAR data, and offers an improved level of automation when compared to image-based methods alone. Methods in the third category integrate aerial imagery and LIDAR data in order to exploit the complementary information from both data sources [3]. The study reported in this paper utilises LIDAR data only for building footprint extraction.

The application of a recently proposed LIDAR-based method [1] to complex urban scenes with hilly terrain and dense vegetation has shown that this method is unable to remove vegetation completely. Thus, the experimental results from this method [1] have shown low correctness rate for the extracted building boundaries.
Once the building boundary is obtained from the segmentation of LIDAR data, it has to be regularised to generate building footprint for practical applications. Among the regularisation methods, traditionally the Douglas-Peucker (DP) algorithm [8] has been extensively used for approximation of the extracted building contour with a number of straight lines [9]. However, the extracted lines are visually unattractive as they are not parallel or perpendicular to each other for original rectilinear building boundaries. In addition, the DP algorithm may remove critical points depending on the height threshold [7]. Weidner and Förstner [10] applied an optimization algorithm based on the local minimum description length (MDL) to the extracted DP lines to generate ten different orthogonal models. However, this method was sensitive to the initial point selection because of its local MDL approach and generated over-simplified footprints [9].

Jwa et al. [9] proposed a global optimization approach, where the optimum solution was achieved when a building footprint was maximally hypothesised as the repetition of identical line slope. Ameri [11] proposed a feature-based model verification method that applied the total least-squared adjustment based on linearity, connectivity, coplanarity and orthogonally. Although this method is flexible for maintaining linearity, connectivity, coplanarity and orthogonally, its performance is subject to the results from the DP algorithm. Moreover, it was found ineffective for high noisy boundary [11].

III. PROPOSED METHOD

Fig. 1 shows the work flow of the proposed building extraction technique. The proposed method first divides the input LIDAR point cloud data into ground and non-ground points. The non-ground points, representing objects above the ground such as buildings and trees, are further processed for building extraction. Points on walls are removed from the non-ground points, which are then divided into clusters. Planar roof segments are extracted from each cluster of points using a region-growing technique. Planar segments constructed in trees are eliminated using information such as area, orientation and unused LIDAR points within the plane boundary. Points on the neighbouring planar segments are accumulated to form individual building regions. A new algorithm is proposed to regularise the building boundary. The final output from the proposed method will be individual building footprints.

Fig. 2(a) shows a sample scene from the Aitkenvale data set, which has a point density of 40 points/m$^2$. In the following subsections, different steps of the proposed method are described using this sample scene.

All the parameter values used by the proposed method are either dependent on the input point cloud data or are commonly used in the literature, except the vertical distance threshold (Section III-A). This threshold is based on a reasonable assumption that the slope of a roof plane with respect to the ground is at most 75$^\circ$; while walls are at 90$^\circ$ with respect to the ground.

A. Finding non-ground points and removing wall points

The non-ground points can be easily separated from the ground points using a bare-earth DEM (Digital Elevation Model). For each LIDAR point, the corresponding DEM height is used as the ground height $H_g$. A height threshold $T_h = H_g + h_c$, where $h_c$ is a height constant that separates the non-ground points containing buildings and trees from the ground points comprising low height objects such as grass and road furniture, is then applied to the LIDAR data. In this study, $h_c = 1$ m has been set according to [3].

The wall points are then removed from the non-ground points by applying a plane fitting technique and by projecting data on a dense grid as follows. A fictitious horizontal plane $\Sigma$ is formed. Considering the length and width of the test area to be $l_a$ (Easting) and $w_a$ (Northing), the following four points can be used to construct $\Sigma$: $(1,1,1)$, $(l_a,1,1)$, $(1,w_a,1)$ and $(l_a,w_a,1)$, where a constant height of 1 m is used. For each non-ground LIDAR point $P$, its neighbouring point set $S_n = \{Q_i\}$ is obtained, where each neighbour $Q_i$ resides within a distance $H_d$ from $P$ and has a maximum height difference of $V_d$ with $P$. The value of the horizontal distance threshold $H_d$ is set at twice the maximum point-to-point distance ($d_{max}$) in the input LIDAR data [3]. Considering the maximum slope (with respect to $\Sigma$) for a roof plane is 75$^\circ$, the value of the vertical distance threshold $V_d$ is set at...
where \( S_n \) includes \( P \) and if \( |S_n| \geq 3 \), a plane \( \zeta_p \) is constructed for \( P \). If the angle between \( \zeta_p \) and \( \Xi \) is at most \( \frac{\pi}{32} \), then \( \zeta_p \) is determined as a vertical plane and \( P \) is removed as a wall point.

The above plane fitting procedure removes a large number of points reflected from walls. In order to remove the remaining wall points, all the surviving points are projected onto a dense grid of resolution 0.25 m [12]. Assuming that the grid resolution is less than the LIDAR point density (i.e., \( d_{\text{max}} > 0.25 \text{ m} \)), this projection will transfer all points within a narrow area close to an imaginary vertical line to the same grid cell. If a grid cell has more than one projected point, points that are at the top and bottom of the line are kept and others are removed. Fig. 2(b) shows the non-ground points (at a low density) for the sample scene. An example with high rising buildings, where a large number of wall points were removed, was shown in Awrangjeb et al. [2].

**B. Point clustering**

All the non-ground points obtained after removal of wall points are now processed to generate clusters of points based on height. Initially, all these points are not assigned to any clusters. Considering the maximum LIDAR height as the current height, points at this height (within a specified tolerance) are found and one or more clusters are initialised depending on their locality. Then each of the cluster is extended until no points can be added to the cluster. Points in each cluster are marked so that they are not assigned to another cluster. Once all the clusters initialised from the current height are finalised, the points that are not yet assigned to any clusters are then processed to generate more clusters. The next current height will be the maximum height of these unassigned points.

Let the current maximum height be \( h_m \) and the set of points that has similar height (i.e., within \( h_m \pm T_f \), where \( T_f = 0.1 \text{ m} \) to allow the error in LIDAR generated heights [3]) is \( S_c \). One or more clusters \( \xi_i \), where \( i \geq 1 \), are initialised using \( S_c \) based on the locality. For a point \( P \in \xi_i \), there is at least one neighbouring point \( Q \) in the same cluster such that the 2D Euclidean distance \( |PQ| \leq H_d \). If \( P \) and \( Q \) are in two different clusters then \(|PQ| > H_d\).

In order to extend a cluster \( \xi_i \), let \( R \) be a neighbour of \( P \), where \( P \in \xi_i \) but \( R \) has been neither assigned to any cluster nor yet designated as a wall point. \( R \) is considered to be a neighbour of \( P \), if \(|PR| \leq H_d \) and their height difference is within \( V_d \). \( R \) is added to \( \xi_i \), which is iteratively extended until no \( R \) is found as a neighbour of \( P \).

\[ d_{\text{max}} \times \tan(75^\circ) \] \( S_n \) includes \( P \) and if \( |S_n| \geq 3 \), a plane \( \zeta_p \) is constructed for \( P \). If the angle between \( \zeta_p \) and \( \Xi \) is at most \( \frac{\pi}{32} \), then \( \zeta_p \) is determined as a vertical plane and \( P \) is removed as a wall point.

Fig. 3(a) shows a 3D view of all five clusters for the sample scene in Fig. 2. Fig. 3(b) shows all the extracted planes for the sample scene in Fig. 2.

**C. Building extraction**

Planar roof segments are extracted from each cluster of points. By using the Delaunay triangulation algorithm, a natural neighbourhood of points in the cluster can be generated. The neighbourhood of a point \( P \) consists of the points \( Q_i \), \( 1 \leq i \leq n \), where each line \( PQ_i \) is a side of a Delaunay triangle. In order to avoid points which are far away from \( P \), the following condition is applied: \( |PQ_i| \leq T_d \), where \( T_d = 2d_{\text{max}} \). The coplanarity of \( P \) is decided using its neighbouring points following the procedure in Sampath and Shan [13]. Points within a roof plane are found to be coplanar and those along the boundary of a plane are generally found to be non-coplanar [1].

For each cluster, the two sets of the non-ground LIDAR points be \( S_1 \), containing all the coplanar points, and \( S_2 \), containing the rest (non-coplanar). The first planar segment can now be initialised using a coplanar point \( P \in S_1 \) and its neighbours. This new planar segment is extended using the neighbouring points from \( S_1 \) and \( S_2 \). Once the extension is complete, all the coplanar points in the extended planar segment are marked so that none are latter used for initiating another planar segment. As a result, the points in \( S_2 \), which mainly reside along the plane boundaries, can be used by more than one extracted plane. The second planar segment is grown by using an unused coplanar point (from \( S_1 \)). The iterative procedure continues until no coplanar point remains unused [1].

Each of the extended clusters may represent an individual building, a roof plane or a roof section. Thereafter, an extended cluster \( \xi_i \) is considered a valid cluster if it is larger than 1 m\(^2\) in area. To obtain the area of a cluster, its points are projected onto an initially white mask \( M_w \) of resolution 0.25 m [12]. For each point projected at location \((x,y)\) of \( M_w \), all the pixels within a \( n \times n \) neigbourhood are made black. The value of \( n \) is determined based on \( d_{\text{max}} \) and the resolution of \( M_w \) such that all the pixels corresponding to an individual building, roof section or plane become black. The area of \( \xi_i \) is thus roughly estimated by counting the number of black pixels multiplied by the pixel size.

Fig. 3(a) shows a 3D view of all five clusters for the sample scene in Fig. 2.
scene. There were no plane constructed on a sparse low height tree shown in Fig. 3(a).

In order to remove false-positive planes, mostly constructed on trees, a rule-based procedure is applied. For an extracted LIDAR plane, its area, straight line-segments along its boundary, and neighbourhood information, as well as any LIDAR spikes within its boundary, are used to decide whether it is a false alarm. For a given point on the extracted LIDAR plane, the mean height difference with its neighbouring points is also used. This height difference is large for a tree plane, but small for a roof plane. The average height difference for a plane is estimated from individual height differences within the plane. A LIDAR plane fitted on a tree is usually small in size and there may be some LIDAR spikes within its boundary. Moreover, there may be a large number of unused (i.e., not on any of the extracted planes) LIDAR points within the boundary of a tree plane. The number of points used by the extracted planes is usually low on a tree cluster, but high on a building cluster. Moreover, there may be some long straight line-segments (at least 3m long, the minimum building width $W_{\text{min}}$ [14]) along the boundary of a roof plane.

In order to obtain the boundary of an extracted plane, the procedure described in Awrangjeb and Fraser [15] is followed. Fig. 4(a) shows the final extracted roof planes. All the LIDAR points from the neighbouring roof planes are now merged in order to obtain an individual building segment. The building boundary is thus extracted following the same procedure [15]. Fig. 4(b) shows the building boundary for the sample scene.

D. Building boundary regularisation

As can be seen in Fig. 4(b), there is a significant irregularity or noise in the LIDAR derived building boundary. Thus, the first step of the proposed regularisation method is to smooth the extracted boundary and to find the corners in order to decompose the boundary into line-segments. It has been observed that neither the contour-based corner detector [16] nor the DP algorithm [8] offers an acceptable set of line-segments alone. While the corner detector misses round corners, the DP algorithm generates a large number of small line-segments. Consequently, both of the algorithms are employed in the proposed regularisation method. The line-segments are then adjusted assuming their orthogonal relation (parallel or perpendicular) with the neighbouring long line-segments.

For smoothing there are both direct and indirect smoothing techniques [17]. While the direct smoothing, e.g., the Gaussian smoothing, physically changes the point locations by applying a convolution function, the indirect smoothing, e.g., chord-length, does not change the point locations but overlooks the details (i.e., small changes) along the boundary during estimation of curvature (corner strength).

A Gaussian smoothing with scale $\sigma = 3$ [16] is first applied to the extracted boundary. Then corners (point locations where considerable change in curve direction happens, i.e., curvature peaks) along the smoothed boundary are obtained by applying an indirect smoothing-based corner detector [16]. Fig. 5(a) shows the smoothed boundary in magenta colour and detected corners in yellow dots within cyan circles.

Assuming that a building side is at least 1 m long, small curve-segments between consecutive corners are not considered at this point. A straight line is then fit to each of the remaining curve-segments using a least-square technique. Since the least-squares solution of straight line fitting does not always offer the appropriate direction of the estimated line, the direction of each line is adjusted following an iterative procedure to minimize the mean perpendicular distance $d_{\text{mean}}$ of points to the line. Starting with an arbitrary angle, say, $\theta = 10^{\circ}$, the line is rotated (with respect to its centre) and $d_{\text{mean}}$ is estimated. If the current $d_{\text{mean}}$ is smaller than the previous $d_{\text{mean}}$, the direction of rotation (clockwise or anti-clockwise) is accepted; otherwise, the line is rotated to the opposite direction at the same angle. If the a smaller $d_{\text{mean}}$ is still not found, $\theta$ is halved at each iteration until $\theta \leq 1^{\circ}$. If a smaller $d_{\text{mean}}$ is never found, the original direction of line is considered correct. If a smaller $d_{\text{mean}}$ is found, the line is kept rotating at the same angle to the same direction of rotation so long as a smaller $d_{\text{mean}}$ is found. Consequently, the total angle of rotation $\delta$ is increased. If at some iteration, a smaller $d_{\text{mean}}$ is not found the rotation angle is halved to test if a smaller $d_{\text{mean}}$ is still can be found until $\theta \leq 1^{\circ}$. Once a minimum $d_{\text{mean}}$ is found, the line is rotated by $\delta$. If the minimum $d_{\text{mean}}$ is lower than $T_d$ the line is accepted as an appropriate line-segment along the building boundary. If $d_{\text{mean}}$ is high, the line is not accepted. This can be due to missing of a corner point within the corresponding curve-segment. Fig. 5(b) shows all the accepted lines in cyan colour and an unaccepted line in red colour.

At this moment, the DP algorithm is applied to each unused (where no line has been fit yet) curve-segment, if any, between two accepted line-segments in order to find more line-segments. The perpendicular distance for the DP algorithm threshold is set at $d_{\text{max}}$. Fig. 5(c) shows the detected corners as black dots within red circles, where the unused curve-segment was decomposed. The line-segments, shown in yellow colour in Fig. 5(c), are fit and adjusted to these curve-segments as discussed above.

In order to obtain a regular polygonal boundary, small line-segments are now adjusted to their neighbouring long line-segments. Lines which are at least 6 m in length, twice the minimum building length [14], are considered long and kept fixed. This length threshold is based on the assumption that buildings mainly have two principal directions along its length and width. For a building having more than two principal directions, the third or later directions are considered only if the corresponding building-parts are at least 6 m long. For an extracted building boundary, if at least one long line-segment is not found the length-threshold is decreased by 1 m at each step to 3 m until at least one long line is found (minimum building width or length $W_{\text{min}}$ is 3 m [14]).

The long lines are kept fixed. If there is only one fixed line, all other lines are adjusted (made parallel or perpendicular) to that line. Two nearest short lines on two sides of the fixed line are adjusted first. The next two nearest short lines are then adjusted with respect to the nearest already fixed line and the procedure continues until no short lines are left unadjusted.

If two or more fixed lines are found, each short line in between two long lines is made parallel or perpendicular to its nearest (in terms of number of lines) fixed line. If a short line is at the same distance from its two nearest fixed lines, then it
Once the reference and extracted building footprints are obtained, these metrics are automatically determined via the involved performance evaluation technique [15]. The minimum areas for small and large buildings have been set at 10 m$^2$ and 50 m$^2$, respectively. Small buildings are usually between 10 to 50 m$^2$ in size and mainly include garage and garden sheds. Large buildings are at least 50 m$^2$ in area and constitute main buildings such as houses and industries. In most test data sets, there were also buildings, mainly carports and garden sheds, which were less than 10 m$^2$ in area. Thus, the object-based completeness, correctness and quality values will be separately shown for all, small and large buildings.

In this section, the performance exhibited by the proposed method will be presented and discussed first and then a comparative performance analysis with the state-of-the-art method [1] will be presented.

A. Data sets

The first data set Aitkenvale (AV) has a high point density of 40 points/m$^2$ and the second data set Hervey Bay (HB) has a medium point density (12 points/m$^2$) [3]. The AV scene covers an area of 66 m $\times$ 52 m and contains 5 buildings. The HB data set covers 108 m $\times$ 104 m and contains 28 buildings (3 were between 4 to 5 m$^2$ and 6 were between 5 to 10 m$^2$). These two sites contain mostly residential buildings and they can be characterized as urban with medium housing density and moderate tree coverage that partially covers buildings. In terms of topography, AV is flat while HB is moderately hilly.

The other three data sets, Eltham (EL), Hobart (HT) and Knox (KN), have point densities of five, two and one points/m$^2$, respectively. These three test areas cover 393 m $\times$ 224 m, 303 m $\times$ 302 m and 205 m $\times$ 204 m, respectively. The EL data set contains 75 buildings (nine were less than 10 m$^2$, including five within three to 5 m$^2$). The HT data set has 69 buildings (13 were less than 10 m$^2$, including four within one to 5 m$^2$), and the KN data set contains 52 buildings (eight were less than 10 m$^2$, including four within two to 5 m$^2$). These three data sets have dense vegetation and are in hilly areas. Many of the buildings are severely occluded by the surrounding trees. Moreover, in the KN data set, some parts of the building are at a similar height to the surrounding sloping grounds. Consequently, these building parts could not be extracted.

For all the data sets, 2D reference data sets were created by monoscopic image measurement using the Barista software [18]. All visible buildings were digitized as polygons irrespective of their size. The reference data included garden sheds, garages, etc. These were sometimes as small as less than 5 m$^2$ in area.

B. Results and Discussions

Tables I and II show the object- and pixel-based evaluation results, respectively, for all five test data sets. Figs. 6 to 8 show the detection results for the data sets.

For all buildings, in terms of both object- and pixel-based and geometric evaluation indices, the proposed method worked the best in the AV data set. There are two main reasons: the point density in this data is 40 points/m$^2$ and the buildings is adjusted with respect to the fixed line with which it makes the smaller angle.

Perpendicular lines are then added in between successive parallel lines. Fig. 5(d) shows all adjusted lines in cyan colour and the inserted perpendicular lines in red colour. Finally, the intersection points of consecutive lines are obtained and the intersection points of consecutive lines are obtained and the nearest LIDAR point heights are assigned to the intersection points to obtain the regularised 3D building boundary. Fig. 6(b) shows the regularised building footprints for a test area.

IV. PERFORMANCE STUDY

In the performance study conducted to assess the proposed approach, five Australian data sets from different geographic locations were employed. For all three data sets, bare-earth DEMs of 1 m horizontal resolution were available. The objective evaluation followed an automatic and threshold-free evaluation system [15].

In the evaluation system, three categories of evaluations (object-based, pixel-based and geometric) have been considered. A number of metrics are used in the evaluation of each category. While the object-based metrics (completeness, correctness, quality, detection and reference cross-lap rates, split and merge operations) estimate the performance by counting the number of buildings, the pixel-based metrics (completeness, correctness, quality, area omission and commission errors, branching and miss factors) show the accuracy of the extracted buildings by counting the number of pixels. In addition, the geometric metric (root mean square error, RMSE) indicates the accuracy of the extracted boundaries with respect to the reference entities. The definitions and how these metrics are estimated have been adopted from [14].

Fig. 5. Regularisation of a building boundary: (a) smoothed boundary and corners, (b) extracted lines and (c) more extracted lines and (d) adjusted lines.
TABLE I. Object-based evaluation results for the Aitkenvale (AV), Hervey Bay (HB), Eltham (EL), Hobart (HT) and Knox (KN) data sets in percentage. \(C_m\) = completeness, \(C_r\) = correctness and \(Q_t\) = quality (\(C_{m,10}\), \(C_{r,10}\), \(Q_{t,10}\) and \(C_{m,50}\), \(C_{r,50}\), \(Q_{t,50}\) are for buildings over 10 m\(^2\) and 50 m\(^2\) respectively); \(C_{rd}\) = detection cross-lap (under-segmentation) and \(C_{rr}\) = reference cross-lap (over-segmentation) rates; \(N_m\) and \(N_r\) are numbers of merge and split operations during evaluation.

<table>
<thead>
<tr>
<th>Areas</th>
<th>(C_m)</th>
<th>(C_r)</th>
<th>(Q_t)</th>
<th>(C_{m,10})</th>
<th>(C_{r,10})</th>
<th>(Q_{t,10})</th>
<th>(C_{m,50})</th>
<th>(C_{r,50})</th>
<th>(Q_{t,50})</th>
<th>(N_m)</th>
<th>(N_r)</th>
<th>(C_{rd})</th>
<th>(C_{rr})</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>HB</td>
<td>86.4</td>
<td>100</td>
<td>86.4</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>4.6</td>
</tr>
<tr>
<td>EL</td>
<td>67.4</td>
<td>96.9</td>
<td>66.6</td>
<td>79.5</td>
<td>96.9</td>
<td>77.5</td>
<td>100</td>
<td>96.9</td>
<td>96.9</td>
<td>1</td>
<td>19</td>
<td>25.6</td>
<td>1.3</td>
</tr>
<tr>
<td>HT</td>
<td>68.4</td>
<td>92.9</td>
<td>65.8</td>
<td>83.3</td>
<td>92.9</td>
<td>78.7</td>
<td>97.5</td>
<td>92.9</td>
<td>90.7</td>
<td>4</td>
<td>1</td>
<td>2.1</td>
<td>6.8</td>
</tr>
<tr>
<td>KN</td>
<td>53.2</td>
<td>96.2</td>
<td>52.1</td>
<td>62.5</td>
<td>96.2</td>
<td>61.6</td>
<td>96.2</td>
<td>96.2</td>
<td>96.2</td>
<td>1</td>
<td>3</td>
<td>10.3</td>
<td>1.9</td>
</tr>
<tr>
<td>Average</td>
<td>75.1</td>
<td>97.2</td>
<td>73.9</td>
<td>84.0</td>
<td>97.2</td>
<td>82.3</td>
<td>98.7</td>
<td>97.2</td>
<td>96.8</td>
<td>1.4</td>
<td>4.6</td>
<td>7.6</td>
<td>2.9</td>
</tr>
</tbody>
</table>

TABLE II. Pixel-based and geometric evaluation results for the Aitkenvale (AV), Hervey Bay (HB), Eltham (EL), Hobart (HT) and Knox (KN) data sets. \(C_{mp}\) = completeness, \(C_{rp}\) = correctness, \(Q_{tp}\) = quality, \(A_{oe}\) = area omission error, \(A_{ce}\) = area commission error, \(B_f\) = branching factor and \(M_f\) = miss factor in percentage; \(RMSE\) = planimetric accuracy in metres.

<table>
<thead>
<tr>
<th>Areas</th>
<th>(C_{mp})</th>
<th>(C_{rp})</th>
<th>(Q_{tp})</th>
<th>(A_{oe})</th>
<th>(A_{ce})</th>
<th>(B_f)</th>
<th>(M_f)</th>
<th>(RMSE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV</td>
<td>95.1</td>
<td>97.1</td>
<td>92.4</td>
<td>4.9</td>
<td>3.0</td>
<td>3.1</td>
<td>5.2</td>
<td>0.57</td>
</tr>
<tr>
<td>HB</td>
<td>91.7</td>
<td>95.6</td>
<td>87.9</td>
<td>8.4</td>
<td>4.4</td>
<td>4.6</td>
<td>9.1</td>
<td>1.42</td>
</tr>
<tr>
<td>EL</td>
<td>83.5</td>
<td>87.4</td>
<td>74.5</td>
<td>17</td>
<td>13.2</td>
<td>14.4</td>
<td>19.8</td>
<td>3.02</td>
</tr>
<tr>
<td>HT</td>
<td>70.1</td>
<td>91.1</td>
<td>65.6</td>
<td>29.9</td>
<td>8.9</td>
<td>9.8</td>
<td>42.7</td>
<td>2.50</td>
</tr>
<tr>
<td>KN</td>
<td>59</td>
<td>91.7</td>
<td>56.4</td>
<td>42.7</td>
<td>8.6</td>
<td>9.1</td>
<td>69.4</td>
<td>2.82</td>
</tr>
<tr>
<td>Average</td>
<td>79.9</td>
<td>92.6</td>
<td>75.3</td>
<td>20.6</td>
<td>7.6</td>
<td>8.2</td>
<td>29.2</td>
<td>2.1</td>
</tr>
</tbody>
</table>

Fig. 6. Building extraction for the Aitkenvale data set: (a) all the extracted roof planar segments (red = removed as trees and cyan = accepted as true building planes) and (b) building footprints overlaid on the orthoimage.

here are big and well separated from each other. There are only 3 to 5% omission and commission errors and branching and miss factors.

The HB data set is the second where the proposed algorithm performed the best. Although the object-based correctness was 100%, which indicates that the method did not detect any false buildings, the completeness and quality values were lower than the maximum. The main reason is that due to low point density the method could not extract small garden sheds as shown in Fig. 7a. However, the method was able to extract all large buildings 50 m\(^2\) in area.

The same trend of missing small buildings has been observed in other data sets. Fig. 7 show some examples of missing small buildings from the KN and HT data sets. Some of the missing buildings were also occluded by the surrounding trees as shown in a magnified snap-shot of the Knox data set in Fig. 7(c). Consequently, in these data sets the completeness values are higher than the correctness values in both object- and pixel-based evaluation.

In the EL data set, a large number of buildings were found merged by the proposed method resulting in the highest detection cross-lap rate for the EL data set. Thus, during evaluation a large number of split operations were required. This phenomenon is illustrated by a number of snap-shots in Fig. 8. In fact, in the EL data set, buildings are close to each other and connected by the surrounding dense vegetation. The opposite scenario was observed in the HT data set, where due to low point density some of the building-parts on the same buildings were detected separately and the evaluation system required merge operations to make appropriate correspondences with the reference buildings. This has significantly contributed to the highest reference cross-lap rate for the HT data set among all the test data sets.

Compared to the HT data set, the EL and KN areas are more hilly and have more occluded buildings. However, the proposed algorithm performed better in the EL data set than in the HT and KN data sets. This is because the point density in the EL data set is higher than that in the HT and KN data sets. In all three, most of the large trees were removed, except in the HT data set where some trees were detected as shown in a red circle in Fig. 7b. As a result, the correctness values are more than 95% for the EL and HT data sets, but lower than 95% for the HT data set, even for buildings larger than 50 m\(^2\) in area. Some of the detected trees in the HT data sets were very dense, so laser points hardly penetrated the canopy. Some of the detected tree tops in the HT data sets were not only very dense, but also shaped such that they appeared to be flat planes. The extracted false buildings on these trees were thus too large to be removed.

For buildings larger than 10 m\(^2\), the method did not do well for the EL, HT and KN data sets. Firstly, these data sets had low point density and secondly, many of the garden sheds were occluded by the dense vegetation in the backyards. However, for buildings larger than 50 m\(^2\), the performance
Fig. 7. Building footprints overlaid on the orthoimage: (a) Hervey Bay, (b) Hobart and (c) Knox. Red circle in (b) shows a false detection (tree). A magnified snap-shot for each scene illustrates the miss detections of small garage and garden sheds.

was more than 90% for all data sets in terms of correctness, completeness and quality. The largest jump was observed in the KN data set (61% quality for buildings larger than 10 m$^2$ to 96% quality for buildings larger than 50 m$^2$). This ensures that a large number of buildings in the KN data set were small garage and garden sheds, which sometimes were occluded by trees as shown in Fig. 7(c).

The trend of the object-based results has been confirmed by the pixel-based results in Table II (for all buildings). The correctness values were higher than the completeness values for all data sets. The highest omission error was observed for the KN data set (43%), followed by the HT (30%) and EL (17%) data sets, due to a large number of small buildings being missed, which has also increased the miss factors for these data sets (69%, 43% and 20%, respectively). The highest area commission error and branching factor, but higher correctness than completeness, for the EL data set entails that many extracted buildings also partly included the neighbouring and occluded trees as shown within red circles in the snap-shots of Fig. 8.

The inclusion of nearby trees with the actual extracted boundary in the EL data set also increased the geometric inaccuracy (RMSE). For other data sets, the RMSE was equivalent to 2 to 3 times of the maximum point-to-point distance $d_{max}$ in the input point cloud data.

C. Comparative results

Since the proposed algorithm is an automatic method and works solely with LIDAR data, one of the existing methods proposed by Awrangjeb and Fraser [1] that used the same data sets has been considered for comparison.

Compared to the existing method [1], the proposed method offered better correctness values in object-based evaluation. This performance difference was observed to be significant for the KN (75% for [1] vs 96% for the proposed method), HT (81% vs 93%) and EL (88% vs 97%) data sets. In pixel-based evaluation, it also showed better correctness in the KN (58% vs 92%) and HT (80% vs 91%) data sets, but slightly lower in the EL data set (90% vs 87%). This is a strong indication that the proposed method successfully removed almost all the vegetation in these complex scenes, but Awrangjeb and Fraser [1] detected some trees as buildings. However, Awrangjeb and Fraser offered better completeness in these data sets.

The same performance trend has been observed for buildings larger than 10 m$^2$ and 50 m$^2$ in area. Awrangjeb and Fraser showed higher detection cross-lap rates in the HT and KN data sets, while the proposed method offered higher reference cross-lap rates in the HB and HT data sets.

V. CONCLUSION

A method for segmentation of LIDAR point cloud data for automatic extraction of building footprints has been proposed. Experimental results have shown that the proposed method is capable of removing trees and thus yielding a higher correctness rate in building footprint extraction than a recently published article [1], especially in complex urban scenes, as exemplified here by Knox, Hobart and Eltham data sets.

However, since the method uses LIDAR data alone, the high RMSE error indicates that the planimetric accuracy is limited by the LIDAR point density. Moreover, the proposed method will not work on curved roofs. Future work aims to look at the development of a new LIDAR segmentation technique for the curved roof and to reconstruct building roof
models. The integration of image data will also facilitate better object extraction where LIDAR information is missing.
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Fig. 8. Building footprints overlaid on the orthoimage for the Eltham data set. A number of magnified snap-shots illustrate the merged detections of neighbouring buildings that require split operations during evaluation.