Abstract—In recent years, flow-based anomaly detection has attracted considerable attention from many researchers and some methods have been proposed to improve its accuracy. However, only a few studies have considered anomaly detection with sampled flow traffic, which is widely used for the management of high-speed networks. This gap is addressed in this study. First, we optimize an artificial neural network (ANN)-based classifier to detect anomalies in flow traffic. The results show that although it has a high degree of accuracy, the classifier loses significant information in the process of sampling. In this regard, we propose a sampling method to improve the performance of flow-based anomaly detection in sampled traffic. While existing sampling methods for anomaly detection preserve only small malicious flows, the proposed algorithm samples both small and large malicious flows. Therefore, the detection rate of the flow-based anomaly detector is improved by about 5% using our algorithm. To evaluate the proposed sampling method, three flow-based datasets are generated in this study.
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I. INTRODUCTION

Rapidly growing networks require scalable methods to analyse the high volume of traffic. Flow-based analysis based on packet headers has been introduced to manage traffic in high-speed networks. In the recent past, a number of studies have been carried out using flow traffic to detect anomalies in high-speed networks. However, the increasing number of flows in modern networks is a problem for network administrators. Various flow-based network management techniques use sampling to manage the high volume of flow traffic. Sampling methods negatively affect the accuracy of anomaly detectors. This study investigates the impact of sampling on flow-based anomaly detection.

A flow is defined as a group of packets having a number of common features such as source IP address, source port, destination IP address, destination port, and protocol [1, 2]. Flow-based anomaly detection is an efficient method for volume attacks generating a large number of flows in a short period. Denial of service (DoS) attacks, distributed DoS (DDoS) attacks, worms, scans and botnets are examples of volume anomalies [3]. In addition, flow-based anomaly detection decreases privacy concerns in comparison with packet-based methods due to the absence of payload [1, 4].

Different methods have been used in developing flow-based anomaly detection systems such as support vector machine (SVM) [3], hidden Markov model [5], self-organising map (SOM) neural network [6], modified random-mutation hill-climbing and C4.5 (MRMHC-C4.5) algorithm [7], frequent pattern mining algorithm [8], data mining and visualization [9], statistical techniques [10], chi-square technique [11], semi-supervised methods [12], and artificial neural networks (ANNs), e.g. multilayer perceptron (MLP) [13].

Heuristic algorithms are extensively used for the optimization of structure and weights of ANNs. Genetic algorithm (GA) [14], simulated annealing [15], immune algorithm [16], particle swarm optimization (PSO) algorithm [17, 18], and gravitational search algorithm (GSA) [19] are a number of heuristic algorithms. GSA [19] is a swarm based heuristic algorithm which is based on Newtonian gravity. GSA is proposed to overcome the slow convergence and local minima problems in traditional training methods in ANNs. An adaptive learning rate, a memory-less algorithm, and fast convergence are important advantages of GSA as compared with similar algorithms such as PSO, and real genetic algorithm [19]. GSA is used in various flow-based anomaly detection systems [13, 20, 21] to analyse the high volume of flow records. An algorithm based on GSA and PSO (PSOGSA) [22] is used to improve the classification of a flow-based dataset [20]. In addition, a prototype classifier based on GSA is developed in [23] to classify instances in multi-class datasets. The paper compares the result with other algorithms like PSO and artificial bee colony (ABC). The results show the effectiveness of a GSA-based classifier in resolving classification problems. GSA is used in this study to improve the accuracy of an MLP classifier.

An overview of flow-based intrusion detection [1] shows the limitations of this method. The large number of flows in the current networks leads network administrators to widely use sampling methods to adapt link traffic to the memory budget and decrease CPU usage. Flow generators such as NetFlow, which is proprietary to Cisco, use sampling methods to reduce the required resources [1, 24].
Traditional sampling methods are mostly designed for monitoring purposes [25]. As these methods change the traffic characteristics, they can decrease the accuracy of anomaly detection algorithms [26, 27]. The impact of sampling on anomaly detection has been investigated in a number of studies [25, 26, 28]. In our study we have made further enhancements to improve the performance of anomaly detection in sampled traffic.

There are two main groups of sampling methods: packet sampling and flow sampling [28, 29]. The packet sampling method, applied to packets before generating flows, is improved in [30], which proposes an adaptive packet sampling method to provide accurate measurements of network traffic. The use of packet sampling methods distorts the distribution of flow features.

In terms of preserving the characteristics of flow traffic, it has been shown that flow sampling, applied to flows, is more efficient than packet-based sampling [29, 31]. However, the required memory and CPU power is greater [26, 28]. In this regard, some flow sampling methods such as smart sampling [32] and sample-and-hold [33] have been introduced to reduce the required memory.

Flow size is the number of packets in a flow. In flow traffic, a large number of flows (including malicious and benign flows) have a small size; however, a small number are large-sized. Small flows carry relatively few packets, but large flows carry the majority of packets.

Traditional sampling methods are mainly designed to handle large flows; however malicious flows are mostly small in size. Therefore traditional methods fail to identify the small malicious flows [34]. The negative impact of sampling methods on machine learning classifiers is shown in [35] which proposes a solution to improve the results. The impact of four sampling methods, random packet sampling, random flow sampling, smart sampling and sample-and-hold sampling, on the performance of a wavelet-based, volume anomaly detection method and two port scan detection algorithms are investigated in [25]. The results clearly show the destructive impact of all of these sampling methods on the detection rate of the anomaly detection method.

The comparison of a number of sampling methods [26] shows that sampling methods often aim to provide quality traffic monitoring and do not preserve the traffic features required for anomaly detection. This is addressed in [36] which proposes selective sampling. Selective sampling [36] targets small sizes to improve anomaly detection. However, it is suitable only for small malicious flows and hence, large anomalies are lost. Smart sampling [32], on the other hand, is a probabilistic method biased for large flows and it gives low probability to small flows which are mostly the source of attacks [25, 34].

The impact of selective sampling and smart sampling on anomaly detection is studied in [34] which considers the entropy changes during a number of attacks in sampled traffic. According to the results, selective sampling is a suitable choice for small-sized anomalies, but large-sized anomalies are better sampled by smart sampling.

Intelligent flow sampling [28] addresses the negative impact of sampling on traffic analysis with two-stage flow sampling. The first stage extracts the features required for analytic algorithms, and an adaptive sampling algorithm is proposed for the second stage. The adaptive sampling method focuses more on the flows with rare features to improve anomaly detection in sampled traffic.

Our study investigates the impact of flow sampling in ANN-based anomaly detection and proposes a sampling technique that is capable of capturing both small and large malicious flows. Our proposed flow sampling technique (FST) consists of two stages (see Fig. 1). The first stage is the feature extraction, which is responsible to extract information of the flow size. A sampling method, which is an optimized selective sampling (OSS), is proposed for the second stage of FST to sample malicious flows. The components of our proposed technique are shown in Fig. 1.

The detection rate in ANN-based anomaly detection of sampled traffic is improved in our study. Our contribution is as follows:

Benchmark data - flow-based datasets are essential for evaluating the flow-based anomaly detection systems. CAIDA DDoS datasets [37], CAIDA Traces 2013 [38], and DARPA datasets are packet-based datasets used in our study to generate flow-based datasets.

GSA algorithm - it is used to optimize the interconnection weights of a two-layer MLP neural network. This optimized classifier is trained with our generated flow-based datasets to distinguish between benign and malicious flow traffic (Fig. 1).

FST - flow-based anomaly detection using sampled traffic is an open issue which is improved in this study by proposing FST (Fig. 1). The first step of FST extracts the distribution of flow sizes, and then the results are passed to the proposed sampling method, OSS.

The proposed OSS method is used to sample both small and large malicious flows. In this method, a threshold is defined based on the total number of packets received by each size. Flow sizes, small or large, which receive packets more than the threshold, are sampled with greater priority. OSS improves the performance of our anomaly detector in sampled traffic.

The remainder of this paper is organized as follows. Section II explains the methodology. Section III provides a brief description of the datasets used. Section IV provides the experimental results of the ANN-based flow.
anomaly detection system. Section V describes the method used in this study to deal with sampled traffic and section VI concludes the paper.

II. METHODOLOGY

This study investigates the impact of flow sampling on ANN-based anomaly detection. An accurate ANN-based classifier is required to be investigated with different sampling algorithms. We use an MLP neural network to detect anomalies in flow traffic. To improve the performance, the interconnection weights of this classifier are optimized using the GSA algorithm (see Fig. 1) [13]. The performance of the optimized MLP is evaluated in flow sampling methods, smart sampling and selective sampling.

A. Gravitational Search Algorithm

According to Newton’s law, each particle in the universe attracts other particles. This is the basis of the GSA algorithm [19]. In GSA, agents are considered as objects and their masses are used for measuring their performance. All objects move towards the objects with heavier masses. Each mass (agent) in GSA also has a position corresponding to the solution of a problem. Heavy masses move more slowly and are known as good solutions. There are three kinds of masses [19]. $M_0$ is an active gravitational mass which shows the strength of the gravitational field because of a particular object. $M_p$ is a passive gravitational mass which is related to the strength of an object’s interaction with the gravitational field. Inertial mass or $M_i$ is related to the resistance of an object to change its state of motion when a force is applied. The agents with bigger inertial masses have slower motion in the search space and a more accurate search while the bigger gravitational mass has faster convergence due to having a higher attraction. A fitness function is used to determine the gravitational and inertial masses [19]. In (1), the position of $i^{th}$ agent in the $d^{th}$ dimension is $x_i^d$.

$$X_i = (x_i^1, ..., x_i^d, ..., x_i^N) \quad \text{for} \quad i = 1, 2, ..., N \quad (1)$$

The force on mass $i$ from mass $j$ at time $t$ is $F_{ij}^d(t)$ and is defined as in (2). $M_{aj}$ is the active gravitational mass of agent $j$ and $M_{pj}$ is the passive gravitational mass of agent $i$. Gravitational constant at time $t$ is $G(t)$. $\varepsilon$ is a small constant and $R_{ij}(t)$ shows the Euclidian distance between agents $i$ and $j$. $R_{ij}(t)$ is defined as in (3).

$$F_{ij}^d(t) = G(t) \frac{M_{aj}(t) \times M_{pj}(t)}{R_{ij}(t) + \varepsilon} (x_j^d(t) - x_i^d(t)) \quad (2)$$

$$R_{ij}(t) = || X_i(t), X_j(t) || \quad (3)$$

The total force on agent $i$ is as in (4), where $rand_j$ shows a random number in the interval $[0, 1]$. The acceleration of the agent $i$ in direction $d$ is defined as in (5). The next velocity and position of an agent are defined as in (6) and (7).

$$F_i^d(t) = \sum_{j=1,...,N} rand_j F_{ij}^d(t) \quad (4)$$

$$a_i^d(t) = \frac{F_i^d(t)}{M_i(t)} \quad (5)$$

$$v_i^d(t+1) = rand_i \times v_i^d(t) + a_i^d(t) \quad (6)$$

$$x_i^d(t+1) = x_i^d(t) + v_i^d(t+1) \quad (7)$$

$G$, the gravitational constant, is $G_0$ at the beginning and will be decreased with time. In GSA, $G$ is defined as in (8), where $\alpha$ is a constant and $T$ is the total number of iterations and $t$ is the current iteration.

$$G(t) = G_0 e^{-\alpha \frac{t}{T}} \quad (8)$$

The inertial mass is defined as in (9) while $fit(t)$ is the fitness value of agent $i$. The best($t$) and worst($t$) for minimization problems are defined by (10) and (11) and for maximization they are defined by (12) and (13):

$$m_i(t) = \frac{fit(t) - worst(t)}{best(t) - worst(t)} \quad (9)$$

$$best(t) = \min_{j \in \{1,...,N\}} fit_j(t) \quad (10)$$

$$worst(t) = \max_{j \in \{1,...,N\}} fit_j(t) \quad (11)$$

$$best(t) = \max_{j \in \{1,...,N\}} fit_j(t) \quad (12)$$

$$worst(t) = \min_{j \in \{1,...,N\}} fit_j(t) \quad (13)$$

In GSA, only $K_{best}$ agents attract other agents. $K_{best}$ has the initial value of $K_0$ but it is reduced with time. At first, all agents apply the force and finally only one agent remains applying force to the others so we will have (14) instead of (4).

$$F_i^d(t) = \sum_{j \in \{k_{best}\}} rand_j F_{ij}^d(t) \quad (14)$$

We can summarize the function of GSA as follows [19]: 1) Initialize population. 2) Fitness evaluation for each agent. 3) Update $G(t)$, best($t$) and worst($t$). 4) Calculate $M$ and acceleration for agents. 5) Calculate the new velocity and position. 6) If it meets end of criterion, it is the best solution, else go to step 2. The comparison between GSA and PSO shows that GSA has merit in the field of optimization [19].

B. GSA-based Flow Anomaly Detection System

The classification of nonlinearly separable patterns can be performed using an MLP with two layers. An MLP is commonly trained with back-propagation (BP) algorithms. In BP algorithms, sometimes the convergence is to the points that are the best solutions locally (local minima) not globally (global minimum). To avoid local minima, heuristic optimization algorithms have been proposed.
GSA is a heuristic optimization algorithm which normally works well in searching for the global minimum. In our proposed anomaly detection system, we first employ a GSA algorithm to optimize the interconnection weights of a two-layer MLP (see Fig. 1). Then, the optimized MLP is deployed to detect anomalies in flow-based traffic. The two-layer MLP has one hidden layer and an output layer. The MLP has three nodes in the hidden layer and two nodes in the output layer. Two output nodes perform the classification of the flow-based traffic into malicious and benign subsets.

The GSA algorithm generates an initial population of masses corresponding to the weight coefficients of the MLP. The movement of masses shows an update in the weight coefficients to decrease mean square error (MSE). In each step, the positions of all masses are updated based on the calculated velocity in that step. These new positions correspond to the new weights. These weights are used to calculate MSE. Training is finished whenever it achieves the maximum number of iterations or an acceptable error.

The parameters of the GSA algorithm are shown in Table 1. We manually tried different numbers to find these optimum parameters which cause the highest accuracy. The generated flow-based datasets are used to train our GSA-based MLP. We implement our system in MATLAB version R2012a (7.14.0.739). The optimized MLP cannot be trained with the dataset in its original form, therefore preprocessing is required. The dataset should be scaled to the range [-1; +1] to achieve optimal classification results. We use the Min-Max normalization method performing as given in (15) [13]. \( x_{\text{max}} \) and \( x_{\text{min}} \) are the maximum and minimum values of each feature. The data is rescaled to the range of values \( (t_{\text{max}} - t_{\text{min}}) \times \frac{(x - x_{\text{min}})}{(x_{\text{max}} - x_{\text{min}})} + t_{\text{min}} \).

\[
x = (t_{\text{max}} - t_{\text{min}}) \times \frac{(x - x_{\text{min}})}{(x_{\text{max}} - x_{\text{min}})} + t_{\text{min}}
\]

C. Flow Sampling Methods

The size of a flow is the number of packets carried by the flow. The distribution of flows is heavy-tailed for flow size. The majority of flows are small-sized while few of them are large [35].

Although there are few large flows, they carry a large number of packets. Therefore, traditional sampling methods are biased toward large flows, as they are important for efficient bandwidth monitoring. These methods cannot sample small flows which are the source of most attacks. A number of sampling methods could improve anomaly detection by focusing on small flows, but they lose the small population of large malicious flows carrying a great number of malicious packets [34].

This section describes two important probabilistic flow sampling methods, smart sampling and selective sampling.

**Smart sampling:** It allocates a probability to each flow, based on the flow size [32, 34]. The probability is defined as in (16), where \( x \) shows the flow size in packet number and \( t \) is a threshold. In the smart sampling method, the probability of flow sizes larger than the threshold is 1. However, the probability under the threshold is proportional to flow sizes.

\[
p(x) = \begin{cases} 
\frac{x}{t} & \text{if } x < t \\
1 & \text{if } x \geq t 
\end{cases}
\]

Smart sampling cannot sample small malicious flows effectively due to its focus on large sizes.

**Selective sampling:** It aims to sample small flows with greater priority [36]. Each flow is sampled with probability \( p(x) \) as shown in (17), where \( x \) is the flow size, \( t \) is a threshold, \( 0 < c \leq 1 \) and \( n \geq 1 \). The probability for sizes larger than the threshold is a constant number, \( c \). However, the probability for sizes larger than the threshold is inversely proportional to the size [34]. Selective sampling adjusts the number of samples using parameter \( c \).

\[
p(x) = \begin{cases} 
c & \text{if } x \leq t \\
\frac{t}{1} \times \frac{1}{n 	imes x} & \text{if } x > t
\end{cases}
\]

III. FLOW-BASED DATASETS

While benchmark datasets are essential for the evaluation of flow-based anomaly detection systems, there are not sufficient public datasets which can be used. The first labelled flow-based dataset was captured in a real network environment by monitoring a honeypot [39]. A 10-Gbps optical Internet connection was monitored for this dataset. However, this dataset contained only malicious flows and it was very large. Therefore, it was modified [3] and a new dataset called Winter’s dataset was generated. In spite of real networks, the number of benign flows in Winter’s dataset was very small compared with malicious flows. As this dataset over-represented the number of malicious flows, this may have affected the evaluation of anomaly detection systems. This problem was addressed in another flow-based dataset extracted from packet-based DARPA dataset [40]. This dataset, however, contained only flow records with a specific destination IP address. Therefore, in this study we generate a number of flow-based datasets to provide a more comprehensive evaluation of flow-based anomaly detection.

NetFlow is responsible for generating flow records in Cisco routers. A NetFlow consists of two components: NetFlow exporter and NetFlow collector (see Fig. 2). The exporter creates flow records using the headers of incoming packets. The collector stores these flow records and sends them to NetFlow analysers for further analysis. In this study, NetFlow is simulated to generate the required flow-based datasets. NetFlow components, NetFlow exporter and NetFlow collector, are simulated.
using Softflow and Flowd [40]. Softflow [41] receives packets and generates flow records. These flows are then sent to the NetFlow collector, Flowd [42].

Packet-based datasets, CAIDA DDoS datasets, CAIDA Traces 2013 and DARPA datasets [37, 38], are used in this study to generate a number of flow-based datasets. The CAIDA DDoS dataset contains one hour of DDoS attacks which occurred in 2007. This dataset contains special types of DDoS attacks which use all the bandwidth of the network from the Internet to a server. These DDoS attacks stop access to that server.

The CAIDA Traces 2013 dataset is captured by monitoring high-speed Internet backbone links. The traces are in two groups, CAIDA’s Equinox-Chicago and Equinox-San Jose. These traces are publicly available for research on Internet traffic and security systems.

The existing flow-based DARPA dataset [40] focuses only on flows sent to a specific destination address. Therefore, a flow-based DARPA dataset including all destination hosts is generated in this study. Table II shows detailed information about the number of generated flows in each dataset. Each flow record has eight features in the generated datasets: a) source IP address, b) source port, c) destination IP address, d) destination port, e) packets, b) octets, f) TCP flags, and g) IP protocol.

### IV. EXPERIMENTAL RESULTS AND ANALYSIS

For measuring the performance of the anomaly detector, four metrics are used [13]. Recall, Error Rate (ER), Miss Rate (MR) and False Alarm Rate (FAR) are defined as in (18) to (21) [13]. True Positive (tp) and True Negative (tn) show correct detection of malicious and benign traffic respectively. False Positive (fp) corresponds to the incorrect detection of benign traffic and False Negative (fn) is the error in the detection of malicious traffic [3].

\[
\text{Recall} = \frac{tp}{tp + fn} \quad (18)
\]

\[
\text{ER} = \frac{fp}{tp + fn + fp} \quad (19)
\]

\[
\text{MR} = \frac{fn}{tp + fn} \quad (20)
\]

\[
\text{FAR} = \frac{fp}{tn + fp} \quad (21)
\]

The large number of flows in Table II needs a long training phase. Therefore, initially, two smaller datasets are randomly selected from the CAIDA and DARPA datasets respectively. Each of these datasets has 200,000 flows including benign and malicious flows. The ratio of malicious to benign flows in both selected datasets is the same, 1:3, and is equal to that of the original flow-based DARPA dataset in Table II. The selected datasets are shown in Table III.

### TABLE III. SELECTED FLOW-BASED DATASETS

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Malicious Flows</th>
<th>Benign Flows</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomly selected</td>
<td>45,610</td>
<td>154,390</td>
</tr>
<tr>
<td>Sampling Rate</td>
<td>200,000</td>
<td>200,000</td>
</tr>
</tbody>
</table>

### TABLE IV. PERFORMANCE MEASURES OF GSA-BASED ANOMALY DETECTOR COMPARED TO OTHER ALGORITHMS

<table>
<thead>
<tr>
<th>Flow-based Detector</th>
<th>Sampling</th>
<th>Recall (%)</th>
<th>ER (%)</th>
<th>MR (%)</th>
<th>FAR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSA-based MLP</td>
<td>GSA</td>
<td>95.16</td>
<td>2.44</td>
<td>4.43</td>
<td>1.64</td>
</tr>
<tr>
<td>PSO-based MLP [20]</td>
<td>GSA</td>
<td>97.41</td>
<td>3.28</td>
<td>6.31</td>
<td>2.03</td>
</tr>
<tr>
<td>EBP-based MLP</td>
<td>Random</td>
<td>93.86</td>
<td>4.51</td>
<td>8.12</td>
<td>2.01</td>
</tr>
<tr>
<td>BBNN [40]</td>
<td>Random</td>
<td>99.92</td>
<td>3.18</td>
<td>...</td>
<td>5.14</td>
</tr>
<tr>
<td>SVM (RBF) [40]</td>
<td>Random</td>
<td>92.07</td>
<td>6.56</td>
<td>...</td>
<td>5.20</td>
</tr>
<tr>
<td>SVM (sigmoid) [40]</td>
<td>Random</td>
<td>99.73</td>
<td>3.54</td>
<td>...</td>
<td>5.39</td>
</tr>
<tr>
<td>Naïve Bayes [40]</td>
<td>Random</td>
<td>46.83</td>
<td>23.02</td>
<td>...</td>
<td>2.49</td>
</tr>
<tr>
<td>GSA-based MLP</td>
<td>GSA</td>
<td>96.20</td>
<td>1.83</td>
<td>2.17</td>
<td>1.51</td>
</tr>
<tr>
<td>PSO-based MLP</td>
<td>GSA</td>
<td>94.71</td>
<td>2.15</td>
<td>2.45</td>
<td>1.63</td>
</tr>
<tr>
<td>EBP-based MLP</td>
<td>GSA</td>
<td>93.14</td>
<td>3.14</td>
<td>4.11</td>
<td>2.20</td>
</tr>
</tbody>
</table>

### TABLE V. PERFORMANCE OF GSA-BASED ANOMALY DETECTOR WITH DIFFERENT SAMPLING METHODS

<table>
<thead>
<tr>
<th>Flow-based Dataset</th>
<th>Detector</th>
<th>Sampling</th>
<th>Recall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DARPA</td>
<td>GSA-based MLP</td>
<td>Original traffic</td>
<td>98.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Selective sampling</td>
<td>24.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Random sampling</td>
<td>17.35</td>
</tr>
<tr>
<td>CAIDA</td>
<td>GSA-based MLP</td>
<td>Original traffic</td>
<td>96.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Selective sampling</td>
<td>22.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Smart sampling</td>
<td>8.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Random sampling</td>
<td>20.12</td>
</tr>
<tr>
<td>Trace CAIDA Traces</td>
<td>Volume anomaly detection</td>
<td>Smart sampling [25]</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Random sampling</td>
<td>25</td>
</tr>
</tbody>
</table>

First, the GSA-based anomaly detector is trained and tested with selected flow-based DARPA datasets and flow-based CAIDA with no sampling applied. GSA is compared with a number of heuristic algorithms in the optimisation of MLP weights. The performance of GSA and these training algorithms in tuning MLP weights are investigated and the experiments are repeated 10 times. Table VI shows the averaged results. The iteration
number is 600 for all of the methods. Limiting FAR in anomaly detection is a priority [3, 13]. According to Table IV, GSA has the lowest FAR. Additionally, GSA creates the highest recall compared to other methods. Therefore, GSA-based MLP is selected to be evaluated in sampled traffic.

In the second step, GSA-based MLP will be evaluated with three flow sampling methods: random flow sampling, smart sampling and selective sampling (see Table V). In the sampled traffic, the false negative is $f_n$ and it is as in (22), where $u_m$ is the number of unsampled malicious flows. Therefore, $f_n$ in (18) to (21) will be calculated using (22) in sampled traffic.

$$f_n = f_n + u_m$$  \hspace{1cm} (22)

In NetFlow, the sampling rate is static and is based on the worst situation [1]. A fixed sampling rate, 0.1, is selected in this study (see Table III). Table V compares the impact of different sampling methods on the recall of the GSA-based anomaly detector. The results are also compared with another study [25]. Due to a 0.1 sampling rate, 90% of the traffic will be lost. As Table V shows, in sampled traffic there is a significant drop in the recall of the anomaly detector. While selective sampling provides the best recall, large malicious flows are detected by smart sampling [34].

V. DEALING WITH SamPLING TRAFFIC

The distribution of malicious flows in flow-based CAIDA DDoS and DARPA datasets is shown in Fig. 3. As shown in this figure, a large number of malicious flows are small in size and a small number of them are large in size. In spite of the small number of large flows, they carry significant numbers of packets. Selective sampling only focuses on small malicious flows, while smart sampling is suitable for large malicious flows [34]. An optimized version of selective sampling is proposed in this study to cover both types of malicious flows.

A. Proposed Sampling Method

Small malicious flows carry a large number of packets owing to their frequency. In addition, large malicious flows have a lot of packets due to their size. Fig. 4 shows the number of packets carried by different flow sizes in DARPA and CAIDA DDoS datasets. This figure clearly shows that the majority of packets are carried by a small number of flows. Therefore, flow sizes can be sampled with greater priority if their carried packets are larger than a particular threshold.

The proposed FST in Fig. 1 initially extracts information about each flow size based on the total number of packets carried by flows with that size. Then, it uses the proposed OSS method to sample, based on the distribution of flow sizes (see Fig. 1). The proposed OSS method, which can sample both small and large malicious flows, is the optimized version of selective sampling.

OSS is a probabilistic method in which each flow is sampled with the probability $p(x)$ as shown in (23), where $x$ is the flow size in packet number, $y(x)$ is the number of packets received by flow size $x$, $t$ is the threshold, and $0 < b \leq 1, m \geq 1$.

$$p(x) = \begin{cases} \frac{y(x)}{mt} & y(x) < t \\ b & y(x) \geq t \end{cases}$$  \hspace{1cm} (23)

Each flow size which carries packets more than the threshold is sampled with greater priority and it is sampled with a constant number, $b$. Our proposed method can sample small and large malicious flows which carry a large number of packets.

This study chooses a static sampling rate which is adjusted by the threshold. In the following sections, the performance of the OSS method is compared with those of other sampling methods with the same sampling rate. The OSS method improves the performance of flow-based anomaly detection. It also preserves more malicious packets compared with other methods.

B. Results

Selective sampling focuses on small flows which are the possible source of a large number of anomalies. According to Table V, selective sampling gives the highest rate of detected malicious flows (recall). However, some anomalies generate large flows carrying a large number of packets. Fig. 3 shows that a number of malicious flows have large size. These anomalies are not sampled in the selective sampling method due to their size.
Smart sampling is an appropriate method for large anomalies. Smart sampling has the minimum rate of recall in Table V, as there are a small number of large malicious flows in flow traffic. The proposed OSS method optimizes selective sampling to sample large flows. Therefore, it has the advantages of both selective and smart sampling methods.

In terms of recall, the results of OSS are compared with other sampling methods (see Fig. 5). Fig. 5 compares the percentage of recall by flows, i.e. the rate of detected malicious flows, in different sampling methods [35]. It is shown that OSS has the highest rate of recall by flows. The recall of OSS is also better than the recall of another study in Table V.

The OSS method helps to detect most malicious flows and its recall by flow is better than that of selective sampling. Smart sampling has the lowest recall by flows; therefore, it loses a lot of attacks.

To improve anomaly detection, a sampling method should be able to preserve as many malicious packets as possible. Recall by packets shows the number of malicious packets carried by detected flows. Fig. 5 shows that the OSS method has a high recall by packets.

Smart sampling samples all large malicious flows with probability 1; therefore, it can preserve a lot of malicious packets. According to Fig. 5, the results from OSS and smart sampling are very close in terms of recall by packets. Our proposed sampling method has merit in sampling both small and large flows. Thus, its recall by packets is more than that of selective sampling. The high performance of the OSS method is shown in Fig. 5.

OSS gives a high priority to a flow size, when the number of carried packets by that flow size is larger than the threshold (Fig. 4). The OSS method can sample large flows, which are mostly ignored in selective sampling. Monitoring tools usually sample large flows; therefore, OSS is a good option for monitoring purposes. In addition, OSS can sample both small and large malicious flows. Thus, it captures flows required for flow-based anomaly detection.

To provide a comprehensive evaluation, OSS is examined with different sampling rates and its performance is compared with other sampling methods (see Fig. 6). In all sampling rates, the recall by flows in OSS is the highest, and it is close to that of selective sampling. OSS can significantly improve the percentage of recall by packets compared to selective sampling and its result is close to that of smart sampling.

Fig. 6 also shows the impact of the sampling rate on the detection rate of malicious flows. An increase in the sampling rate helps OSS to save more malicious flows; therefore, the recall of the flow-based anomaly detector will be increased.

VI. CONCLUSION

Flow-based anomaly detection was introduced to handle the analysis of the high volume of traffic in high-speed networks. Recently, sampling methods have been
widely employed to decrease the large numbers of flows in modern networks, but they seriously destroy flow-based anomaly detection. In this study, an optimized MLP was developed to detect anomalies in sampled flow traffic. Then, we proposed an optimized selective sampling method in which flows were sampled based on the number of received packets. In contrast to traditional methods, our method could sample both small and large malicious flows. The proposed sampling method improved the detection rate of our MLP-based anomaly detection by about 5%. A number of flow-based datasets were generated to evaluate our anomaly detector and the proposed sampling method. The future aim of this study is to develop an adaptive sampling rate.
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**Figure 6.** Sampling methods with different sampling rates
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