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Abstract

Trapped ion qubits are a promising technology for building large-scale quantum

computers, and numerous high-�delity quantum logic gates have been demon-

strated with this platform. However, most trapped ion quantum gates require

the resolution of speci�c motional sidebands of trapped ions in the adiabatic

regime. Thus, the gate speeds cannot exceed the MHz secular frequencies of

trapped ions, limiting the practical gate implementations to timescales of� � s.

One approach to overcome the intrinsic gate speed limits is fast entangling

gates with ultrafast pulsed lasers, also known asfast gates. Fast gates are

a non-adiabatic approach, based on state-dependent photon recoil kicks, also

known as state-dependent kicks, from a sequence of counter-propagating, res-

onant, ultrafast Rabi � -pulse pairs applied to two trapped ions. Each� -pulse

pair induces an absorption and stimulated emission of a photon, resulting in

2�hk momentum kicks applied to the ions, with the best e�ciency of the mo-

mentum transfers possible when using single resonant� -pulses. The spatial

displacements of the ions, precisely controlled by the series of the momentum

kicks, are the fundamental mechanism for the gates to work as fast controlled-

phase gates, whose gate speeds are no longer limited by the secular frequencies

of the ions, and thus sub-microsecond gate speeds are feasible.

During my research, I demonstrated a key component of fast gates, which is

an ultrafast coherent excitation of a single171Yb+ ion across the2S1=2� 2P1=2

transition with a single, near-resonant picosecond pulse at 369.52 nm, with

a maximum population transfer of 94(1)%. To achieve the result, the pulsed

laser system was vastly modi�ed to accurately tune the central frequency of

the pulsed laser across the atomic resonance of171Yb+ . I also devised a novel

method to constantly monitor and stabilise the central frequency with a high-

resolution di�raction grating spectrometer. The main limiting factors towards

the higher-accuracy population transfer with a single pulse are several di�erent

types of perturbations, including laser intensity and frequency �uctuations and



other experimental noises. I thoroughly characterised the laser properties and

noises that could deteriorate the gate �delity and proposed solutions to stabilise

the �uctuations to achieve a higher population transfer e�ciency. Based on the

noise measurements, I investigated the impact of non-ideal imperfect� -pulses

on gate performances and estimated realistic gate �delity for some gate schemes

that could provide a usable gate �delity in our system. Finally, I conclude this

thesis by considering a future architecture with new methods to realise higher-

accuracy coherent population transfer, more robust against the laser noises, to

achieve sub-microsecond fully entangled two-qubit phase gates.
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1

Introduction

In December 1959, the American physicist Richard Feynman, who was awarded the Nobel

Prize in Physics in 1965, delivered a public speech entitled �There's Plenty of Room at

the Bottom� (16). In his speech, he predicted that one day, our technology would reach

the atomic scale, where atoms on such a small scale behave like nothing on a large scale,

governed by the laws of quantum mechanics. In the early 1980s, quantum computing

(QC) emerged when the physicist Paul Benio� showed the theoretical feasibility of quan-

tum computing with his quantum mechanical model of Turing Machines (17). P.W. Shor

developed a quantum factoring algorithm that factors integers in polynomial time in 1994

(18), where it was shown that the integer factorisation problem could be e�ciently solved

on quantum computers, which give almost exponentially faster computation speeds than

the most e�cient known classical factoring algorithm. Since the breakthrough, QC has

rapidly developed from its visionary ideas to physical attempts to exploit a very powerful

form of computation based on the laws of quantum mechanics to process information faster

than the best classical computers physically can do.

One promising approach to realise such quantum algorithms on real QC is to use trapped

ions. Ion traps can con�ne charged particles for many hours using a combination of electric

or magnetic �elds (19). They are very useful for many applications, including mass spec-

trometry (20), frequency standards (21), tests of quantum mechanics (22),g-factor (23),

mass measurements (24), collision studies (25), and lifetime measurements (26). Since

the invention, ion traps have been used to trap large numbers of ion crystals and have

developed towards the realisation of large-scale quantum information processing (QIP).

In 2000, the American theoretical physicist David P. DiVincenzo summarised a list of

�ve key criteria that every quantum computer should satisfy to realise the large-scale QIP,

known as theDiVincenzo's quantum computation criteria (27, 28):

1



1. INTRODUCTION

1. A scalable physical system with well characterised qubits

2. The ability to initialise the state of the qubits to a simple �ducial state

3. Long relevant decoherence times, much longer than the gate operation time

4. A universal set of quantum gates

5. A qubit-speci�c measurement capability

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

6. The ability to interconvert stationary and �ying qubits

7. The ability to faithfully transmit �ying qubits between speci�ed locations

with criteria 6 and 7 only required for the realisation of quantum communication where

the qubits themselves travel across to convey the information between multiple sites.

First of all, a physical system that contains a collection of quantum bits, orqubits , needs

to be prepared (criterion 1). Qubits are the quantum mechanical analogue of classical bits.

They are two-level quantum systems where two basis qubit states are usually written as

j0i and j1i and must be able to interact with other qubits (29). In trapped ion QC, qubits

are typically realised by the internal states of the trapped ions, including hyper�ne qubits

(30, 31, 32, 33), optical qubits (34, 35), and Zeeman qubits (36, 37). Those qubit states are

manipulated with atom-photon interactions, including laser and microwave sources, which

enable the implementation of quantum gate operations (38). The interaction between a pair

of qubits is realised by an ion-ion Coulomb repulsive interaction in a harmonic potential

of the ion trap, which is much stronger than any other interactions for typical separations

between ions of a few micrometers (39, 40).

Secondly, the qubit system must be able to initialise and read out the qubit states with

high accuracy (criteria 2 and 5). In trapped ion QC, many research groups have already

experimentally demonstrated high-�delity initial state preparation (41, 42, 43) and readout

schemes (41, 44, 45). Any type of QC requires the initial state preparation of the qubits

at the beginning of the computation and the e�cient state readout of the qubits at the

end of the computation.

Thirdly, the large-scale QC requires both single-qubit and non-trivial two-qubit gate

operations, including controlled-NOT gates (46) with su�ciently long coherence times

(criteria 3 and 4). High-�delity gate operations with �delities above 99.9%, including

single-qubit gates with �delity of 99.9999% (47) and two-qubit gates with a �delity of
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99.9% (48) have been demonstrated by many research groups thanks to all the above

strong features that the trapped ion qubits possess (30, 35, 48). The �delity of these

gate methods satis�es the requirement for fault-tolerant QC using high-threshold quantum

error correction codes (49). Regarding coherence time, the trapped ion qubits have already

achieved very long coherence times ranging from over 10 minutes (31) to approximate of

one hour for hyper�ne qubits in 171Yb+ (50). Overall, the gate �delity and coherence times

of trapped ion qubit are superior to the other qubit candidates, such as superconducting

circuit with gate �delity of 99.4% (51) and coherence time of10� 4 s (52).

Trapped ion qubits have ful�lled all of the criteria since 2004 (53), being regarded as one

of the most promising QIP platforms (30, 40, 48, 54, 55, 56, 57). Currently, there are only

a few qubit candidates that ful�ll DiVincenzo's �ve criteria, including superconducting

electronic circuits (58), single-photon linear optics (59), and semiconductor spin qubits

(60) among over hundreds of qubit systems and sub-systems as ful�lling all the criteria in

one platform is technically challenging. Trapped ion qubits also have great scalability for

large-scale QC architectures. In 2016, a scalable loading of a two-dimensional ion array

was demonstrated in a two-dimensional magneto-optical trap, where four88Sr+ ions were

trapped in 2 � 2 square geometry (61). Over hundreds of171Yb+ ions were trapped for

hours in a linear con�guration in 2018 (62).

One big challenge towards realising the large-scale trapped ion QC is implementing high-

�delity multi-qubit gate operations at much faster rates than currently demonstrated with

even larger numbers of qubits. An essential requirement for large-scale QC is a high ratio

between the quantum system's decoherence time and the timescale for quantum gates.

The majority of the current two-qubit entangling gates with trapped ion qubits, including

Cirac-Zoller gates (63, 64) and Mølmer-Sørensen (MS) gates (39, 65), use spectroscopically-

resolved motional sidebands of the qubit transition to implement the gate operations.

These gate schemes must be performed in the adiabatic timescale of� � s, which is signif-

icantly longer than the secular frequency of the ions. Moreover, these gate schemes often

require (near) motional ground state cooling (66) and individual addressing of ions with

tightly focused lasers, which becomes technically more challenging with the increase in the

number of ions in the trap (63).

For implementing these gate schemes with a speci�c pair of qubits in a long ion chain,

the harmonic potential along the trapping axis needs to be reduced with the larger number

of ions trapped in a Paul trap, which makes the trapping period even longer, resulting in

longer gate time for the adiabatic motional-resolved entangling gates (67). To make matters

worse, with larger numbers of trapped ions, it becomes more challenging to address only the
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speci�c qubits without causing unwanted cross-talks. Thus, despite the great scalability

in trapped ion QC, the number of ions used for the gate operations in a single ion chain

with this approach is at most 20 (68), meaning that the capability for the large-scale QC is

fundamentally limited by the number of entangling gates which can be performed within

their decoherence time. Therefore, a novel method for the larger numbers of high-�delity

entangling gates is essential to realise the large-scale QC in the trapped ion platforms.

In 2003, Garcia-Ripoll et al. proposed a novel quantum logic gate, calledfast entan-

gling gates (fast gates) (69). Fast gates can be realised by using ultrafast pulsed lasers

to overcome the intrinsic speed limits of conventional trapped ion entangling gates. Fast

gates are implemented in a non-adiabatic regime, where higher laser power can be used

for strong light-atom interactions, where many motional modes of trapped ions are excited

simultaneously such that the gate operation becomes independent of the initial motional

modes (64, 70). This implies that the gate schemes do not require the motional ground

state cooling or individual addressing of the ions with multiple laser sources, and new gate

speed limits are set by laser repetition rates. With appropriate laser control, including

the repetition rate and intensity stability, the gate speeds can be improved by orders of

magnitude faster than the present limits dictated by the secular frequency of the ion traps.

Thus, fast gates have great potential to vastly improve the gate speeds. Currently,

numerous approaches have been taken towards the demonstration of fast gates, including

fast single-qubit and two-qubit gate schemes (6, 71, 72, 73, 74). Fast single-qubit gate

operations (73) and a single ion spin-motion entanglement (72) have been demonstrated in

timescales faster than the secular frequencies of the trapped ions. Several two-qubit fast

gates have also been demonstrated using trains of sub-Raman pulses (75) or amplitude-

shaped Raman pulses (76) for their gate operations. The latter scheme uses amplitude-

shaped Raman pulses to generate entanglement between two ions with a highest gate

speed of 480 ns, but the gate �delity is as low as 60% due to a primary error from Lamb-

Dicke approximation breakdown from using Raman pulses. In the scheme, higher gate

�delity is achievable at a cost of greater laser intensity, which could lead to higher photon

scattering error. Though the implementation of fast gates is still challenging due to the

technical limitations of e.g., �xed pulse timings or slow repetition rates, we have an ultrafast

ultraviolet (UV) pulsed laser that can deliver almost arbitrary switching pattern of UV

pulses with a repetition rate of 300.00000 MHz (7), su�ciently fast for the implementation

of some fast gate schemes. The laser system was originally designed and developed by Dr.

Mahmood Irtiza Hussain in 2017, with the system being partially characterised in his work

(77). In my thesis, thorough characterisations were conducted, with some major system
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modi�cations taken place, to experimentally demonstrate resonant� -pulse implementation

for fast gates.
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Ion Trap and Quantum Computing

2.1 Ion Trap and its History

Ion traps have become powerful instruments for precise spectroscopy, metrology, fundamen-

tal quantum physics experiments, and quantum computation since their �rst demonstration

in 1950s (78, 79). The inventors of ion trapping, Wolfgang Paul and Hans Dehmelt, were

awarded Nobel Prize in Physics in 1989 for contributions of importance for the develop-

ment of atomic precision spectroscopy (80). Paul invented a radio frequency (RF) trap,

or Paul trap that applies an oscillating RF voltage to a ring electrode to con�ne charged

particles as shown in Fig. 2.1. The Penning trap, developed by Hans Dehmelt, uses a

combination of static electric and magnetic �elds to con�ne charged particles. Paul traps

and Penning traps are two of the most common types of ion traps. Paul traps have been

used to perform spectroscopy to measure the excited state lifetimes of ions (81), to per-

form spectroscopic measurements of the hyper�ne splitting in ions (82), to study biological

compounds (83), and to realise entangled states for quantum computing (84, 85) among

many other tasks. Trapped ions are also widely used for the experimental demonstration

of quantum algorithms (86, 87) and quantum simulations (88, 89).

In 1994 P.W. Shor developed a quantum factoring algorithm that calculates the prime

factors of the large number signi�cantly more e�ciently than the best classical algorithm

(18). Shor's algorithm for factoring integers has the potential to demonstrate that quantum

computers can materially outperform the most e�cient classical algorithms. In order to

show the capabilities of the trapped ion QC for the experimental demonstration of Shor's

algorithm, Cirac and Zoller proposed the implementation of a controlled-NOT gate using

two trapped ions in 1995 (63, 90). The Cirac�Zoller gate was experimentally demonstrated

by C. Monroe et al. in the same year (91). Subsequently, a scalable version of Shor's al-
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2. ION TRAP AND QUANTUM COMPUTING

gorithm was implemented in a small-scale QC that comprises �ve trapped40Ca+ ions in

2016 to develop a system for the large-scale QC with an arbitrary long ion chain in com-

bination with a scalable trap architecture and quantum error correction (56). Currently,

numerous gate operations with high-�delity exceeding 99.9% have been demonstrated in

trapped ion qubit systems (30, 48, 85, 92), and trapped ion qubits are one of the most

promising candidates for the realisation of the large-scale QC (34, 67). In 2015 a trapped

ion QC company, IonQ was established by C. Monroe and J. Kim, having taken a trapped

ion QC out of the laboratory research to make quantum computers available for everyone.

As of 2022, it has become the world's �rst billion-dollar QC company.

One of the biggest hurdles the current trapped ion QC must overcome is a fundamental

speed limit, set by the secular frequency of trapped ions, typically on the order of a few

MHz (equivalent to gate speeds of tens of� s). What limits the gate speeds below the

secular frequency is the fact that almost all the two-qubit gates in trapped ion platforms

must address spectroscopically-resolved motional sidebands of trapped ions, which in turn

requires a con�nement of the trapped ions inside the Lamb-Dicke regime (See Section. 3.6)

(39, 63, 65). To realise the con�nement of the ions in the regime, the gate schemes require

(near) motional ground state cooling, and in some cases, individual laser addressability to

each ion (63). The gate speed limit set by secular motion worsens with longer ion chains as

the frequency di�erence between each collective motional mode decreases with increasing

number of ions, and undesired crosstalk between the several modes can cause poor gate

�delity (93).

2.2 Paul Trap

Paul traps are apparatuses that con�ne charged particles using electric �elds. To trap ions

for QIP purpose, the pressure inside the vacuum chamber is reduced to as low as10� 14

Torr (ultra-high vacuum) to minimise collision between the background gas with trapped

ions (46). Collisions can alter the internal state of the ions, add some energy to the ions,

or even eject the ions from a shallow trap potential, causing decoherence (94). There are

two main ion trap con�gurations for Paul trap used in QIP: 3D quadrupole trap (See Fig.

2.1) and linear 2D quadrupole trap (see Fig. 2.4) (67).
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2.2 Paul Trap

2.2.1 3D Quadrupole Trap

Figure 2.1: Schematic diagram of the ideal three-dimensional Paul trap with a ring electrode
and two end-cap hyperbolic electrodes.r 0 =

p
2z0. Figure from (1).

The original Paul trap (3D quadrupole trap) consists of a ring electrode held between

two end-cap hyperbolic electrodes as shown in Fig. 2.1. The two end-caps electrodes

are grounded and the ring electrode is driven by an oscillating RF voltage to create a

quadrupole electric potential (19). It sounds intuitively possible to con�ne charged particles

three-dimensionally using only static electric �elds, but Earnshaw's theorem shows that

charged particles (or even a single particle) cannot be stably con�ned in three-dimensions

with only static �elds in a stable manner (19). The theorem indicates that Laplace's

equation, which describes a static harmonic potential, does not have any maximum or

minimum values for the solutions. Therefore, either a combination of static electric and

magnetic �elds (Penning trap) or RF (and DC) electric �elds (Paul trap) are required

to con�ne charged particles three-dimensionally. Although Penning traps are also well-

studied instruments to trap charged particles, the requirement of a uniform magnetic �eld

often limits accessibility to trapped ions, and also the motion of the ions (the magnetron

motion) is less stable and the laser cooling rate is slower than Paul traps (95).

The trap potential in the vicinity of rapping region for the 3D quadrupole trap in Fig.

2.1 is well approximated as a three-dimensional harmonic potentialVtrap (x; y; z) (96):

Vtrap (x; y; z) =
(VDC � VRF cos(
 RF t))( x2 + y2 � 2z2)

2r 2
0

(2.1)
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where 
 RF (angular frequency) is a RF frequency at which the trap potential oscillates,

r0 is the inner radius of the ring electrode, 2z0 is the spacing between the upper and lower

end-cap electrodes, andVRF and VDC are the amplitudes of RF voltage applied to the

ring electrode and DC voltages applied to the two end-cap electrodes, respectively. The

DC voltages VDC are held at ground in the 3D quadrupole trap case. Due to the �eld

inhomogeneity, force averaged over a period of the oscillating �eld does not average to zero

but directs towards the region of weaker �eld, that is, towards the trap centre. At the

exact trap centre, there is �eld variation but no �eld and thus no external force, induced

due to the RF oscillating �eld, and a particle set at the trap centre remains at rest (97).

Figure 2.2: Quadrupole potential in the x-y plane with z = 0 , (a) when the potential is
positive, and (b) when it is negative.

Fig. 2.2 shows the quadrupole potential in the x-y plane withz = 0 . The potential was

calculated by setting z to 0 in Eq. 2.1. At t = 0 , an ion at the trap centre feels a force

toward the centre of the ion trap (a). At t = T=2 (T = 2 �= 
 RF is the trap period), the ion

feels a force away from the centre of the trap (b). Similarly, Fig. 2.3 shows the quadrupole

potential in the x-z plane of the trap with y = 0 . The potential was calculated by setting

y to 0 in Eq. 2.2. At t = 0 , the direction of con�nement of the ion is along the z-axis

and there is a force away from the centre of the ion trap in the x-axis (a). Att = T=2,

the direction of con�nement of the ion is now turned to be along the x-axis, and there is

a force away from the centre of the ion trap in the z-axis (b). With the oscillation of the

trapping potential at a rate of 
 RF the ion remains in the centre region of the trap due

to law of inertia. This is also true with y-z plane due to the symmetric geometry of x and

y-axis with respects to z-axis.
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3D quadrupole traps have a con�guration with only one node of a trap potential in

which the RF potential �eld is zero, and when more than one ion is trapped in the trap

potential the ions will be necessarily displaced from the centre of the trap potential. The

displacement of the ions from the node unavoidably causes excess ions' oscillations called

micro-motion.

Figure 2.3: Quadrupole saddle potential in the x-z plane, with y = 0, (a) when an ion
experiences a force towards the trap centre in x-axis and a force away from the trap centre in
the z-axis, and (b) when the ion experiences a force away from the trap centre in the x-axis
and a force towards the trap centre in z-axis.

2.2.2 Linear 2D Quadrupole Trap

In contrast to the 3D quadrupole traps, linear 2D quadrupole traps shown in Fig. 2.4

have a con�guration where there is zero RF potential �eld along the trap axis (z-axis),

meaning that multiple ions can be trapped two dimensionally along the trap axis without

causing excess micro-motion. This con�guration is a crucial feature for the large-scale

QC which requires many trapped ion qubits. Fig. 2.4 is a schematic of the electrode

con�guration for a linear 2D quadrupole trap. The RF voltage provides the transverse (x-

y) two-dimensional con�nement, while leaving the axial (z-axis) con�nement una�ected.

For the axial con�nement, appropriate static voltages VEND are applied to the end-cap

electrodes. The resulting static trap along the z-axis provides for static con�nement of the

ions, leading to a very simple harmonic oscillation of the trapped ions.
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2. ION TRAP AND QUANTUM COMPUTING

Figure 2.4: Schematic of a linear Paul trap. The trap consists of four parallel steel rod-
shaped electrodes and a pair of end-cap electrodes. High-voltage RFVRF is applied to a
pair of rod electrodes to provide radial (xy-plane) con�nement of ion(s), whereas DC voltages
VEND are applied to the end-caps to con�ne the ion(s) along the z-axis. The other pair of
the rod electrodes are electrically grounded. One advantage of the linear Paul traps over the
three-dimensional Paul traps is that in theory micro-motion completely vanishes for all the
ions along the z axis. The secular frequency along the z-axis can be set arbitrary by adjusting
the VEND applied to the end-cap electrodes and is completely independent of the radial secular
frequencies.

The harmonic potential for the linear 2D quadrupole traps is derived using the same

formalism as the 3D quadrupole traps (Eq. 2.1), and the equation of ion's motion in the

approximated harmonic potential is given by (97):

d2

dt2

0

B
@

x

y

z

1

C
A +

e
mr 2

0
(VEND � VRF cos (
 RF t))

0

B
@

� x

� y

2z

1

C
A = 0 (2.2)

wheree is the electric charge,VEND is the DC voltage applied to two end-cap electrodes

and m is the mass of a trapped ion. The equation can be transformed into:

d2

dt2

0

B
@

x

y

z

1

C
A + ( ai + 2qi cos (2� ))

0

B
@

� x

� y

2z

1

C
A = 0 (2.3)

where ai , qi (i = x; y; z), and � are unitless, scale free parameters and de�ned as (96):
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� �
1
2


 RF t

az = � 2ax = � 2ay �
8eVRF

mr 2
0
 RF

2

qz = � 2qx = � 2qy �
4eVDC

mr 2
0
 RF

2

(2.4)

The di�erential equation in Eq. 2.3 is known as Mathieu equation which is common in

many problems such as solving wave motion in periodic media (94, 98). As will be shown

later, ai and qi play an important role in determining a stability of trapping ions.

Figure 2.5: Stability diagram for a linear 2D quadrupole trap. The area enclosed by the
diagram is a region to trap ions in a stable manner, and the areas outside the region are
unstable regions for trapping ions. This diagram shows an example of stability regions for
trapping ions along x-axis. Figure after (2).

Solutions to the Mathieu equation can be two types, either periodic but unstable or

periodic and stable, depending on the values ofai and qi (99). For atomic trapped ion

experiments these parameters are typically chosen such that0 < qz < 0:4 and az � qz are

satis�ed (100). A stability diagram shown in Fig. 2.5 is often used to visualise the stable

regions for trapping ions. To achieve a stable trapping, the parameters of e.g.,VDC , VRF

and 
 RF , need to be chosen such that the correspondingai and qi parameters stay within

the stable regions in the diagram.

13
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When the stability condition is satis�ed, a general form of the solutions to the Math-

ieu equation in Eq. 2.3 can be described using a well-known Floquet's theorem (101):

u(� ) / e� i� i � f (� ) (2.5)

where u = x; y; z and f (� ) = f (� + � ) and � i = ( ai ; qi ) is required to be real number

for stable trapping. A solution to Eq. 2.5 is given as:

u(� ) � A0ei� i � [1 +
qi

2
sin (2� )]

� 2
i � ai +

q2
i

2

(2.6)

In actual experimental setups, there are often stray electric �elds occurring inside ion

traps, often induced by charging of photo-electrons on the insulating materials used in the

trap structures. Once the charging occurs a trapped ion feels constant forcesFi = eEdc;i

from the electric �elds Edc;i . The forces deviate the ion's position from the node of the

harmonic potential by u1;i � F i
m! 2

i
= eEdc;i

m! 2
i

. Considering the unwanted forces, the ion's

motion governed by Eq. 2.6 can be modi�ed as (102):

ui (� ) � (A0;i ei� i (� � � 0 ) + u1;i )[1 +
qi

2
sin (2� )] (2.7)

where the electric �elds Edc;i displace the average position of the ion byu1;i but do not

directly a�ect the amplitude of A0;i . Using the �rst equation in Eq. 2.4, Eq. 2.7 can be

re-written as a function of time t (103):

ui (t) =
�

A0;i cos (! i (t + t0)) +
eEdc;i

m! i
2

�
[1 +

qi

2
sin (
 RF t)]

! i =

 RF

2
; � i =


 RF

2

r

ai +
q2

i

2

(2.8)

wheret0 is a constant time, and! i is a newly de�ned frequency calledsecular frequency .

Eq. 2.8 is composed of two terms. The �rst termf A0;i cos (! i (t + t0)) + eEdc;i
m! i

2 g oscillates

slowly with an amplitude of A0;i at a frequency ! i . Note that the secular frequency! i

is much slower than the driving RF frequency
 RF with a � q < 0:4. The second term

[1 + qi
2 sin (
 RF t)] oscillates coherently at the rate of RF drive frequency
 RF , and this

oscillation is known asmicro-motion . For Doppler-cooled ions, the typical amplitude of

secular motion A0;i is typically on the order of a few tens of nanometers. A presence of
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even small additional stray electric �elds at ion can signi�cantly increase the amplitude of

micro-motion.

Figure 2.6: Simulated one-dimensional trapped ion's motion along x-axis in a linear Paul
trap. The motion consists of a combination of micro-motion and secular motion. The param-
eters used for the above simulations areA0 = 80 nm, q = 0 :3, and a = 0 :01. The blue curve is
when stray electric �elds are absent (x1 = 0 nm). The orange one is when stray electric �elds
are present (x1 = 100 nm), showing the amplitude of micro-motion increases when a trapped
ion is displaced from the trap centre (x = 0 ).

As shown in Fig. 2.6, when stray electric �elds are present inside the ion trap, which

typically originate from electric charging of the trap from undesired UV laser scattering, the

amplitude of micro-motion increases compared to a condition of no excess stray electric

�elds. Any displacement of the ion from the centre of the trap potential causes micro-

motion at the frequency 
 RF with an amplitude proportional to the distance of the ion

from the centre of the trap potential. Excess micro-motion can in some cases lead to

RF-noise that induces heating of trapped ions (94, 104) and reducing gate �delity, and

thus it is important to suppress excess micro-motion by applying additional DC voltages

on compensation electrodes installed inside the vacuum chamber (105). Micro-motion can

be negligibly well suppressed when the stray electric �elds are compensated with those
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external compensation voltages. Note that in the case of trapping ions in a quadrupole

needle trap introduced in Chapter 8.6, capacitive loads due to the RF voltages applied to

a pair of needle electrodes can cause a small amount of RF-derived phase micro-motion

which cannot be eliminated with DC compensation (101), but the amplitude is generally

much smaller than the micro-motion due to stray electric �elds.

2.3 Normal Modes of Two Trapped Ions

For the implementation of adiabatic entangling gates that will be discussed in Section 3.6,

it is essential to understand how multiple trapped ions oscillate in a harmonic potential.

In the linear Paul trap in Fig. 2.4 the con�nement along trap axis (z-axis) can be set much

weaker (� hundreds of kHz) than the radial con�nements (� a few MHz). When the axial

con�nement is su�ciently weak the multiple ions are aligned in a linear string along the

trap axis, and the ions behave as one-directional harmonic oscillators along the axis (106).

For a one-dimensional string of N trapped ions, there exists N normal modes along the

trap axis. For two trapped ions, there are two normal modes: stretch mode, centre of mass

(COM) mode, and the higher orders for those modes, as described below (3):

ˆ Stretch mode

Two trapped ions oscillate in the opposite direction like a spring. This mode is also

called breathing-mode (Fig. 2.7 (a))

ˆ Centre of mass mode (COM mode)

Two trapped ions oscillate as if the two are completely connected like one solid object.

The frequency of the COM mode is exactly same as the secular frequency of a single

ion. (Fig. 2.7 (b)).

ˆ Higher modes of the above two modes

The spectra of higher modes of the above two modes also exist.

Each motional mode has a distinct mode frequency of the ions' oscillation in the trap. For

example, the frequencies of the COM mode! c and the stretch mode! r have a relationship:

! r =
p

3! c (64). As all the ions participate in each mode, the modes act like a quantum

bus (67) which store or transfer the qubit information between independent qubits or

generate a superposition state between two qubits. Appropriately tuned lasers can excite

the internal state of speci�c qubits, depending on their motional mode, and then the

motional bus works as a quantum bus to entangle the distant ions. This mechanism is
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extremely important for the implementation of multi-qubit entangling gates with trapped

ion qubit, including the Cirac-Zoller gate (63) shown in Section 3.6.

(a) Stretch mode

(b) COM mode

z

z

time

Figure 2.7: Stroboscopic images of (a) stretch mode and (b) centre of mass (COM) mode
of two trapped ions. The vertical axis is ions' position in the weak trapping axis and the
horizontal axis in time. In both pictures, seven ions in a chain oscillate along the weak trap
axis. Figure from Reference. (3).

2.4 Trapping Ytterbium Ions

The process of trapping ions is composed of two parts: isotope selective ionisation and laser

Doppler cooling. This section covers these processes, as well as optimisation of experimental

parameters for a stable trapping of ions and high-�delity qubit readout.

2.4.1 Yb atomic transition and laser system

Ytterbium (Yb) is a heavy, diamagnetic, rare-earth metal of the lanthanide series of the

periodic table, �rst isolated by the Swiss chemist, Jean Charles Galissard de Marignacin

and was named Ytterbium by him for the town of Ytterby in Sweden, where it was found

in 1878 (107). Ionised Yb has a strong, closed, alkali-like2S1=2� 2P1=2 electric transi-

tion, suitable for laser Doppler cooling. Yb has seven stable isotopes (Table 2.2), and

among them 171Yb+ is the most commonly used for trapped ion QC (108).171Yb+ has

a nuclear spin (I = 1=2) that generates two hyper�ne structures of 2S1=2(F = 0 ; 1) and
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2P1=2(F = 0 ; 1) states. The j2S1=2; F = 0 ; mF = 0 i � j 2S1=2; F = 1 ; mF = 0 i transition

is magnetically-insensitive and thus can be used as hyper�ne qubit. A dipole selection rule

forbidding the 2S1=2(F = 0) � 2P1=2(F = 0) transition enables a fast, repeated cycling be-

tween the 2S1=2(F = 1) � 2P1=2(F = 0) transition at a wavelength of 369.52 nm to produce

many photon scattering for state readout before o�-resonant scattering mixes the qubit

states (109). Photons at 369.52 nm are also suitable for short range �bre communications

to couple the hyper�ne qubits and photonic optical qubits (ion-photon coupling) with a

relatively low transmission loss on the order of0:1 dB/m (110).

Figure 2.8: (a) Relative energy levels for171Yb+ , showing its cooling transitions and decay
paths with the branching ratios (not to scale), where "E1" indicates an electric dipole transi-
tion. (b) Energy levels for neutral Yb atom. Figure adapted from Fig. 3.2 in Ref. (4).

Fig. 2.8 (a) shows the relative energy levels of171Yb+ and the lifetimes of each transition,

and hyper�ne splitting levels are listed in Table 2.1. To trap a single 171Yb+ in an ion

trap, three lasers and three electro-optic modulators (EOMs) are used. The �rst laser is

an isotope selection laser, which is resonant with the1S0� 1P1 transition in neutral Yb

atom at a wavelength of 398.8 nm and used to create Yb+ ions from neutral Yb atoms in

combination with 369.52 nm laser. The second laser is a Doppler cooling laser, which is

resonant with the 2S1=2(F = 1) � 2P1=2(F = 0) electric dipole transition in Yb + ion at a

wavelength of 369.52 nm with a short, excited state lifetime of 8.12 ns (111). The transition

is used to reduce the ion's velocity and needs to be fully closed for e�cient cooling cycle.

The cooling laser o�-resonantly excites the ion into the2P1=2(F = 1) state, and the excited
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ion dominantly decays into the 2S1=2(F = 0) dark state (and 0.5% fraction decays into the
2D3=2(F = 2) state), which signi�cantly slows down the cooling process. To depopulate

the ion out of the 2S1=2(F = 0) dark state, the cooling laser is modulated by an EOM at a

frequency of 14.7 GHz, adding sidebands on the main transition with a roughly 1% of the

total laser power.

When the ion is excited to the 2P1=2(F = 0) state by the cooling laser, it spontaneously

decays back to the2S1=2(F = 1) ground state and the 2D3=2 metastable state with a

probability of 99.5% and 0.5%, respectively (112). The lifetime of the2D3=2 state is 52(1)

ms (4, 113), and when the ion decays into the state the cooling process signi�cantly slows

down. To ensure the e�cient cooling process, the ion that decays into the2D3=2 state must

be quickly pumped into the short-lived 3D[3/2] 1=2 state by a repump laser at a wavelength

of 935.2 nm that bridges the2D3=2(F = 1) state with the 3D[3/2] 1=2(F = 0) state (the

third laser). The natural linewidth of the transition is � 935=2� = 4 :22(6) MHz (114),

and the ion decays into the2S1=2(F = 1) ground state with a probability of 98.2% (115).

Although there is a remaining probability of 1.8% that the ion decays back to the2D3=2

state, the repump laser excites the ion back to the3D[3/2] 1=2 state, and the ion eventually

decays into the 2S1=2(F = 1) state. For e�cient repumping from the 2D3=2(F = 2) state

into 3D[3/2] 1=2(F = 1) state, the repump laser is modulated by an EOM at a frequency of

3.07 GHz such that the ion populated into the2D3=2(F = 2) state from the 2P1=2(F = 1)

state gets eventually depopulated into the2S1=2 state.

State Lifetime Hyper�ne splitting ( � 2� ) [GHz] Reference
2S1=2 - 12.6 (116)
2P1=2 8.1(1) ns 2.1 (117, 118)
2D3=2 52(1) ms 0.86 (113, 119)
2D5=2 7.2(3) ms 0.82 (120)

3[3=2]1=2 37.3(5) ns 2.5 (116)
1[5=2]S5=2 <160 ms 0.191 (120)

2F7=2 � 10yr 3.6 (121)

Table 2.1: Properties of 171Yb+ : lifetime, and hyper�ne splitting. Table from a Ref. (12).

2.4.2 Isotope Selective Photo-Ionisation

Isotope selective photo-ionisation is a popular ionisation method with its advantages of

high ionisation e�ciency and isotope selectivity over an alternative method of electron-

impact ionisation, which was widely used in the early days of ion trapping and laser cooling

(122, 123). Isotope selective photo-ionisation is a two-photon ionisation technique to create

19



2. ION TRAP AND QUANTUM COMPUTING

a speci�c isotope of Yb+ ion from neutral Yb atom (124, 125). In the experiments, either
174Yb+ or 171Yb+ ions are trapped depending on the purpose of the experiments.174Yb+

has a simpler energy level structure without hyper�ne splitting as it does not have nuclear

spin. Trapping 174Yb+ is suitable for diagnostic purposes or any experiments that do not

require a qubit manipulation. 174Yb atom has the highest natural abundance rate among

the other isotopes which gives highest scattering rate of the isotope, simplifying the process

of trapping ions. In contrast, 171Yb+ ions are used for experiments that require hyper�ne

splittings to form either hyper�ne qubit ( j2S1=2; F = 0 i � j 0i and j2S1=2; F = 1 i � j 1i ) or

Zeeman qubit ( j2S1=2; F = 0 ; mf = � 1i � j 0i and j2S1=2; F = 0 ; mf = +1 i � j 1i ).

Isotope 168 170 171 172 173 174 176

Natural
abundance

0.12% 2.98% 14.09% 21.69% 16.10% 32.03% 13.0%

Isotope shift
(MHz)

1887 1192
939 (centroid)
832 (F=3/2)
1153 (F=1/2)

533

291 (centroid)
587 (F=7/2)
515 (F=2/3)
-253 (F=5/2)

0 -509

Table 2.2: Yb isotopes and their naturally occurring abundances (13, 14), and 398.8 nm
1S0� 1P1 transition frequency shifts with respect to the transition frequency of 174Yb atom
(15).

The ionisation process begins with a generation of vapour of neutral Yb atoms which

are produced by resistively heating an atom oven which is made of a spot welded tantalum

foil cylinder crimped at one end (126). The oven �lled with Yb metal shards is heated by

high electrical current (� a few amperes) through the oven such that vapour of neutral

Yb atoms is expelled out of the oven and travels towards the trap region in the vacuum

chamber. The vapour contains all seven isotopes. An isotope-selection laser (� = 398:8

nm) with a su�ciently narrow linewidth of � a few MHz, which is set perpendicular to

the atomic beam, resonantly excites the2S0� 1P1 transition in a particular isotope. The

natural linewidth of the transition is � 399=2� = 28 MHz (117, 127), with the equivalent

excited state lifetime � 399 of 5.68 ns(= 1 =� 399). After the isotope-selection laser excites

the Yb atom, the 369.52 nm cooling laser excites the election from the excited isotope to

the continuum to form an ion (See Fig. 2.8 (b)). Selective ionisation is achieved by tuning

the isotope-selection laser to a resonant frequency of the speci�c isotope as each isotope

has a di�erent resonance frequency due to its inherent nuclear mass and nuclear spins (See

Table 2.2). The di�erence in atomic resonant frequencies between isotopes is relatively

narrow so the isotope-selection laser must be accurately tuned and stabilised to the atomic
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transition of the target isotope. The laser power also needs to be appropriately adjusted

to avoid power broadening of the spectrum (See Appendix. 11.1).

2.4.3 Laser Doppler Cooling

Laser Doppler cooling is a process of removing the kinetic energy of a trapped ion by

velocity selective scattering and reducing its temperature to milli-Kelvin order (128). The

momentum of the atom is reduced by the photon recoil upon absorption. The emission of

the photon is in a random direction and on average doesn't change the ion's momentum.

The cooling laser is slightly red-detuned from the short-lived cooling transition (2S1=2� 2P1=2

transition at 369.52 nm). The ion is less likely to interact with the red-detuned laser, but

the ion's periodic oscillations in the harmonic potential bring the laser frequency closer

to the atomic resonance due to the Doppler e�ect. For example, when the ion proceeds

towards the laser, the red-detuned laser appears to be blue shifted to the atomic resonance

in the frame of the moving ion. The ion absorbs the photon, which means that the ion

receives a momentum kick from the photon in the opposite direction of its motion and lose

its momentum due to an absorption of the photon. The ion then spontaneously emits a

photon and the recoil from the emission adds the momentum on the ion. In many scattering

events the e�ect of the recoil averages close to zero as the photon emission via spontaneous

decay is isotropic, and the direction of photon emission is statistically random. Thus, the

ion gradually loses its momentum in the trap and its motion is reduced. When the ion

moves away from the laser, the red-detuned laser appears to be further red-detuned from

the atomic resonance and the ion is even less likely to absorb the photon. When the ion

absorbs the further red-detuned photon, the ion gains the momentum from the photon

and heats up. The cooling process continues until the cooling and heating rates of the ion

reach an equilibrium.

Due to the higher scattering rate when the ion is moving towards the laser beam, and a

lower scattering rate when the ion is moving away from the laser beam, the ion e�ectively

loses its momentum through many scattering events. The ion oscillates three-dimensionally

in the harmonic potentials at three distinct motional frequencies, meaning that three-

dimensional laser cooing is required for e�cient cooling process as the cooling laser can only

cool the ion along its wavevector, and the ion cannot be cooled along any axis orthogonal

to the wavevector of the laser. In reality, anisotropy inherent to actual ion trap systems

prevents each axial secular frequency for the three directions of the ion's motion from

being degenerated, and thus three-dimensional laser cooling is accomplished by a laser
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beam slightly angled to all the principal trap axes so the laser has �nite projections on

three directions of the ion's motion.

As to Doppler cooling e�ciency, the Doppler cooling force increases linearly with the

photon scattering rate induced by the cooling laser at a low power. The photon scattering

rate starts to saturate at a higher power in the limit of the �nite spontaneous emission

rate, and an even higher laser power does not lead to any higher photon scattering rate.

Therefore, the cooling laser power is typically set around the saturation intensity, and the

frequency is red-detuned by� 370=2 for optimal laser cooling (129).

Laser Doppler cooling is an e�ective cooling technique, but it has a limit on the lowest

temperature of the ion. As the speed of the ion's motions slows down, the Doppler e�ect

becomes less e�cient with less scattering events, potentially switching the process o� after

a few scattering events (130). The lowest temperature that can be achieved with Doppler

cooling, referred to asDoppler cooling limit , is achieved when the cooling and heating

rates of the ion reach an equilibrium (131). Doppler cooling limitTD for a two-level system,

considering a one-photon process, is given by (130, 131, 132, 133):

TD =
�h
2kB

(2.9)

where �h � h
2� ' 1:055� 10� 34 [J�s] is the reduced Planck's constant,kB = 1 :38� 10� 23

[J/K] is the Boltzmann's constant, and  is the natural linewidth of the transition. Doppler

cooling limit is independent of the secular frequency! i and the Lamb-Dicke parameter� i

(i = x; y; z). The recoil of the ion on the spontaneous emission of a photon leads to

heating of the ion and set another cooling limit, referred to asphoton recoil limit TR :

TR =
�h2k2

kB m
(2.10)

wherek = 2 �=� is the angular wave number of the photon, and for a one-photon cooling

transition of alkali metals TD � TR is generally satis�ed. In the case of the2S1=2� 2P1=2

cooling transition at the wavelength of 369.52 nm with the natural linewidth of 2� � 19:6�

106 [rad/s] in 171Yb+ , Doppler cooling limit TD was calculated as 0.47 [mK]. After reaching

the Doppler cooling limit, the residual thermal excitation of the ion's quantised motion

still spreads over several motional states, having a mean phonon occupation number of

�n � 5 - 100 for a typical axial secular frequency of0:1 - 1 MHz (33, 46, 134, 135). The

average phonon occupation number is de�ned as (136):
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�ni =
�

e
�h! i
k bT � 1

� � 1

(2.11)

where ! i (i = x; y; z) is the secular frequency, andT is the temperature of the trapped

ion. In our case with the secular frequency along the trap axis set to! z=2� = 882 [kHz],

the average phonon occupation number along the trap axis (z-axis) after laser Doppler

cooling was calculated as�nz = 10:6.

Implementation of multi-qubit entangling gate operations requires a small number of

average phonon occupation number (�n � 0) which is generally accomplished by resolved-

sideband laser cooling after laser Doppler cooling (134, 137). For example, a single Ca+

was cooled down to a motional ground state (�n � 0:001) along the trap axis in 1999 (41),

equivalent to a probability of the ion being outside the motional ground state was 0.1%

(46). The motional ground state cooling has also been demonstrated with other species of

the ions, including 171Yb+ (135), 25Mg+ (138), 199Hg+ (66) and 9Be+ (94), using resolved-

sideband laser cooling techniques (See Section 3.5).

2.5 Photon Fluorescence Optimisation of 171Yb +

A high photon �uorescence rate from a trapped ion is an important requirement for e�cient

laser Doppler cooling, as well as a �uorescence detection for high-�delity qubit readout.

Fluorescence rate can be reduced due to complications arising from the atomic nature

of multilevel systems. In most cases, sub-optimal �uorescence rate is well optimised by

additional repump lasers and/or by appropriate selections of laser polarisation to ensure a

closed �uorescence cycle (139). However, atomic ions with two or more lower states that

share an excited state can often have interference e�ects where the �uorescence rate is

suppressed due to coherent population trapping (CPT) even though all the couplings are

present (140). In this case, the ion is optically pumped into a dark state composed of a

superposition of lower states, leading to a less photon �uorescence rate. CPT typically

occurs when a pair of laser beams is applied to a three-level� system, or it can occur in

Zeeman-degenerate transitions driven by a single laser beam, which results in a signi�cant

suppression of photon �uorescence rate.

A primary goal in this section is to optimise the e�ciencies of Doppler cooling and state

readout for a single171Yb+ by tuning experimental parameters of e.g., the cooling laser

power and magnetic �eld along the quantisation axis. The �uorescence detection rate from

a single ion per second is given by (139):
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 total = �� P (2.12)

where � is the photon collection e�ciency of the imaging system,  = 2 � � 19:6 � 106

[rad/s] is the natural linewidth of the 2S1=2� 2P1=2 transition, and � P is the probability

of the total excited-state population. Note that the �uorescence detection rate is linearly

proportional to the collection e�ciency � , which is mainly determined by the solid angle

of the detection system and its quantum e�ciency. Thus, developing an image system

with high-e�cient collection e�ciency of the ion's �uorescence is also important to achieve

a high-�delity readout. The probability of the total excited-state population � P for the

171Yb+ is given by (139, 141):

� P =
3
4

cos� B
2 sin � B

2

1 + 3 cos� B
2


 2

3

� 2 +
� � 171

2
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�
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 2

3
cos� B
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2 +
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1 + 3 cos� 2
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�

 4

36� 2
B

+ 4 � 2
B

� (2.13)

where � B = � bB is the Zeeman shift between sublevels in theF = 1 ground state due

to the presence of the magnetic �eldB in Gauss, � B is the angle between the laser's

electric �eld and the external magnetic �eld, � is the frequency detuning of the laser from

the 2S1=2� 2P1=2 transition with B = 0 , and 
 is the Rabi frequency of the transition,

which is proportional to the square root of the laser intensity (Eq. 8.7). The maximum

excited state � P is accomplished when the Rabi frequency of all the three polarisation

components (� � and � ) are approximately equal as all the couplings have the same Clebsch-

Gordan coe�cient (139). The condition is ful�lled when � B is set such that � B � � 0 =

arccos ( 1p
3
) = 54 :7� . Fig. 2.9 shows the e�ect of the polarisation angle� B on the photon

�uorescence rate of171Yb+ for four di�erent Zeeman splittings. It shows that 171Yb+ has

polarisation dark states at � B = 0 � ; � 90� , which corresponds to a situation where at least

one of the three polarisation components is suppressed, signi�cantly reducing the photon

�uorescence rate. The highest �uorescence rate is achieved when� B is set to a near-optimal

polarisation ( � B = 54:7� ) for any values of the Zeeman splittings, and this value is chosen

for all the experiments.
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Figure 2.9: Magnetic �eld dependence of the photon �uorescence rate of171Yb+ as a function
of the cooling laser polarisation angle� B for four di�erent Zeeman splittings � B =(2� ) =
f 1; 4; 8; 12g MHz. The readout laser power was chosen asf 1:4; 6:5; 10:1; 15:6g � W, respectively
for each Zeeman splitting such that the count rate is maximised.

From the results, the �uorescence detection rate total can be described as a function

of the photon collection e�ciency � , the laser intensity I , and the Zeeman shift � B . In

order to optimise these parameters for the maximum �uorescence rate, a saturation curve

measurement was performed by recording photon scattering rate from the ion with di�erent

optical powers of the cooling laser, and the photon scattering rates were plotted as a

function of the laser power. The cooling laser was red-detuned by� 370=2 (� 9:8 MHz)

from the atomic resonance to maintain e�cient laser cooling during the measurement.

Fig. 2.10 shows experimental data of the �uorescence rate and �tted saturation curve as a

function of the laser power with the optimal �tting parameters determined as a collection

e�ciency � = 0 :33(1)% and Zeeman shift� B =2� = 9 :9(4) [MHz]. These values are used for

the experiments. To set the Zeeman shift� B to the above value, an electromagnetic coil

attached above the vacuum chamber was used. The magnetic �eld dependence of Zeeman

splits was analytically calculated according to Breit-Rabi formula (142). The magnetic

�eld was optimised by electrical currents that run through the coils (0.9 G/A) such that

the ion's �uorescence is maximised.
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Figure 2.10: Experimental photon �uorescence rates of a trapped171Yb+ and background
photon counts for given laser powers, with the saturation curve �tted onto the experimental
data of ion's photon counts and a linear function �tted onto the background photon counts.
Each data point is the average of consecutive three measurements. The1=e2 beam radius
of the cooling laser was measured as 43.5� m using a beam pro�ler (BC106-VIS, Thorlabs),
which was used to calculate the Rabi frequency
 in Eq. 2.13. The laser power was controlled
through the ARTIQ system, and the photon counts were recorded by a PMT (H10682-210,
Hamamatsu Photonics).

2.6 Qubit Readout Optimisation

High-�delity qubit readout is vital for realising high-�delity quantum logic gates. Besides

the �uorescence optimisation, an optimised time duration of qubit readout is also an im-

portant parameter to realise the best readout �delity. Qubit readout is not a steady-state

photon �uorescence detection, and there is a certain probability of the ion's o�-resonantly

scattering between the dark and bright states, resulting in leakage between the states. The

o�-resonant leakage introduces a time dependence in the readout process and thus gradu-

ally spoils the state discrimination during the readout interval (139). For example, a qubit

initially in the dark state ( 2S1=2 (F = 0) ) can leak into the bright state (2S1=2 (F = 1) )

by o�-resonantly coupling to the wrong hyper�ne excited level during the readout dura-

tion. Similarly, a qubit in the bright state can be optically pumped into the dark state

by o�-resonant coupling to the wrong excited hyper�ne level, causing a cessation of pho-

ton �uorescence. The collected photons from such a closed transition are known to obey

a Poisson distribution. Considering this, the probability of collecting n photons for the

bright state, with the o�-resonant leakage taken into account, is given by (143):
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PB (n) = e� � B � 0=�
�

e� � 0 � n
0

n!
+

� B =�

(1 + � B =� )n+1
1
n!

�( n + 1 ; (1 + � B =� )� 0)
�

(2.14)

where � 0 = �� (r )
P td is the �uorescence detection rate during the readout intervaltd,

and � B is the ratio of the leakage rate to the photon scattering rate of the ion.� (r )
P is the

ion's excited-state population considering the decay from the2P1=2(F = 0) state to the

low-lying 2D3=2(F = 1) state, as well as the counter-e�ect of the 935.2 nm repump laser

via the 3D[3/2] 1=2(F = 0) state, whereas� P (Eq. 2.13) is the 2P1=2(F = 0) population,

assuming no leakage to the2D3=2(F = 1) state. The function � in Eq. 2.14 is the Poisson

distribution and given by:

�( nj� ) =
e� � � n

n!
(2.15)

The equation in Eq. 2.14 can be interpreted as a convolution of the probability to pump

into the dark state at time t with the probability of collecting n photons from the Poisson

distribution up to that time (143). In contrast, the probability of collecting n photons for

the dark state, with the o�-resonant leakage considered, is given by:

PD (n) = e� � D � 0=�
�

 n +
� D =�

(1 � � D =� )n+1
1
n!

�( n + 1 ; (1 � � D =� )� 0)
�

(2.16)

This equation accounts for the probability for the dark state to pump into the bright state

during the detection interval, and the ion is assumed to remain in the bright state after

the pumping error. When the condition of � 0 = � B is ful�lled, the ratio of leakage rate to

scattering rate by the ion � f B;D g =  L; f B;D g=(� (r )
P ) are given as (139):

� B =
2
3

�
� 171

2� P;HP

� 2

(1 � � P ); � D = 2
�

� 171

2(� P;HP + � S;HP )

� 2

(2.17)

where the leakage rate during detection of the bright state L;B and leakage rate during

detection of the dark state  L;D are given as:

 L;B =
2
27


�



2� P;HF

� 2

� (r )
s1 ;  L;D =

2
9


�



2(� S;HF + � P;HF )

� 2

(2.18)

where� S;HP is the ground-state hyper�ne splitting of 2� � 12:6� 109 [rad/s], and � P;HP
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is the excited-state hyper�ne splitting of 2� � 2:1 � 109 [rad/s], respectively, and � (r )
S1 is

the total steady-state population in the ground-state 2S1=2(F = 1) manifold during the

�uorescence assuming no leakage. In171Yb+ case, the e�ect of the2D3=2 state is negligible,

and thus this can be simpli�ed to:

� (r )
S1 � � S1 = 1 � � P (2.19)

Using a discriminator at photon level d, the �delity of the bright state FB is the prob-

ability that the ion scatters d or more than d photons while the �delity of the dark state

FD is the probability that it scatters less than d photons (139):

FB =
X

n� d

PB (n)

FD =
X

n<d

PD (n)
(2.20)

In other words, the in�delity of the bright state (1 � FB ) is the probability that the

ion scatters less thand photons whereas the in�delity of the dark state (1 � FD ) is the

probability that it scatters d or more photons:

1 � FB =
X

n<d

PB (n)

1 � FD =
X

n� d

PD (n)
(2.21)

Thus, the overall in�delity of the qubit readout, referred to as the average readout

in�delity , can be de�ned as the average of the bright state in�delity and dark state

in�delity (45):

1 � F =
1
2

0

@
X

n<d

PB (n) +
X

n� d

PD (n)

1

A (2.22)

To achieve the highest readout �delity, the discriminator d must be chosen such that

the average readout in�delity in Eq. 2.22 is minimised. Parameters in Eq. 2.22 are either

�xed values (e.g., � B , � D , and  ) or experimentally determined from the saturation curve
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measurement in Section 2.5, (e.g.,� = 0 :33%, � =2� = � 9:8 [MHz], � B =2� = 9 :9(4) [MHz])

except for the saturation parameters0 in both � P and � B , and readout interval td. Thus,

the average readout in�delity (Eq. 2.22) varies with the saturation parameter s0 and

readout interval td. A numerical simulation was performed to �nd an optimal combination

of the two parameters to minimise the average readout in�delity for di�erent discriminator

levels.
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Figure 2.11: (a) Optimised photon count distributions of the dark state, PD (n) shown in
black colour, and bright state, PB (n) shown in red colour. (b) Relationship between the
average readout in�delity and the discriminator levels. When the discriminator level is set to
4, the average readout in�delity is minimised to 3.0%.

Fig. 2.11 shows (a) the photon count distributions of the bright and dark states for the

best readout �delity where the optimal values were found ass0 = 4 :0 (6.1 [� W] for 43.5

[� m] 1=e2 radius) and td = 227 � s. Figure (b) shows the readout errors (= average readout

in�delity: 1 � F ) versus the discriminator levels. The selection of the discriminator level

changes the average readout �delity, and the optimal discriminator level that minimises the

average readout in�delity was found asd = 4 with the minimum qubit readout in�delity of

3.0%, corresponding to the average qubit readout �delity of 97.0%. As a comparison, the

readout �delity drops to 96.0% with sub-optimal parameter settings of td = 500 � s with

s0 = 4 :0.
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3

Qubit Manipulations

A quantum bit ( qubit ) is a basic unit of quantum information physically realised with a

two-level system (29). Similar to a classic binary bit that has two distinct states in classical

computation, a qubit can be in either the j0i or j1i states or additionally in a superposition

of the two states simultaneously. When extended to systems of many qubits, the ability to

create such superposition states enables a generation of entangled states between multiple

qubits, which cannot be expressed as a product state between individual qubits, giving rise

to the potential computational power of quantum computing.

There are several promising quantum architectures being developed towards the reali-

sation of the large-scale QC, including trapped ion (68), superconducting circuits (144),

photonics (59), nuclear magnetic resonance (NMR) (145), neutral atoms (58), nitrogen-

vacancy centres in diamond (146), electron spins in quantum dots (147, 148), nuclear spins

(149), silicon-based nuclear spins (38), cavity quantum electrodynamics (CQE) (150), and

Rydberg atoms (43). Among them, trapped ions, superconducting circuits, and photonic

qubits provide promising architectures for the implementation of the large-scale QIP (144).

Two-qubit gates with superconducting qubits can operate as fast as tens of ns (51), but

they are prone to gate errors, and the coherence times are as low as a few hundreds of

� s. On the other hand, trapped ion qubits possess signi�cantly longer coherence times,

compared to superconducting qubits, meaning that the qubits are long-lived, with an ap-

proximate duration of up to one hour with a help of dynamical decoupling techniques (50)

and �fty seconds without using spin-echo or other types of dynamical decoupling (151).

Though the high-�delity two-qubit gates using trapped ions have been demonstrated with

a �delity of 99.9999% in single qubit gates (151) and 99.9% in two-qubit entangling gate

(48), the typical gate speeds in trapped ion qubits are as slow as tens of� s, which are
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mainly limited by the trapped ions' secular frequency and the number of trapped ions in

the systems.

3.1 Trapped Ion Qubit

In quantum mechanics, the state of a physical system is represented by a vector in a complex

Hilbert space. A two-dimensional complex Hilbert space is used to describe the angular

momentum or spin of a spin-half particle, providing a physical representation of a qubit,

as shown in Fig. 3.1. A trapped ion qubit uses either hyper�ne splitting (30, 31, 32, 33),

optical transition (34, 35), or Zeeman splitting (36, 37) to realise the qubit. Although

atomic structures are composed of many energy levels, it is a good approximation to

consider that a particular transition between two levels can be well isolated from the other

energy levels as the atomic transitions are very narrow in frequency space, and thus it is

possible to prepare a desired two-level system using one of the atomic transitions.

Figure 3.1: Schematic two-level system that forms a qubit, with the energy di�erence
� E . Hyper�ne qubits consist of two long-lived hyper�ne ground states, with typically GHz
frequency separation: Optical qubits consist of a set of the ground state and metastable state
between an electric quadrupole transition, separated by an optical frequency: Zeeman qubits
consist of two states in the same electronic orbital and hyper�ne level, with typically MHz
frequency separation.

3.2 Single Qubit Representation

A single qubit can be represented by a unit vectorj� i (152):

j� i = � j0i + � j1i (3.1)

where j0i and j1i are the computational basis vectors, and� and � are the respective

complex amplitudes that satisfy the normalisation condition: j� j2+ j� j2= 1 , which is equiv-
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alent to a condition: h� j� i = 1 . With all the above validity maintained, Eq. 3.1 can be

transformed into

j� i = cos
�
2

j0i + ei� sin
�
2

j1i (3.2)

where � is a colatitude with respect to the z-axis and� is a longitude with respect to

the x-axis.

Figure 3.2: In the Bloch sphere representation, the north and south poles of the Bloch sphere
represent the computational states,j0i and j1i , respectively.

As shown in Fig. 3.2, the north and south poles of the Bloch sphere represent the

computational j0i and j1i states, respectively. For example, the quantum state ofj0i is

represented by using the notation in Eq. 3.2 with� = 0 and � = 0 :

j� i � =0 ;� =0 = cos (0) j0i + e0 sin (0) j1i = j0i (3.3)

In this way, arbitrary two-level quantum systems can be represented as a superposition

of the unit vectors j0i and j1i in two-dimensional Hilbert space.

3.2.1 Single Qubit Operation

It has been shown that all the quantum logic gates can be implemented as a sequence

of single-qubit gates and a two-qubit gate, forming a universal set of quantum gates for

33



3. QUBIT MANIPULATIONS

an arbitrary n-qubit system (153). Single-qubit operations are fundamental tools and

represent arbitrary unitary operators that transform the state of a single qubit state. A

single-qubit state in bra-ket notation (Eq. 3.1) can be described in vector notation:

j� i = �

 
1

0

!

+ �

 
0

1

!

=

 
�

�

!

(3.4)

A n-qubit quantum gate is described by a2n � 2n unitary matrix. For n = 1 , a single-

qubit quantum gate is represented by a 2� 2 unitary operator that describes a rotation of

a quantum state about an arbitrary axis (unit vector) n̂=( nx , ny , nz) by angle � on the

Bloch sphere (154):

Rn̂ (� ) � e� i �
2 n̂ ��̂ = cos

�
�
2

�
Î � i (n̂ � �̂ ) sin

�
�
2

�

=

 
cos �

2 + in z sin �
2 � i (ny + in x ) sin �

2

(ny � in x ) sin �
2 cos �

2 � in z sin �
2

! (3.5)

where �̂ � (� x ; � y ; � z ) is the Pauli spin vector with three component vectors (� x ,

� y , � z ) of Pauli matrices, n̂ � �̂ = ( nx � x + ny � y + nz� z ), and Î �

 
1 0

0 1

!

is the identity

matrix. A single-qubit gate can be realised by driving resonant Rabi oscillations between

the two qubit states, typically with a resonant laser pulse or a pair of far-detuned Raman

laser pulses, with the amplitude, duration, and phase appropriately adjusted (155).

Using the unitary operator in Eq. 3.5, unitary operators that perform a single-qubit

rotation are given by:

Rx (� ) = e� i �
2 X =

 
cos �

2 � i sin �
2

� i sin �
2 cos �

2

!

� Rx

Ry(� ) = e� i �
2 Y =

 
cos �

2 � sin �
2

sin �
2 cos �

2

!

� Ry

Rz(� ) = e� i �
2 Z =

 
e� i �

2 0

0 ei �
2

!

� Rz

(3.6)

where the R x gate , R y gate , and R z gate are the rotation operators which rotate

the state by an angle � radians about the x, y and, z-axis, respectively. The rotation

operators with the rotation angle of � radians are the most frequently used for the quantum

gate operations, and they are referred to as Pauli X-gate, Pauli Y-gate, and Pauli Z-gate,
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3.2 Single Qubit Representation

respectively:

X � iR x (� ) = �̂ x =

 
0 1

1 0

!

Y � iR y(� ) = �̂ y =

 
0 � i

i 0

!

Z � iR z(� ) = �̂ z =

 
1 0

0 � 1

!

(3.7)

The Pauli X gate is a single-qubit gate equivalent to a NOT gate and rotates the qubit

state around the x-axis of the Bloch Sphere by� radians and thus mapsj0i to j1i , and vice

versa. When the X-gate is applied on the qubit twice the qubit state is �ipped by the �rst

X-gate and �ipped back to the original state, henceXX = I . The Pauli Y gate rotates the

qubit state around the y-axis by � radians and mapsj0i to i j1i or j1i to � i j0i . The Pauli

Z gate rotates the qubit state around the z-axis by� radians and leavesj0i unchanged and

maps j1i or � j 1i . Besides the Pauli gates, there are other signi�cant gate operators that

are worth mentioning: e.g., the HadamardH , phase shiftP(� ), phaseS, and �= 8 gatesT.

H =
X + Z

p
2

=
1

p
2

 
1 1

1 � 1

!

(3.8)

P(� ) =

 
1 0

0 e(i� )

!

(3.9)

S = P(�= 2) =

 
1 0

0 i

!

; Sy =

 
1 0

0 � i

!

(3.10)

T = P(�= 4) =

 
1 0

0 e(i�= 4)

!

; T y = P(� �= 4) =

 
1 0

0 e(� i�= 4)

!

(3.11)

The Hadamard gateH is a single-qubit gate that maps the basis statej0i to 1p
2
(j0i +

j1i ) � j + i or j1i to 1p
2
(j0i � j 1i ) � j�i by � radians around the axisn̂ = (1 ; 0; 1), where

j+ i and j�i are eigenstates of the Pauli X gate. The gate interchanges the computational

basisf 0; 1g and diagonal basisf + ; �g (156). The phase gateS is a single-qubit gate that

leaves the qubit statej0i unchanged and mapsj1i to ei� j1i . The probability of measuring

either j0i or j1i remains unchanged after the application of the phase gate but it shifts the

phase of the qubit state. The phase shift is understood as a rotation on the latitude of the

Bloch Sphere by� radians (154). As shown in Eqs. 3.10-3.11, the phase gateS and �= 8
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gate T are special cases of the phase shift gateP with � = �= 4 and � = �= 8, respectively.

The Pauli Z gate is also a special case of the phase gate with� = � :

P(� ) =

 
1 0

0 e(i� )

!

=

 
1 0

0 � 1

!

= Z (3.12)

where it is also true that Z = S2 and S = T2 (157).

3.3 Two Qubit Operation

Two-qubit gate operations can create entangled states between pairs of qubits, which is an

essential element for the implementation of a complete set ofuniversal quantum gates .

The most popular sets of universal quantum gates aref Hadamard (H), phase (S), CNOT, Tof-

foli (UT) g gates andf H, S, P/8 (T), CNOT g gates (156). Thus it is essential to have some

kinds of two-qubit operations for the realisation of universal quantum gates.

A two-qubit system is represented by a tensor product of two separate qubit states and

has a four-dimensional vector space:

j� i = a00 j00i + a01 j01i + a10 j10i + a11 j11i

= a00

0

B
B
B
B
@

1

0

0

0

1

C
C
C
C
A

+ a01

0

B
B
B
B
@

0

1

0

0

1

C
C
C
C
A

+ a10

0

B
B
B
B
@

0

0

1

0

1

C
C
C
C
A

+ a11

0

B
B
B
B
@

0

0

0

1

1

C
C
C
C
A

=

0

B
B
B
B
@

a00

a01

a10

a11

1

C
C
C
C
A

(3.13)

where a00, a01 a10, and a11 are the complex amplitudes of each basis state. The two

qubits are not entangled with each other, and measurements of the two qubits will be

distributed independently, referred to as separable states . Same as the single qubit

representation, the unit vector needs to satisfy the normalised condition:

ja00j2+ ja01j2+ ja10j2+ ja11j2= 1 (3.14)

Similarly, a n-qubit system requiresn2 complex amplitudes to describe its state, and the

number of vectors grows exponentially with the number of qubits. This is the reason a QC

with a large number of qubits is di�cult to simulate using classical techniques, compared

to a classical computing system which only requiresn-bits to describe the state.

There are quantum states calledentangled states that are composed of more than one

qubit, where the state cannot be written as a tensor product of states of its component
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3.3 Two Qubit Operation

systems:

j� i 6= j i 
 j � i (3.15)

In entangled states, an-qubit system must be treated as a single unit, where the am-

plitudes and uncertainties of entangled qubits are mutually correlated. One of the most

remarkable features of the entangled states is non-locality, where particles that interact

with each other become correlated or dependent on each other's states and properties, to

the extent that they e�ectively lose their individuality and in many ways behave as a single

unit. This unique feature plays a crucial role in QIP (158).

3.3.1 Bell States

Bell states, or Einstein Podolsky Rosen (EPR) pairs, are some of the simplest quantum

states that represent the maximally-entangled states between two qubits. Entangled Bell

states are used to transport arbitrary quantum states between two distant observers A and

B through quantum teleportation (43, 159). Bell states are generated by a combination

of Hadamard gate followed by a CNOT gate and transform the four computational basis

states according to Table 3.1 (43):

Table 3.1: Input-output quantum truth table to create the Bell states.

INPUT OUTPUT

j00i (j00i + j11i )=
p

2 � j � 00i
j01i (j01i + j10i )=

p
2 � j � 01i

j10i (j00i � j 11i )=
p

2 � j � 10i
j11i (j01i � j 10i )=

p
2 � j � 11i

The Hadamard gate transforms the input statej00i to (j0i + j1i ) j0i =
p

2, and then the

CNOT gate gives the output state (j00i + j11i )=
p

2. Note that the Hadamard gate creates a

superposition state in the control qubit and the target qubit is then inverted conditionally

on the quantum state of the control qubit. For the four basic two-qubit inputs: j00i , j01i ,

j10i , and j11i , the Bell states can be summarised as:

j� xy i =
1

p
2

(j0; yi + ( � 1)x j1; �yi )
(3.16)
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where �y is the negation of y (See Fig. 3.3 (b)). The Bell states can be generalised

to n-qubit systems, such as the Greenberger�Horne�Zeilinger (GHZ) state for 3 or more

sub-systems (160, 161):

j� GHZ i =
1

p
2

(j0i 
 n + j1i 
 n ) (3.17)

A generation of the GHZ state with n = 3 qubits using only single-qubit and two-qubit

gates requires at least two two-qubit gates (e.g., two CNOT gates, two iSWAP gates, or

two CZ gates) (162).

Figure 3.3: (a) Representation of the two-qubit controlled-NOT (CNOT) gate, ÛCNOT .
CNOT gate �ips the state of the target qubit if the state of the control qubit is 1 and leaves it
unchanged if the state of the control qubit is 0. Note that jy � xi = jx � yi . The � is a XOR
operation: 0 � 0 = 0, 0 � 1 = 1, 1 � 0 = 1, 1 � 1 = 0. (b) Representation of the Bell states.

3.4 Light-Atom Interaction

Atomic ions interacting with electromagnetic �elds form the basis to the majority of

trapped ion quantum logic gates. A model describing such interactions isJaynes-Cummings

model , initially proposed by Edwin Jaynes and Fred Cummings in 1963 (163).

3.4.1 Jaynes-Cummings Model

The model considers a situation where a single trapped ion is interacting with a single

mode radiation of a quantised electromagnetic �eld. The Hamiltonian of the total system

is given by (142):

Ĥ total = Ĥmot + Ĥ ion + Ĥ int (3.18)

whereĤ total is a Hamiltonian that describes the total system,Ĥmot describes the motion

of an ion in the harmonic potential created by the ion trap, Ĥ ions describes a two-level

system of the ion, andĤ int describes a single photon interaction of the ion with a quantised

38



3.4 Light-Atom Interaction

electromagnetic �eld. To derive the Hamiltonian Ĥmot , consider a situation where a single

ion is con�ned in a one-dimensional harmonic potential. The Hamiltonian that describes

the situation can be written as:

Ĥmot =
p̂2

2m
+

1
2

m! 2
i x̂2 (3.19)

where p̂ is the momentum operator, x̂ is the position operator, m is the mass and! i

(i = x, y, z) is the secular frequency of the ion, typically on the order of a few MHz.

Here, new operators are introduced: the fermion creation operator̂ay and fermion anni-

hilation operator â:

â =
1

p
2m�h! i

(m! i x̂ + i p̂)

ây =
1

p
2m�h! i

(m! i x̂ � i p̂)
(3.20)

Thus,

Ĥmot = �h! i

�
âyâ +

1
2

�
� �h! i âyâ (3.21)

where the zero-point energy�h! i =2 is omitted as it only contributes an unobservable

overall phase factor so long as the secular frequency is constant.

The Hamiltonian Ĥ ion that describes a two-level system with thej0i and j1i states,

corresponding to eigenvalues ofEg = �h! 0 and Ee = �h! 1 is given by (164):

Ĥ ion = j0i Eg h0j + j1i Ee h1j (3.22)

=

 
Eg 0

0 Ee

!

=
1
2

 
(Eg + Ee) 0

0 (Eg + Ee)

!

+
1
2

 
(Eg � Ee) 0

0 � (Eg � Ee)

!

=
1
2

(Eg + Ee)Î +
1
2

! a �̂ z (3.23)

�
1
2

! a �̂ z (3.24)

where(Ee � Eg) = �h(! 1 � ! 0) � �h! a is an energy di�erence between the two eigenvalues

and �̂ z is the Pauli Z operator and the �rst term in Eq. 3.23 is omitted as we are only

interested in the energy di�erence between the two eigenstates.
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For the derivation of the Hamiltonian Ĥ int , light-atom interaction occurs between a

quantised electric �eld operator of a single mode radiation and dipole moment of the ion

and is expressed as (130):

Ĥ int = � Ê (t) � d̂

= E x̂ cos (! L t � kx + � ) � d̂

= �
E
2

(ei (! L t � kx + � ) + e� i (! L t � kx + � ) )x̂ � d̂

(3.25)

where Ê (t) = E x̂ cos (! L t � kx + � ) is the electric �eld operator for a monochromatic

plane wave, andd̂ is a dipole moment operator. The termx̂ � d̂ can be transformed into

x̂ � d̂ =
X

i;j

hi j x � d jj i j i i hj j

= hej x � d jgi (jei hgj + jgi hej)

(3.26)

where jei hgj and jgi hej can be described by the Pauli spin operators,̂� + and �̂ � as:

�̂ + = jei hgj ; �̂ � = jgi hej (3.27)

Hence, the interaction Hamiltonian Ĥ int becomes:

Ĥ int =
�h

2

(ei (! L t � kx + � ) + e� i (! L t � kx + � ) )( �̂ + + �̂ � ) (3.28)

where 
 � � E
�h hej x � d jgi is the atom-light interaction coupling constant, frequently

referred to as theRabi frequency . The Rabi frequency indicates the coupling strength

of the atom-light interaction and is proportional to the amplitude of the laser �eld and

dipole moment of the two-level transition. To simplify the dynamics of the system, con-

sider expressingĤ int in the interaction picture with respect to the atomic energy. The

Hamiltonian in the interaction picture Ĥ 0
int can be expressed as:
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Ĥ 0
int = Ûy

ion Ĥ int Ûion

=
�h

2

f (eit! a � z =2�̂ + e� it! a �̂ z =2) + ( eit! a �̂ z =2�̂ � e� it! a �̂ z =2)g(ei (kx � ! L t+ � ) + e� i (kx � ! L t+ � ) )

=
�h

2

(�̂ + ei! a t + �̂ � e� i! a t )(ei (kx � ! L t+ � ) + e� i (kx � ! L t+ � ) )

=
�h

2

(�̂ + e� i (kx � (! L + ! a )t+ � ) + �̂ + ei (kx � (! L � ! a )t+ � )

+ �̂ � ei (kx � (! L + ! a )t+ � ) + �̂ � e� i (kx � (! L � ! a )t+ � ) )

(3.29)

with a relation: eit! �̂ z =2�̂ � e� it! a �̂ z =2 = e� i! a t �̂ � used for the above transformation (157).

Note that the rotating wave approximation (RWA) is valid on applications for

trapped ion QIP where the frequency detuning of the laser is much smaller than the

atomic transition frequency (� � ! a). Using the RWA ( j! L � ! aj� (! L + ! a)), the fast

oscillation term (! L + ! a) can be discarded in Eq. 3.29 as its oscillation term averages

zero, and thus the Hamiltonian Ĥ 0
int can be rewritten as:

Ĥ 0
int =

�h

2

(�̂ + ei (kx � (! L � ! a )t+ � ) + �̂ � e� i (kx � (! L � ! a )t+ � ) )

=
�h

2

(�̂ + ei (kx � �t + � ) + �̂ � e� i (kx � �t + � ) )
(3.30)

where � � (! L � ! a) is the laser detuning from the atomic transition frequency.

Summarising all the derivations, the total Hamiltonian Ĥ total for Jaynes-Cummings

Model (Eq. 3.18) is described as:

Ĥ total = Ĥmot + Ĥ ion + Ĥ int

= �h! âyâ +
1
2

�h! a �̂ z +
�h

2

(�̂ + ei (kx � �t + � ) + �̂ � e� i (kx � �t + � ) )
(3.31)

3.5 Resolved Sideband Cooling

Laser Doppler cooling typically uses a dipole transition, whose radiative linewidth is much

wider than the secular frequency of the ions ( � ! z) and can cool the ions down to

average phonon occupation numbers�n of � 5 - 100. With the large linewidth of the

cooling transition compared to the secular frequency, the carrier transition and motional

sidebands overlap, and even a spectrally-narrowband laser interacts with several sidebands
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at the same time with the carrier transition, resulting in the motional sidebands not being

resolved. For the tightly bound (cold) ions after laser Doppler cooling, the ions are well

approximated as quantum mechanical harmonic oscillators, and resolved sideband cooling

can be performed to cool the ions close to the motional ground state with an average

phonon occupation number�n � 0, equivalent to a near zero-point energy of the binding

potential (165). Resolved sideband cooling typically requires atomic transitions whose

natural linewidths are much narrower than the secular frequency of the ions ( � ! z),

including Raman transitions with resolved motional sidebands (165), electromagnetically-

induced transparency (EIT) (166), or sideband cooling on a narrow atomic transition (167).

In our system, the ground state Zeeman sub-levels in171Yb+ can be used as a Raman

transition for resolved sideband cooling, where2S1=2 (F = 1 ; mf = 0) � j#i , 2S1=2 (F =

1; mf = +1) � j"i and 2P1=2 (F = 0 ; mf = 0) � j ei are assigned to form a three-level�

con�guration. With realistic parameter settings of the Zeeman splitting of � B =2� = 4 :9

[MHz] (168), the secular frequency of! z=2� = 882 [kHz] (169), and estimated atomic recoil

frequency of! R=2� = 8 :55 [kHz], our system satis�es the condition:

! R=! z � 1 , � 2 � 1 (* ! R=! z = � 2) (3.32)

where � is referred to as theLamb-Dicke parameter , which is also de�ned as:

� � k

r
�h

2m! z
(3.33)

The condition of � 2 � 1 guarantees that the quantised energy spacing of the harmonic

oscillator (�h! z) is much larger than the recoil energy (�h! R ) and transitions changing the

motional state of the ion are negligible. This is a necessary requirement for resolved

sideband cooling to work e�ciently.

Fig. 3.4 shows schematic energy levels of the ion and stimulated Raman lasers (L 1, L 2,

L 3) to perform resolved sideband cooling, where one cycle of Raman sideband cooling is

accomplished by a 2-step procedure:

1. When an initial state of the ion is in the j#i j �ni state, a red-detuned Raman laser (L 1

and L 2 lasers), which satis�es! L 1 � ! L 2 = � B � ! z, excites the ion to the j"i j �n � 1i

state, reducing the motional energy by�h! z when the photon recoil energy�h! R is

much smaller than the secular frequency of the ion�h! z

42



3.5 Resolved Sideband Cooling

2. The laser L 3, tuned to the j"i ! j ei , resonantly pumps the ion from the j"i state

back to the jei state, and the ion spontaneously decays into thej#i j �n � 1i state

.
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Figure 3.4: Schematic diagram of an atomic energy levels with a� con�guration, relevant
to the Raman sideband cooling. The Raman beams were detuned by� from the jei state.
The �gure represents a cycle of stimulated Raman cooling reducing the initial average phonon
number �n = 2 to �n = 1 .

As long as the condition! R � ! z is satis�ed, the ion keeps losing the energy of� �h! z in

every step of (1) and (2). The step of (1) and (2) are repeated until the ions are optically

pumped into the motional grand state jn = 0 i (165). When the ion reaches the (near)

motional ground state, the interaction of the ions with the lasers is signi�cantly reduced

and the cooling process stops.

The theoretical lowest value of the average phonon occupation number that can be

achieved by resolved sideband cooling is given by (170, 171, 172):

�nmin �
�

� ef f

2! z

� 2

� 1 (3.34)

where� ef f is the e�ective radiative linewidth. When using stimulated Raman beams for

resolved sideband cooling, the theoretical lowest value of the average phonon occupation

number is given by (173):

�nmin;R �
�


 Raman

! z

� 2

(3.35)
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where
 Raman is the e�ective Rabi frequency of the stimulated Raman beam pair, which

is characterised as a two-photon Rabi frequency (174):


 Raman =

 1
 2

4�
(3.36)

where 
 1 and 
 2 are the one-photon Rabi frequencies of each transition.

3.6 Adiabatic Sideband-Resolved Gates

When trapped ions are cooled down to (near) motional ground state of their collective

modes, and thus�n � 0, they are tightly con�ned in a Lamb-Dicke regime , de�ned by a

condition � 2(2�n + 1) � 1 (175), where a Taylor expansion is applicable to the interaction

Hamiltonian Ĥ 0
int (Eq. 3.30). The Hamiltonian can then be expanded to the �rst order:

Ĥweak =
�h

2

(�̂ + ei (kx � �t + � ) + �̂ � e� i (kx � �t + � ) )

=
�h

2

(�̂ + ei ( � (â+ ây )� �t + � ) + �̂ � e� i (� (â+ ây )� � + � ) ) * kx = � (â + ây)

�
�h

2

f (�̂ + ei ( � �t + � ) + �̂ � e� i (� �t + � ) ) + i� (â + ây)( �̂ + ei ( � �t + � ) � �̂ � e� i ( � �t + � ) )g

(3.37)

Following the same process described in Eq. 3.29, the Hamiltonian̂Hweak is transformed

into the Hamiltonian Ĥ 0
weak in the interaction picture:

Ĥ 0
weak = Uy

mot ĤweakUmot

= eit! t ây âĤweake� it! t ây â

=
�h

2

f (�̂ + ei ( � �t + � ) + �̂ � e� i ( � �t + � ) ) + i� (âe� i! i t + âyei! i t )( �̂ + ei ( � �t + � ) � �̂ � e� i (� �t + � ) )g

=
�h

2

f �̂ + e� i (�t � � ) (1 + i� (âe� i! i t + âyei! i t ) + �̂ � ei ( �t � � ) (1 � i� (âe� i! i t + âyei! i t )g

(3.38)

Depending on the laser detuning (� = 0 ; � ! z), there are three atomic transition res-

onances: carrier, red sideband, and blue sideband transitions (two transition resonances

when in the motional ground state), as depicted in Fig. 3.5.
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Figure 3.5: Schematic diagram of an atomic energy levels with a� con�guration, with (a)
red sideband, (b) carrier, and (c) blue sideband transitions. A laser can couple a speci�c
motional mode with the internal electric levels by tuning the laser frequency to a particular
transition. A laser with � = 0 couples thej#; �ni with j" ; �ni ; a laser with � = � ! z couples the
j#; �ni with j" ; �n � 1i .

Applying the RWA to Eq. 3.38 in the weak-coupling regime(
 � ! z), each transition

can be described as:

ĤCarrier =
�h

2

(�̂ + ei� + �̂ � e� i� )

ĤBlue = i�
�h

2

(ây�̂ + ei� � â�̂ � e� i� )

ĤRed = i�
�h

2

(â�̂ + ei� � ây�̂ � e� i� )

(3.39)

In the carrier transition , a pure Rabi oscillation occurs without causing any motional

coupling, corresponding to resonant transition of the internal electronic states. Theblue

sideband transition , also referred to as the heating transition, creates a phonon when the

electronic state is excited, and destroys a phonon when the electronic state is de-excited.

The red sideband transition , also referred to as the cooling transition, destroys a phonon

when the electronic state is excited and creates a phonon when the electronic state is de-

excited (132). When N ions are con�ned in the weak-coupling regime, each motional

mode i in N normal modes are in a superposition of its harmonic oscillatorsj �ni i with

�n = 0 ; 1; 2; 3; � � � . The coupling strength of the internal electronic states (jgi or jei ) and

motional states j �ni i of a particular mode is governed by red sideband Rabi frequency
 Red

and blue sideband Rabi frequency
 Blue (130):
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 Red = � 

p

�n


 Blue = � 

p

�n + 1
(3.40)

In the Lamb-Dicke regime, the ions' spatial distribution is much smaller than the wave-

length of the interacting laser �elds, and the coupling strengths between the ions' in-

ternal qubit states and their motional states are su�ciently small such that transitions

that change the average phonon occupation numbers by more than one are strongly sup-

pressed, and very simple, distinct sideband spectrum of the ions are resolved. Reaching

the Lamb-Dicke regime is a requirement for the majority of the trapped ion multi-qubit

gates (11, 35, 48, 92, 176), including CNOT gates (11) and To�oli gates (177). These

gates, often referred to as theadiabatic sideband-resolved gates , require resolution of

speci�c motional sidebands to realise entangled states and rely on gate schemes initially

introduced by the two proposals of Cirac-Zoller (CZ) gate (63) and the Molmer-Sorensen

gate (39, 65, 178).

3.6.1 Cirac-Zoller Gate

Cirac-Zoller (CZ) gate, proposed by J.I. Cirac, et al. in 1995, was the �rst proposed

two-qubit gate with trapped ion qubits (63). The gate is a controlled phase gate but can

be transformed into a controlled-NOT gate in combination with additional single-qubit

operations. It has been proven that any complex quantum gate can be decomposed into

controlled-NOT gates between two qubits, and single qubit gates (179). The gates require

resolved sideband cooling and individual addressing of each ion by several laser beams with

multiple polarisations.

Consider a situation whereN cold ions oscillating in the weak trapping axis at a secular

frequency ! z are interacting with di�erent laser beams in standing wave con�gurations,

where we focus on two ionsmth and nth in the ion chain. Each ion has an identical

three-level structure with qubit states of the jgi and je0i and auxiliary state of je1i . Now,

assume that a laser acting on thenth ion is turned on. This laser will leave the internal

state of all the other ions untouched. The laser frequency is tuned to the red sideband

of the qubit transition, corresponding to the COM mode exclusively, as the frequencies of

the other motional modes are spectrally well separated, and the equilibrium position of

the ion coincides with the node of the laser standing wave, which minimises the e�ects of

unwanted transitions (90). The Hamiltonian describing this situation in the interaction

picture is represented as (63):
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Ĥ 0
n;q =

�
p

N



2

fj eqi n hgj âe� i� + jgi n heqj âyei� g (3.41)

where ây and â are the creation and annihilation operators of the COM mode,
 is the

Rabi frequency, � is the laser phase, and� is the Lamb-Dicke parameter, de�ned in Eq.

3.33. The subscriptsq = 0 ; 1 refer to speci�c transitions excited by the laser, which is

controlled by the laser polarisations. Note that the strength of the interaction scales with

1=
p

N as the amplitude of the mode scales1=
p

N due to the Mössbauer e�ect. When the

laser beam is applied onto thenth ion for a certain time t = k�= (� 
 =
p

N ), equivalent to

shining a k� pulse, the system evolves according to the unitary operator:

Ûk;q
n (� ) = ef� ik �

2 (jeq i n hgjâe� i� + jgi n heq jâyei� )g (3.42)

It is easy to prove that this transformation keeps the statejgi n j0i unchanged, whereas

the evolution below occurs:

jgi n j1i ! cos (k�= 2) jgi n j1i � iei� sin (k�= 2) jeqi n j0i

jei n j0i ! cos (k�= 2) jeqi n j0i � iei� sin (k�= 2) jgi n j1i
(3.43)

where j0i (j1i ) represents the COM mode with no (one) phonon. The unitary operator

in Eq. 3.42 is used to perform a two-qubit gate operation between themth and nth ions

using the following three-step pulse sequence (See Fig. 3.6):

1. A � -pulse with polarisation q = 0 and � =0 is applied to the mth ion

! The corresponding evolution operator is de�ned asÛ1;0
m

2. A 2� -pulse with polarisation q = 1 and � =0 applied to the nth ion

! The corresponding evolution operator is de�ned asÛ2;1
n

3. Another � -pulse with polarisation q = 0 and � =0 is applied to the mth ion

! The corresponding evolution operator is de�ned asÛ1;0
m

Assuming that the initial COM mode is in the motional ground state j0i , the unitary

operator Ûm;n for the whole process is described aŝUm;n = Û1;0
m Û2;1

n Û1;0
m .
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Figure 3.6: Schematic diagrams of how the Cirac-Zoller gate works. (a) A red sideband
� -pulse applied to the mth ion transfers the je0i m state to the jgi m jn = 1 i state. (b) A red
sideband2� -pulse applied to thenth ion rotates the jgi n jn = 1 i state through the je1i n state,
and the nth ion receives a phase shift of� 1, conditionally on its motional state. (c) A red
sideband � -pulse applied to the mth ion excites back into je0i m state. Overall, only when
both the mth and nth ions are in the electric excited states withn = 0 , henceje0i m je0i n j0i ,
the system receives a phase shift of� 1 through the gate scheme.

The e�ect of the ideal CZ gate is to �ip the sign of the state only when both ions are ini-

tially in the computational excited states and the initial motional state is restored after the

whole pulse sequence. The unitary operator̂Um;n for the CZ gate can be diagrammatically

represented as follows:

jgi m jgi n j0i ! j gi m jgi n j0i ! j gi m jgi n j0i ! j gi m jgi n j0i

jgi m je0i n j0i ! j gi m je0i n j0i ! j gi m je0i n j0i ! j gi m je0i n j0i

je0i m jgi n j0i ! � i jgi m jgi n j1i ! i jgi m jgi n j1i ! j e0i m jgi n j0i

je0i m je0i n j0i ! � i jgi m je0i n j1i ! � i jgi m je0i n j1i ! � j e0i m je0i n j0i

After the proposal in 1999, the CZ gate was experimentally demonstrated using the

D3=2� D5=2 transition in 40Ca+ ion with a �delity of 77% in 400 � s (176), but it requires

the trapped ion qubits to be cooled down to the motional ground state. In contrast,

Mølmer and Sørensen introduced a more robust version of a controlled-phase gate which

didn't require the motional ground state cooling.

3.6.2 Mølmer-Sørensen Gate

The Mølmer-Sørensen (MS) gate, proposed in 1999, was a maximally entangling two-qubit

gate with two trapped ions (39, 180). The gate has a signi�cant advantage over the CZ gate

in that it does not require preparation of the ions into the motional ground state while it still
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3.6 Adiabatic Sideband-Resolved Gates

requires ions' con�nement in the Lamb-Dicke regime with the average phonon occupation

number �n satisfying �
p

�n + 1 � 1. This may allow �n values well-above unity depending on

the value of � . The MS gate generates a state-dependent force with bichromatic laser �elds

tuned near �rst-order sideband transitions. The motional state wavepackets are forced to

follow a closed loop in phase space, which creates a state-dependent geometric phase. At

the end of the gate sequence, the internal and motional states of the ions are disentangled

for all values of the number of phonons�n (67).

Figure 3.7: Schematic energy levels of the two-ions system, with the red and blue sideband
lasers, in the statistical mixture of jni states during the gate operation. ! COM is the secular
frequency of the COM mode, and� is the laser detuning from the motional states. It is shown
that the transitions that occur when the ions are either in the jggi or jeei states and are
subject to the bichromatic �eld that addresses the red and blue-sidebands. These transitions
can be considered as Raman transitions between the virtual level which is o�-resonant to the
motional sidebands. Figure adapted from (5)

The gate operates with two lasers interacting with a trapped ion, detuned from the

qubit transition associated with one of the motional modes by� � for a red-sideband laser

and + � for a blue-sideband laser. The net e�ect of this interaction with laser light is

to excite jgi j gi j ni ! j ei j ei j ni through one of the four paths shown in Fig. 3.7. By

adjusting the time and the phase of the lasers, a superposition of the two qubit states:
1p
2

(jgi j gi j ni + jei j ei j ni ) for the maximum entanglement are generated.

In 2000, the MS gate was �rst demonstrated with chains of 2 and 4 Be+ ions with �delity

of 83(1)% and 57(2)%, respectively (85). Several research groups have also demonstrated

the MS gates with di�erent ions, including 9Be+ ions and 111Cd+ ions (85, 181, 182, 183),

including the generation of a Bell state using the MS gate with a �delity of 97.9(1)% in

2015 (184).
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3.7 Limiting Factors on Trapped Ion Qubit Gates

As previously discussed, the adiabatic sideband-resolved gates face intrinsic speed limits,

set by the secular frequency of the ions. For example, a recently demonstrated two-qubit

MS gate takes � 40 � s to entangle two 40Ca+ qubits at the secular frequency of 1.4

MHz (34). Scalability is also another issue as the gate schemes often require individual

addressing of target ions with tightly focused lasers. A minimum inter-ion spacing in aN

trapped-ion string is given by (185):

zmin (N ) �
�

Z 2e2

4�� 0m! 2
z

� 1=3 2:018
N 0:559

(3.44)

where Z is the degree of ionisation of the ion,� 0 is the vacuum permittivity, and ! z is

the axial secular frequency of a single ion. The inter-ion spacing becomes smaller with the

increase in the number of the ions, making it more challenging to address only a target

qubit without causing unwanted crosstalk. The typical inter-ion spacing for two-trapped

ions is typically around 3 to 30 � m. To make matters worse, a larger number of ions in a

chain require a reduction in the secular frequency to keep the chain linear, resulting in even

slower gate speeds. These facts strongly limit the number of gates that can be performed

relative to the decoherence time. There exist technical limitations in these gate schemes

as the number of trapped ion qubits that can be controlled with the individual lasers is

limited by physical constraints of e.g., lens sizes and resolution of the beam de�ectors (67).

Other decoherence sources in trapped ion systems arise from environmental electro-

magnetic noises, technical noises in the laser control, and spontaneous emissions from

the excited electronics levels (46). These imperfections in the systems, especially from

electric-�eld noises near the secular frequency, cause undesired motional heating, resulting

in increasing the ions' average phonon occupation numbers. This can directly lead to the

decoherence of the quantum superposition states during two-qubit gate operations (186),

and in some cases, the excess motional heating of the ions is the main limiting factor for

high-�delity two-qubit gates (187). However, the majority of the above issues can be over-

come by fast gates which possess great potential to improve the gate speeds by a factor

of � 50 or more, compared to the adiabatic gate sideband-resolved gates (188).
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Fast Gates

The (non-adiabatic) fast two-qubit entangling gates, often referred to asfast gates , are

two-qubit controlled phase-shift gates, initially proposed by J.J. Garcia-Ripoll, P. Zoller,

and J. I. Cirac in 2003 (69). Fast gates work di�erently than the adiabatic sideband-

resolved gates and can implement a fast CNOT gate in combination with additional single

qubit gates (See Appendix. 11.2), providing the basic quantum logic gate for many pro-

posed implementations of quantum computing (189). The main features of fast gates are:

1. No single ion addressability required

Fast gates only require a global laser to mechanically control the ions' motion to

create a target qubit state and do not require any individual laser addressing.

2. Temperature insensitive

Fast gates do not require resolved sideband cooling as they are insensitive to the

initial thermal states of ions and can operate outside the Lamb-Dicke regime (64).

3. Fast

Fast gates operate in the strong-coupling regime and the gate speeds are not limited

by the secular frequency.

4. Scalable

Fast gates that use on resonant� -pulses can operate with a neighbouring (non-

neighbouring) ion pair in a long ion chain, using pulsed lasers with repetition rates

of � 300 MHz (� 5 GHz) (74).
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4.1 Fast Gate Mechanism

Fast gates use multiple pairs of counter-propagating on-resonant� -pulses to apply state-

dependent momentum kicks (SDKs) to two or more trapped ions. A pair of counter-

propagating � -pulses gives each ion� 2�hk of SDKs whose sign indicates the direction of

the applied SDKs, depending on the ion's computational states. A pulse sequence for a fast

gate is composed of multiple groups of� -pulse pairs (e.g., each group has a speci�c number

of � -pulse pairs), with each group separated by speci�c time periods. Each group spatially

displaces the ions' positions from equilibrium. For two trapped ion qubits, there are two

motional modes along the direction in which the two ions are aligned, where the COM

and stretch modes have distinct secular frequencies and coupling strengths to the optical

pulses (Section 2.3). Because of their distinct displacement amplitudes and frequencies,

the two modes follow distinct paths in position�momentum phase space when subjected to

a sequence of SDKs. By appropriately designing the direction and the number of� -pulse

pairs in each group and the timing of each group for a pulse sequence, both motional modes

of the ions are displaced in phase space such that the trajectory of the displacements for

each motional mode creates a distinct closed loop, which corresponds to an accumulated

phase factor of each motional mode. When both loops are completely closed after the pulse

sequence, the motional modes after the pulse sequence are ideally restored to the initial

motional states. In the ideal condition, fast gates are insensitive to the initial motional

states of the ions and thus do not require motional ground state cooling. For ideal fast

gates, the symmetric states of the two-qubit states (j00i , j11i ) are only displaced in phase

space for the COM mode, acquiring a phase factor� c, whereas the asymmetric states (j01i ,

j10i ) are only displaced for the stretch mode, acquiring a phase factor� r . The accumulated

entangling relative phase� is proportional to the di�erence in areas of the two closed loops

of each motional mode, and thus� = � c � � r . The ideal unitary operator for a fast gate

is given as:

UCP H = ei� �̂ z
1 
 �̂ z

2 (4.1)

When the unitary operator (Eq. 4.1) acts on an initial state of the two ions: j i =
1p
2
(j00i + j01i ), the �nal state is given as j 0i = UCP H j i = 1p

2
(j00i + e2i� j01i ), where

the relative phase factor2� between symmetric (j00i , j11i ) and asymmetric (j10i , j01i )

states is applied. The operation of a fast gate can thus be summarised as:
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4.2 Fast Gate Theory and Derivation

j00i ! j 00i

j01i ! e� 2i� j01i

j10i ! e� 2i� j10i

j11i ! j 11i

(4.2)

The resulting relative phase factor2� dominantly depends on the kind of pulse sequence

(e.g., the laser repetition rates, the number of� -pulse pairs, and trap geometries) and

almost independent of the initial motional modes of the ions. When� is set to �= 4, the

qubit states are maximally entangled.

As to the scalability, the gate speeds depend on pulse sequence patterns and the avail-

able laser repetition rates, and thus fast gates have great potential for faster gate speeds

exceeding the secular frequencies of the ions. Fast gates exceeding the secular frequency,

with su�ciently fast repetition rates of pulsed lasers, only need to consider the motions

of neighbouring ions to those entangled by the gate operations. Only local modes are in-

volved in the gate operations in a multiple-ion chain, and thus fast gates possess favourable

scalability properties. Unlike the adiabatic sideband-resolved gates, the increasing number

of ions in a trap also enhances the gate speeds as the larger number of ions in the trap

decreases inter-ion spacing, resulting in increased coupling strength between the target

ions. Faster gate speeds also simplify one gate requirement (motional restoration), which

will be explained later, leading to higher-�delity gate operations (74).

4.2 Fast Gate Theory and Derivation

The unitary operator for a two-qubit fast gate is expressed as:

ÛCP H = ei� �̂ z
1 
 �̂ z

2

2Y

p=1

e� i! p tG ây
p âp (4.3)

The �rst term of the unitary: ei� �̂ z
1 
 �̂ z

2 represents a gate unitary of the fast two-qubit

gate, where � is a two-qubit state-dependent relative phase factor, and̂� z
i is the Pauli

Z operator acting on the internal state of the i th ion (i = 1 , 2), and the second term:
Q 2

p=1 e� i! p tG ây
p âp represents the free evolution of the trapped ions in a harmonic potential,

where tG is the total gate time, ! p (p = 1 , 2) is the secular frequency of each motional
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mode of the COM and stretch modes, and̂ay
p and âp are the creation and annihilation

operators of each motional mode of the ions, respectively. Derivation of the gate unitary

operator (Eq. 4.3) is a good way to deeply understand how fast gates work.

4.2.1 Fast Gate Derivation

Fast gates employ counter-propagating� -pulse pairs to apply SDKs to two trapped ions.

Suppose a single ion is interacting with a quantised laser �eld. The unitary operator

describing the light-atom interaction is expressed using the HamiltonianĤ int (Eq. 3.30)

as:

Ûint = e� i 
 t
2 ( �̂ + ei ( kx � �t + � ) + �̂ � e� i ( kx � �t + � ) ) (4.4)

where t is the time evolution, and 
 t = � (� -pulse) and � = 0 (on-resonance) are ful�lled

for a resonant � -pulse. Thus, the unitary operator for a � -pulse interacting with the ion

is given as:

Û� = e� i �
2 ( �̂ + ei ( kx + � ) + �̂ � e� i ( kx + � ) ) (4.5)

Using the exponential of Pauli matricesei� �̂ j = Î cos� + i �̂ j sin � (j = 1 ; 2; 3), Eq. 4.5

can be transformed into

Û� = Î cos
�

�
�
2

�
+ i sin

�
�

�
2

�
(� + ei (kx + � ) + � � e� i (kx + � ) )

=

 
0 ei (kx + � )

e� i (kx + � ) 0

!
(4.6)

where the global phase� i is omitted. Now suppose that another� -pulse is applied to

the ion from the opposite direction with a negligible amount of delay time after the �rst

� -pulse to avoid spontaneous emission during the two consecutive pulses. The sign of the

wave vector of the second pulse~k2 is opposite from that of the �rst one: ~k2 = � ~k1 = � ~k,

and thus the unitary operator for a counter-propagating � -pulse pair is given as:
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Û2� = Û�; � ~kÛ�; ~k

=

 
0 ei ( � kx + � )

e� i (� kx + � ) 0

!  
0 ei (kx + � )

e� i (kx + � ) 0

!

=

 
e� 2ikx 0

0 e2ikx

!

= e� 2ik �̂ z

(4.7)

Note that the unitary operator Û2� won't be a�ected by the phase of the pulsed laser

as long as the second� -pulse approaches the ion shortly after the �rst � -pulse within a

time scale of� ps, much shorter than the ion's excited state lifetime of 8.12 ns for171Yb+ .

Recalling that the two-qubit state can be represented by the tensor product of the Hilbert

spaces of the individual systems, the unitary operator for two-trapped ions interacting with

a counter-propagating� -pulse pair is given as:

Û2�; 2ions = e� 2ik (x1 �̂ z
1 + x2 �̂ z

2 ) (4.8)

where x1 and x2 are the positions, and� z
1 and � z

1 are the Paul Z operators for the ion

1 and 2, respectively. Whenz number of counter-propagating� -pulse pairs are applied to

the two ions, Eq. 4.8 can be simply expanded to

Û2z�; 2ions = e� 2izk (x1 �̂ z
1 + x2 �̂ z

2 ) (4.9)

Now, the ions' positions x i (i = 1 ; 2) can be rewritten in terms of dimension position

operators Q̂p and ion-mode coupling coe�cients b(p)
i :

x i (i = 1 ; 2) =
2X

p=1

b(p)
i Q̂p (4.10)

Q̂p =

s
�h

2m! p
(âp + ây

p) =
� p

k
(âp + ây

p) (4.11)

where� p � k
q

�h
2m! p

is the mode-dependent Lamb-Dicke parameter, and! p is the secular

frequency of each motional mode for two trapped ions: the COM and stretch mode
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The position operator Q̂p (Eq. 4.11) is obtained by solving Eq. 3.20 for ion's position

x. Using Eqs. 4.10 and 4.11, Eq. 4.9 is transformed into

Û2�; 2ions =
2Y

p=1

e� 2iz (b( p)
1 �̂ z

1 + b( p)
2 �̂ z

2 )� p (âp + ây
p ) (4.12)

Recalling Eq. 3.21, a unitary operator that describes a free evolution of two trapped

ions in the motional modep at time �t is represented as:

Ûp = e� i�t Ĥ mot =�h = e� i! p �t ây
p âp (4.13)

The unitary operator that describes a situation where the two ions receive2z�hk momen-

tum kicks from z number of counter-propagating� -pulse pairs, followed by a free evolution

the ions with the time duration of �t k , can be represented as:

Ûz;�t =
2Y

p=1

e� 2iz (b( p)
1 �̂ z

1 + b( p)
2 �̂ z

2 )� p (âp + ây
p )e� i! p �t k ây

p âp (4.14)

where �t k is the time between thekth and (k + 1) th momentum kicks. When a pulse

sequence is composed ofN number of � -pulse groups, the unitary operator for the total

gate evolution is given as:

Ûgate = ( uzN ;�t N )(uzN � 1 ;�t N � 1 ) � � � (uz3 ;�t 3 )(uz2 ;�t 2 )(uz1 ;�t 1 )

=
NY

k=1

2Y

p=1

e� 2iz k (b( p)
1 �̂ z

1 + b( p)
2 �̂ z

2 )� p (âp + ây
p )e� i! p �t k ây

p âp
(4.15)

where zk is the number of the � -pulse pairs in the kth group and the sign indicates the

direction of the laser pulses, and�t k is the time separation between thekth and (k + 1) th

� -pulse groups.

Here, a displacement operator for the motional modep is introduced as:

D̂p(� ) = e(� ây � � � â) (4.16)
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where � is the amount of displacement in phase space, and� � is the complex conjugate

of the displacement. Using the displacement operator, Eq. 4.15 is rewritten as:

Û2�; 2ions =
NY

k=1

2Y

p=1

D̂p(� 2izk (b(p)
1 �̂ z

1 + b(p)
2 �̂ z

2)� p)e� i! p �t k ây
p âp

=
NY

k=1

2Y

p=1

D̂p(� icpk)e� i! p �t k ây
p âp

=
2Y

p=1

D̂p

 

� icpk

NX

k=1

!

e� i! p �t k ây
p âp

(4.17)

where cpk � 2zk (b(p)
1 � z

1 + b(p)
2 � z

2)� p.

The displacement operator displaces a localised state in phase space by a magnitude�

for the given motional modep. For example, when a displacement operator̂Dp(� ) acts on

the vacuum state j0i , the operator displaces the state to a coherent statej� i :

D̂p(� ) j0i = j� i (4.18)

The time evolution of the coherent statej� i in the Heisenberg picture is described as:

j� i t � Û0 j� i

= e(� ây � � � â)e� i Ĥ 0 t=�h j0i
(4.19)

The time evolution of the annihilation operator â and creation operatorây is de�ned as:

â(t) = e� i!t â; ây(t) = ei!t ây (4.20)

Thus, Eq. 4.19 is rewritten as:

j� i t = e(� ây � � � â)e� i Ĥ 0 t=�h j0i

= j�e � i!t i
(4.21)

where the prefactore� i!t is an irrelevant, unphysical phase so it can be omitted.

The displacement operator is a unitary operator, satis�esD̂ (� )D̂ y(� ) = D̂ y(� )D̂ (� ) = Î ,
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and thus has a property of

D̂ (� )D̂ (� ) = e(�� � � �� � )=2D̂ (� + � ) (4.22)

where � � and � � are the complex conjugates of� and � , respectively.

Now, consider a situation where the unitary operator for a fast gateUgate(t) (Eq. 4.17)

acts on an initial coherent state of the ionsj� i , enabling to represent the ions' evolution

in phase space:

Ûgate j� i t =
2Y

p=1

D̂p

 

� icpk

NX

k=1

!

e� i! p �t k ây
p âp j� i t

=
2Y

p=1

D̂p

 

� icpk

NX

k=1

!

e� i! p �t k ây
p âp Û0D̂ (� )Ûy

0Û0 j0i * Eq. 4:21 and Ûy
0Û0 = Î

(4.23)

Using the property of the displacement operator in Eq. 4.22, Eq. 4.23 can be transformed

into

Ûgate j� i t =
2Y

p=1

Û0D̂p

 

� icpk

NX

k=1

!

e� i! p �t k ây
p âp D̂p(� )Ûy

0Û0 j0i

=
2Y

p=1

e� Û0D̂p

 

� � icpk

NX

k=1

!

e� i! p �t k ây
p âp Ûy

0Û0 j0i

=
2Y

p=1

Û0e�

�
�
�
�
�

 

� � icpk

NX

k=1

!

e� i! p (� �t k )

+

=
2Y

p=1

e� j�e � i! p tG � icpk

NX

k=1

ei! p (�t k � tG )

| {z }
Cp

i

(4.24)

The coherent statej� i is displaced by successive� -pulse pairs and then rotated in phase

space when the ions experience the free evolution. For example, when the total number of

58



4.2 Fast Gate Theory and Derivation

the pulse pairsN = 3 , Eq. 4.24 is written as:

Ûgate j� i t =
2Y

p=1

Û0D̂p(� icp3)e� i! p �t 3 ây
p âp D̂p(� icp2)e� i! p �t 2 ây

p âp Dp(� icp1)e� i! p �t 1 ây
p âp D̂ (� )Ûy

0Û0 j0i

� p = c1c2 sin (! (t1 � t2)) + c1c3 sin (! (t2 � t3))c2c3 sin (! (t2 � t3))

+ Re[�c p1e� i!�t 1 ] + Re[�c p2e� i!�t 2 ] + Re[�c p3e� i!�t 3 ]

(4.25)

Hence, the phase factor� p which is obtained through the ions' excursion from the initial

equilibrium point is calculated as:

� p =
NX

m=2

m� 1X

k=1

f (� icpkei! p tk )( � icpmei! p tm ) � � (� icpkei! p tk ) � (� icpmei! p tm )g=2

+
NX

k=1

f (� icpkei! p tk )� � � (� icpkei! p tk ) � � g=2

=
NX

m=2

m� 1X

k=1

cpkcpm sin (! p(tm � tk )) � Re[�
NX

k=1

cpke� i! p tk ]

| {z }
� 0

(4.26)

After the unitary operator acts on the initial coherent state j� i , the state evolves to

Eq. 4.24. In order for the unitary operator Ugate in Eq. 4.24 to work as the two-qubit

phase gate (Eq. 4.3), two conditions should be satis�ed: themotional restoration and

phase condition . The �rst condition (motional restoration) is that the ions' motion and

position should be completely restored at end of the gate scheme as if the ions weren't

a�ected by the pulse trains. The term Cp in Eq. 4.24 is the �nal displacement of the ions

in phase space, and thus the motional restoration is given by:

0 =
NX

k=1

zke� i! p �t * cpk = 2zk (b(p)
1 �̂ z

1 + b(p)
2 �̂ z

2)� p (4.27)

The motional restoration ensures that there is no heating introduced by the gate opera-

tion, with all the initial states of motional modes restored at the end of the gate operation.

The condition also guarantees the unwanted phase term� 0 in Eq. 4.26 becomes zero.

The second condition (phase condition) is that the phase factor� p in Eq. 4.26 should

become�= 4 for maximum entanglement:
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� p =
NX

m=2

m� 1X

k=1

cpkcpm sin (! p(tm � tk ))

=
NX

m=2

m� 1X

k=1

f 4zm zk � 2
p(b(p)

1 �̂ z
1 + b(p)

2 �̂ z
2)(b(p)

1 �̂ z
1 + b(p)

2 �̂ z
2)gsin (! p(tm � tk ))

=
NX

m=2

m� 1X

k=1

f 4zm zk � 2
p((b(p)

1 �̂ z
1)

2
+ 2b(p)

1 b(p)
2 �̂ z

1 �̂ z
2 + ( b(p)

2 �̂ z
2)

2
)gsin (! p(tm � tk ))

(4.28)

Here, the terms(b(p)
1 �̂ z

1)
2

and (b(p)
2 �̂ z

2)
2

are global phase terms and thus can be discarded:

� p = 8 � 2
pb(p)

1 b(p)
2 �̂ z

1 �̂ z
2

NX

m=2

m� 1X

k=1

zm zk sin (! p jtm � tk j) (4.29)

When the two conditions are ful�lled, Eq. 4.24 can be simpli�ed to

Ûgate j� i t =
2Y

p=1

e� j�e � i! p tG i

=
2Y

p=1

ef 8� 2
p b( p)

1 b( p)
2

P N
m =2

P m � 1
k =1 zm zk sin ( ! p (tm � tk )) g�̂ z

1 �̂ z
2 j�e � i! p tG i

(4.30)

Noting that the coherent state satis�es j�e � i! p tG i = e� i! p tG ây
p âp j� i , Eq. 4.30 turns into

Ûgate j� i t =
2Y

p=1

ef 8� 2
p b( p)

1 b( p)
2

P N
m =2

P m � 1
k =1 zm zk sin ( ! p (tm � tk )) g�̂ z

1 �̂ z
2 e� i! p tG ây

p âp j� i t (4.31)

The phase condition for the maximum entanglement is given by:

�
4

= 8
2X

p=1

� 2
pb(p)

1 b(p)
2

NX

m=2

m� 1X

k=1

zm zk sin (! p(tm � tk )) (4.32)

The unitary operator for fast gates is �nally derived:

ÛCP H = ei �
4 �̂ z

1 �̂ z
2

2Y

p=1

e� i! p tG ây
p âp (4.33)
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4.2.2 Rabi Oscillation

Rabi oscillation is a periodic exchange of energy between an electromagnetic light �eld and

a two-level system, which is an important phenomenon for the implementation of multi-

qubit gate operations (190). The periodic energy exchange can be interpreted as a periodic

change between absorption and stimulated emission of photons. When a monochromatic

laser directed to a trapped ion is tuned to thejgi $ j ei transition with the corresponding

frequency di�erence ! 0, Rabi oscillation occurs, and the ion is usually in a coherent su-

perposition of the jgi and jei states during the Rabi cycles. The total Hamiltonian for the

situation is already given from Eqs. 3.24 and 3.25:

Ĥ total = Ĥ ion + Ĥ int

=
1
2

�h! 0�̂ z +
�h

2

(ei! L t + e� i! L t )( �̂ + + �̂ � )
(4.34)

wherex = 0 and � = 0 are assigned for simplicity. A time-dependent state vectorj (t)i

obeys the Schrödinger's equation, which governs the dynamics of the system̂H total in time:

i �h
@j (t)i

@t
= Ĥ j (t)i (4.35)

where the state vector is time-dependent, but the operators (Hamiltonian) are time-

independent.

Now, we aim to transform the above Schrödinger picture into the Heisenberg picture

(interaction picture) to remove the time-dependent factors in the Hamiltonian Ĥ int . The

state vector in the Heisenberg picture is obtained by transforming the state vector in the

Schrödinger picture such that thej H i = Û(t) j i , whereÛ(t) is a time-dependent unitary

operator. By choosing the unitary operator such that Û(t) = e� i! L �̂ z t=2, the state vector

in the Heisenberg picture is described as (133):

j H i = Û(t) j (t)i

= e� i! L �̂ z t=2 j (t)i
(4.36)

By substituting j H i in Eq. 4.36 for the j (t)i in Eq. 4.35, the Schrödinger equation is
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transformed into (142)

i �h
@j H i

@t
= i �h

@̂U
@t

j (t)i + i �hÛ
@j (t)i

@t

= i �h _̂U j (t)i + ÛĤ j (t)i

= i �h _̂UÛy j H i + ÛĤ Ûy j H i

= ( ÛĤ Ûy � i �hÛ _̂Uy) j H i

(4.37)

where 0 = @(ÛÛy=@t) = _̂UÛy + Û _̂Uy is used for the above transformation.

The Hamiltonian in the Heisenberg picture is thus given as:

Ĥ H = ÛĤ Ûy � i �hÛ _̂Uy (4.38)

Using the Heisenberg Hamiltonian in Eq. 4.38, the HamiltonianĤ total in the Schrödinger

picture (Eq. 4.34) is transformed into

Ĥ H
total = UĤ total Uy � i �hÛ _̂Uy

= Û
�

1
2

�h! 0�̂ z +
�h

2

(ei! L t + e� i! L t )( �̂ + + �̂ � )
�

Ûy � i �hÛ _̂Uy

=
1
2

�h(! 0 � ! L )�̂ z +
�h

2

(e2i! L t �̂ + + �̂ � + �̂ + + e� 2i! L t �̂ � )

(4.39)

Applying the RWA where the fast oscillating terms (e� 2i! L t ) are discarded, Eq. 4.39 is

�nally transformed into

Ĥ H
total = �

1
2

�h�^� z +
�h

2

(�̂ + + �̂ � ) (4.40)

where � � (! L � ! 0) is a laser detuning from the atomic resonance. Substituting the

total Hamiltonian in the Heisenberg picture (Eq. 4.40) for Eq. 4.35:

i �h
@j H i

@t
=

�
�

1
2

�h�^� z +
�h

2

(�̂ + + �̂ � )
�

j H i (4.41)

The matrix representation of Eq. 4.41 can be written as:
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i �h
@j H i

@t
=

 
� 1

2 �h� �h

2

�h
 �

2
1
2 �h�

!

j H i (4.42)

Changing the zero-point of the potential energy, Eq. 4.42 can be transformed into

i �h
@j H i

@t
=

 
0 �h


2
�h
 �

2 �h�

!

j H i

,
@j H i

@t
= � i

 
0 


2

 �

2 �

!

j H i

(4.43)

Using Eq. 3.4, the vector notation of j H i is represented as:

j H i � � jgi + � jei

= �

 
1

0

!

+ �

 
0

1

!

=

 
�

�

!
(4.44)

Taking the derivative of each in matrix equation (Eq. 4.43), we obtain:

_� = � i


2

� ) •� = �


2

_�

_� = � i

 �

2
� � i � � ) •� = � i


 �

2
_� � i � _�

(4.45)

Combining the equations in Eq. 4.45 gives the single, second order di�erential equation:

•� + i � _� +

 2

4
� = 0 (4.46)

A general solution for the derivative equation in Eq. 4.46 can be set as:

� = e� i � t=2
n

A sin
� p

� 2 + 
 2t
�

+ B cos
� p

� 2 + 
 2t
�o

(4.47)

Finally, the probability of �nding the ion in the jei state at time t with an initial condition

� (0) = 0 is given by:
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� (t) = � � � =
�



p

� 2 + 
 2

� 2

sin2

p
(
 2 + � 2)t

2

=
�




 0

� 2

sin2 
 0t
2

(4.48)

where 
 0 �
p

� 2 + 
 2 is referred to as the e�ective Rabi frequency.
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Figure 4.1: Time evolution of Rabi oscillation with di�erent laser detuning � , ranging 0
to 3
 , where the probability � (t) is the ion being found in the excited state. The maximum
probability � (t) depends on the laser detuning, meaning that the laser frequency needs to be
precisely tuned to the atomic resonance to realise a high-accuracy population transfer.

Fig. 4.1 shows the Rabi oscillations with di�erent values of the laser detuning� , where

the probabilities � (t) oscillate with time. The excited state population � (t) oscillates

between 0 and 1 in the case of the on-resonant laser (� = 0), whereas they oscillate

faster at the angular frequencies
 0 in the case for the o�-resonant lasers and never reach

100% population transfer. When we consider a situation where an ultrashort pulse with

a su�ciently strong laser intensity interacts with a two-level system, the dynamics of the

excited state probability also follows the Rabi oscillation equation (Eq. 4.48) (191, 192).

64



4.3 Fast Gate Implementation Analysis

4.3 Fast Gate Implementation Analysis

To implement fast gates in our system, Zeeman qubits were chosen among the several

trapped ion based qubit candidates (Section 3.1) as they can realise the selectivity of SDKs

with an appropriate laser polarisation, where counter-propagating� -pulse pairs either ap-

ply SDKs to trapped ions or do nothing, depending on the ions' qubit states. Though the

frequency separation of the Zeeman qubits is on the order of MHz and sensitive to mag-

netic �eld �uctuations (1.4 MHz/G), a coherence time of 300(5) ms can be realised with

a combination of shielding and permanent magnets to stabilise the magnetic bias �elds,

su�ciently long for the implementation of fast gates (36).

Figure 4.2: Schematic energy level of the Zeeman qubit in171Yb+ .

Fig 4.2 illustrates a schematic energy level of the Zeeman qubit with the2S1=2(F =

1; mf = � 1) � j 0i and 2S1=2(F = 1 ; mf = +1) � j 1i encoded as qubit. The� + polarised

pulsed laser is tuned to be resonant with the2S1=2� 2P1=2 transition such that only the

ions in the j0i state receives SDKs from counter-propagating� -pulse pairs, while the ions

in the j1i state remain untouched. This is a slightly di�erent scenario from the original

formalism discussed in Section. 4.2 in ways that the pulsed laser is resonant with the qubit

transition so the ions in both the j0i and j1i states equally receive SDKs from� -pulse pairs

(but in the opposite direction). The asymmetric SDKs in our system results in halving the

total SDKs size applied from a pulse sequence, but this deviation can be compensated by
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either modifying the phase condition in Eq. 4.32 or adding a few single-qubit gates (74).

4.3.1 Pulse Sequences

Designing a particular pulse sequence to implement a fast gate involves three sets of free

parameters: the total number of pulse groupn, the number of � -pulse pairs in each pulse

group zk (k = 1 ; 2 ; � � � n), and the timing tk describing the arrival of the kth pulse

group at trapped ions. For a fast gate with the total n pulse groups, this constitutes a

2n-dimensional parameter space:

~z = f z1; z2; z3; z4; � � � ; z(n� 1) ; zng

~t = f t1; t2; t3; t4; � � � ; t (n� 1) ; tng
(4.49)

where each element of~z takes integer, including both positive and negative values. The

sign of zk sets the direction of the SDKs, determined by e.g., which� -pulse arrives �rst in

the counter-propagating � -pulse pair in the kth pulse group (See Fig. 4.3 (a)).

Figure 4.3: (a) Diagram of a pulse sequence for a fast gate withn pulse groups, where each
vertical line represents a single SDK. (b, Top) When the pulse A approaches an ion �rst, the
ion receives a momentum kick of�hk in the same direction as the pulse A, through which the
ion gets excited to the jei state. Shortly after the event, the pulse B approaching from the
opposite direction gets the ion back to thejgi state via a stimulated emission process, through
which the ion receives the momentum kick of�hk in the opposite direction of the pulse B. The
net momentum kicks from the � -pulse pair are2�hk in the same direction of the �rst � -pulse
A. (b, Bottom) When the pulse B approaches an ion �rst, the direction of the net momentum
kicks of 2�hk from the � -pulse pair is opposite to the case when the pulse A approaches �rst.
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As shown in Fig. 4.3 (b), when the pulse A arrives earlier than pulse B, the direction of

the resulting SDKs is the same direction of pulse A, whereas when the pulse B approaches

the ion earlier than pulse A, the direction of resulting SDKs is the same as Pulse B. An

optimisation process to �nd each parameter over the unconstrained parameter space is

computationally very expensive with larger numbers of pulses, and some constraints must

be set on these parameters to reduce the dimensionality of the search space.

4.3.2 Pulse Timing Optimisation

One simple way to optimise the pulse timing is to use �xed ratios on thezk elements and

optimise over anti-symmetrised t-vectors (74, 193). In this scheme, the optimisation is

performed over a parameter space of

~z = nf� a; � b;� c; � � �c; b; ag

~t = f� t1; � t2; � � � ; � tn=2; tn=2; � � � ; t2; t1g
(4.50)

This anti-symmetric form has a great advantage of simplifying the motional restoration

(Eq. 4.27) to

0 =
NX

k=1

zke� i! p �t

=

vu
u
t

 
NX

k=1

zk cos! pt i

! 2

+

 
NX

k=1

zk sin ! pt i

! 2

=
NX

k=1

zk sin (! pt i )

(4.51)

The GZC scheme , proposed by Garciá, Zoller, and Cirac (69) and thefast robust anti-

symmetric gate (FRAG) scheme , proposed by Bentleyet al. (74, 194), are fast gates

based on anti-symmetric forms. Both of the GZC and FRAG schemes consist of 6-pulse

groups with �xed, anti-symmetric ratios on zk :

~z = nf� a; � b;� c; c; b; ag

~t = f� t1; � t2; � t3; t3; t2; t1g
(4.52)

The anti-symmetric schemes with 6-pulse groups reduce the unconstrained 12 dimen-

sional space of solutions to only 4 dimensional optimisation overf t1; t2; t3; ng, with f a; b; cg

set as (2; � 3; 2) for the GZC and (1; � 2; 2) for FRAG scheme, respectively. Although
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the original FRAG scheme imposed a constraint on the ordering of the pulse groups:

t1 > t 2 > t 3, the current version of the FRAG schemes do not require the constraint, al-

lowing high-�delity solutions over wider ranges of gate times and experimental parameters

(195).

An alternative of the anti-symmetric schemes is theDuan scheme , which is the simplest,

symmetric gate scheme, designed for a minimal gate time and the number of� -pulse pairs,

with a constant repetition period between pulses (193). The Duan scheme was the �rst

application of fast gates applied to two ions in a multiple-ion chain. In the scheme, each

pulse group has only a single� -pulse pair, and thus jzk j = 1 ( 8k):

~z = f 1; 1; 1; � � � ; 1; � 1; � � � ; � 1; � � � ; 1; � � � ; 1g

~t = f 0; t r ; 2t r � �� ; (t1 � t r ); t1; � � � ; (3t1 � t r ); 3t1; � � � ; 4t1g
(4.53)

where t r = 1=f rep is the period of the free evolution between each pulse group, set by the

�nite repetition rate of the pulsed laser f rep . For a simplest form of the Duan scheme with

total four � -pulse pairs, Eq. 4.53 can be simpli�ed to:

~z = f 1; � 1; � 1; 1g

~t = f 0; t r ; 2t r ; 3t r g
(4.54)

where the Duan schemes only have one free parameter of timet r . Optimisation process

of the Duan schemes only involves the only one parametert r , which is simply chosen to

satisfy the phase condition (Eq. 4.32), and the schemes do not search an exact solution to

the motional restoration. To satisfy the motional restoration (Eq. 4.27), the scheme may

need to be repeated several times to create closed-loop trajectories in phase space, which

may require larger numbers of� -pulse pairs with longer gate times (193). Although the

Duan schemes might still be suitable gate schemes in the limit of high repetition rates as

they don't require complex pulse sequences, the anti-symmetric forms of e.g., the GZC and

FRAG schemes may provide substantially small errors for motional restoration (74).

4.4 Fast Gate Fidelity

Fidelity is a measure of the closeness of two quantum states, e.g., between an ideal quantum

state and actual �nal quantum state, and provides a useful tool for evaluating the gate

performance. The �delity is de�ned as F (�; � 0) =
�

tr
p

� 1=2� 0� 1=2
� 2

with the ideal and

actual �nal states represented by density matrices� and � 0 respectively (196). When one

68



4.4 Fast Gate Fidelity

of the above density matrices, say� , is in a pure state: � = j i h j, the �delity F (�; � 0) is

simpli�ed to

F (�; � 0) =
�

tr
p

j i h j � 0j i h j
� 2

= h j � 0j i
(4.55)

The �delity has a property of being bounded by 0 � F (�; � 0) � 1, and Eq. 4.55 is a

useful form to calculate a �delity of two quantum states. For an initial state j� i i , the �nal

state following the ideal gate operationÛid is given by (6):

j i = Ûid j� i i (4.56)

Thus, the density matrix of the �nal state is represented as:

� = Ûid j� i i h� i j Ûy
id (4.57)

Similarly, the density matrix � 0 for the real, imperfect gate operationÛre is given as:

� 0 = Ûre j� i i h� i j Ûy
re (4.58)

Substituting Eqs. 4.57 and 4.58 for Eq. 4.55, the �delity, referred to as therepresentative-

state �delity F0, can be de�ned as:

F (�; � 0) � F0 = h i j � 0j i i =
�
�
�h� i j Ûy

id Ûre j� i i
�
�
�
2

(4.59)

The representative-state �delity may vastly vary depending on the initial state chosen

for the �delity calculation, and thus the state-averaged �delity Fav , which is obtained

by integrating the representative-state �delity (Eq. 4.59) over the unit hypersphere of all

initial two-qubit states (197, 198), is de�ned to evaluate the gate performance for arbitrary

initial states:

Fav �
1R

� i
d j� i i

Z

� i

�
�
�h� i j Ûy

id Ûre j� i i
�
�
�
2
d j� i i (4.60)

which we simply refer to as thetheoretical gate �delity .

A truncated form of the theoretical gate in�delity ( 1 � Fav) for a fast two-qubit gate

with an assumption that the motional modes of the two ions initially start in a thermal
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product state is approximated as (195, 199):

1 � Fav �
2
3

� � 2 +
4
3

X

p

�
1
2

+ �np

� � �
b(p)

1

� 2
+

�
b(p)

2

� 2
�

� P2
p (4.61)

where �np is the average phonon occupation number of the motional modep, and � �

(� Pp) represents the phase mismatch (the unrestored ions' motion in the motional mode

p). Using Eqs. 4.32 and 4.27,� � and � Pp are de�ned as:

j� � j =

�
�
�
�
�
�
8

2X

p=1

� 2
pb(p)

1 b(p)
2

NX

m=2

m� 1X

k=1

zm zk sin (! p jtm � tk j)

�
�
�
�
�
�
� � (4.62)

j� Ppj = 2 � p

�
�
�
�
�

NX

k=1

e� i! p �t

�
�
�
�
�

= 2 � p

vu
u
t

 
NX

i =1

zi cos (! pt i )

! 2

+

 
NX

i =1

zi sin (! pt i )

! 2

(4.63)

where � is a variable target relative phase factor and is set to�= 4 for the maximum en-

tanglement. The truncated theoretical gate in�delity (1 � Fav) not only provides a good

approximation for the (averaged) theoretical gate �delity Fav (199) but also is computa-

tionally inexpensive. The truncated form is used as a cost function for numerical parameter

optimisations for fast gates (200). Note that ideal fast gates can be implemented (Fav = 1 )

when perfect phase acquisition (� � = 0) and motional restoration ( � Pp = 0 8p) are re-

alised.

As previously mentioned, ideal fast gates are insensitive to initial average phonon occu-

pation numbers of ions, but when the initial motional states of the ions are not perfectly

restored at the end of the pulse sequence with some motional restoration error(� Pp 6= 0) ,

the contribution of the initial average phonon occupation numbers to the gate in�delity

(1 � Fav) will increase, as shown in Eq. 4.61. However, with appropriate designs of pulse

sequences it is shown that the gate in�delity associated to this motional restoration error

can be well suppressed (e.g., to the order of10� 4 even with 20 ions in a chain) (198). Thus,

fast gates are expected to be robust to higher-temperature motional states of the ions. It

is also important to note that the optimisation method presented above doesn't take into

account the imperfect laser control that can happen in actual systems, which needs to be

carefully considered when accurately simulating the gate �delity.
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4.4.1 Imperfect Laser Control

Imperfect pulse control impairs a gate �delity in fast gates (6, 195, 200). Perfect� -

pulse pairs keep the internal qubit states unchanged during the creation of SDKs, but

imperfect � -pulse pairs create incorrect rotations of the qubits on the Bloch sphere, leading

to unwanted state changes, incomplete phase-space trajectories and motional heating. To

investigate the e�ect of imperfect � -pulses on a gate �delity, a rotation error � which

satis�es 
 t = ( � +2 � ) is de�ned to describe the imperfect� -pulse (199), and is substituted

for 
 t in Eq. 4.4:

Ûimp � = e� i ( �
2 + � )( �̂ + ei ( kx � �t + � ) + �̂ � e� i ( kx � �t + � ) ) (4.64)

Using the exponential of Pauli matrices, Eq. 4.64 can be transformed to

Ûimp � = Î cos
�

�
�
2

� �
�

+ i sin
�

�
�
2

� �
�

(�̂ + ei (kx + � ) + �̂ � e� i (kx + � ) )

= i Î sin � + cos � (�̂ + ei (kx + � ) + �̂ � e� i (kx + � ) )
(4.65)

with a global phase ofi omitted.

In actual experiment setups, each pulse in a counter-propagating� -pulse pair is realised

by splitting a single pulse into two sub-pulses with a polarised beam splitter (PBS) such

that the laser phase di�erence between the two pulses is negligible (� = 0 ).

Eq. 4.65 is then transformed to

Ûimp � = i Î sin � + cos � (�̂ + eikx + �̂ � e� ikx ) (4.66)

which shows the rotation error� generates an errant orthogonal state to the desired state

due to the imperfect population transfer. Applying the same principle used in Eq. 4.7 and

using the small-angle approximation ofsin � � 1 and cos� � 1 � � 2

2 , the unitary for a

counter-propagating imperfect � -pulse pair is calculated as:

Ûimp 2� = Uimp �; � ~kÛimp �; ~k

= (1 � � 2)

 
e� 2ikx 0

0 e2ikx

!

+ 2 �

 
0 i cos (kx)

i cos (kx) 0

!

� � 2

 
1 0

0 1

!

= (1 � � 2)Û2� + 2 � Ûerr � � 2Î

(4.67)
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Here, Û2� is the ideal unitary (Eq. 4.7), and Ûerr is an errant unitary which describes

the unrestored component of the internal state and incorrect motional state:

Ûerr =

 
0 i cos (kx)

i cos (kx) 0

!

(4.68)

The total unitary for a series of N imperfect � -pulse pairs is simply the product of each

individual unitary Ûimp 2� :

Ûimp gate = ( Ûimp 2� )N

= f (1 � � 2)Û2� + 2 � Ûerr � � 2Î gN

� (1 � N� 2)ÛN
2� + 2N� Û

(4.69)

where Û is a unitary composed of all the non-ideal elements. Here,̂U is assumed to

produce incorrect states orthogonal to those produced bŷU2� , which is the worst-case

approximation as it neglects terms that may result in a small overlap with the ideal �nal

quantum state (199).

Now, the representative-state �delity with N imperfect � -pulse pairs for some initial

state j� i i can be calculated by substituting theÛimp gate in Eq. 4.69 for the actual unitary

Ûre in Eq. 4.60:

F0 imp =
�
�
�h� i j Ûy

id Ûimp gate j� i i
�
�
�
2

=
�
�
�(1 � N� 2) h� i j Ûy

id ÛN
2� j� i i

�
�
�
2

=
�
�(1 � 2N� 2 + N 2� 4)

�
� F0

(4.70)

where � � � 2 is de�ned as transition error. Noting that F0 =
�
�
�h� i j Ûy

id ÛN
2� j� i i

�
�
�
2

=
�
�
�h� i j Ûy

id Ûre j� i i
�
�
�
2

is the representative-state gate �delity with N perfect � -pulses (� = 0 )

(Eq. 4.59), the gate �delity in Eq. 4.70 can be rewritten as (199):

Frep imp �
�
�(1 � 2N� + N 2� 2)

�
� F0 = �F 0 (4.71)

where the representative-state �delity Frep imp with N imperfect � -pulses is represented

as a multiplication of the pulse �uctuation parameter � �
�
�(1 � 2N� + N 2� 2)

�
� and the
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state-representative gate �delity F0. The state-representative gate �delity F0 is the �delity

with an assumption that complete population transfers are made with perfect� -pulse

pairs with no phase shift (� = 0 ). When each pulse is approximated as a square pulse, the

transition error � sqr is determined as a magnitude of the relative intensity �uctuations of

the laser � I=I :

� sqr =
� 2

8
� I
I

(4.72)

where the linear relationship between the transition error� sqr and intensity �uctuation

� I=I imposes tight requirements on the laser stability to achieve high-�delity fast gates.

0.0 0.0 2.5 5.0 7.5 1.0
[ppm]

Figure 4.4: Reduction in the overall gate �delity due to the pulse �uctuation parameter �
as a function of the relative intensity function � I=I .

Fig. 4.4 shows the relationship between the pulse �uctuation parameter� and relative

intensity �uctuations � I=I with varying the total number of � -pulse pairs N . The � is

a pulse-number-dependent parameter, meaning the overall gate �delity is a�ected by the

increasing number of imperfect� -pulse pairs. This simulation represents the worst-case

gate �delity as the square pulses, which are very susceptible to the intensity �uctuations,

are used to calculate the �delity.

For example, the FRAG scheme withn = 1 (N = 10) requires the laser stability of

� I=I < 10� 4 to achieve a gate �delity above 99%, while� I=I < 0:4% is still required for

a gate �delity above 90%. These results are consistent with previous work (194), which
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also concluded that pulse errors are the main limiting factors for high-�delity fast gates.

In the case of our pulsed laser whose laser stability was measured as� I=I = 2 :39% (See

Fig. 7.15), the � for the n = 1 FRAG scheme was calculated as 53%, indicating that the

laser system requires more work to improve the laser stability.

One approach to reduce the gate in�delity due to the imperfect� -pulses is to apply a

� phase shift between the �rst and second� -pulses in a counter-propagating� -pulse pair

(195) such that the Bloch sphere rotation from the second pulse in the pair occurs in the

opposite direction to the rotation from the �rst pulse. This can be achieved by setting

up the odd and even number of mirrors on each optical path for the �rst and second

� -pulses of a counter-propagating pair. This will result in reducing residual population

transfers even with the imperfect laser control. Although it is challenging to develop

ultrafast pulsed lasers with the intensity �uctuations of � 10� 4, the in�delity due to

the intensity �uctuations can be overcome with the rapid adiabatic passage (RAP)

(201, 202, 203, 204). RAP can be realised by using chirped laser pulses or simple pulse

shaping schemes (203, 205, 206) to make the coherent excitation more robust against the

laser intensity �uctuations. Although RAP was demonstrated in a 40Ca+ using a single,

linearly-chirped UV pulse in 2021 (206), the excitation probability noticeably �uctuates

even at the high laser power due to experimental errors of e.g., output-power reading errors

for pulse-energy estimation and non-negligible laser intensity �uctuations.

4.4.2 Realistic Fast Gate Fidelity

The state-averaged �delity with imperfect � -pulse pairs is obtained by integrating the

representative-state �delity Frep imp (Eq. 4.71) over the unit hypersphere (197):

Freal =
1R

� i
d j� i i

Z

� i

Frep imp d j� i i

=
1R

� i
d j� i i

Z

� i

�F 0 d j� i i (* Eq. 4:71)

= �F av (* Eq. 4:60)

(4.73)

The realistic state-averaged �delity, assuming imperfect� -pulse pairsFreal is then given

as Freal = �F av , which we refer to as therealistic gate �delity . To investigate the

validity of our pulsed laser system (7) for some anti-symmetric fast gate schemes (FRAG

and GZC schemes), the realistic gate in�delity (1 � Freal ) were calculated by considering

a realistic situation where two 171Yb+ ions are trapped along the weak trapping axis in a
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linear Paul trap and illuminated by a sequence of counter-propagating� -pulse pairs along

the transverse axes of the harmonic potential which are coupling to both the stretch mode

at the frequency ! r and the COM mode at the frequency! c. Under the conditions, the

theoretical gate �delity Fav for the FRAG and GZC schemes with varying numbers ofn

ranging from 1 to 100 were calculated by minimising the truncated cost function (Eq. 4.61)

using the realistic values of parameters for our system, as shown below:

f rep = 300:0000[MHz] (7)

! z=2� = 882(2) [kHz] (169)

� = 0 :1

�nc = �nr = 0 :1

(4.74)

where f rep is the laser repetition rate, ! z is the secular frequency along the trapping

axis, � is the Lamb-Dicke parameter for a single trapped ion, and�nc and �nr are the

average phonon occupation numbers of the COM and stretch modes, respectively. There

are relations between the two modes (69):

! z = ! c =
p

3! r

� c = 4
p

4=3�; � r =
1

p
2

�

b(c) =
�

1
p

2
;

1
p

2

�
; b(r ) =

�
�

1
p

2
;

1
p

2

�
(4.75)

where subscripts and superscripts of thec and r indicate the COM and stretch mode,

respectively. During the optimisation process to minimise the cost function (Eq. 4.61),

a noiseless trap ion system with a perfect harmonic potential was assumed to be used

with negligible motional heating and dephasing. Although the noises from the system can

potentially cause the additional gate in�delity, they have in general much slower e�ects

on typical timescales of fast gates (195), and thus the noises related to the system weren't

taken into account for the optimisation process.
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Figure 4.5: Relationship between the theoretical gate in�delity (1 � Fav ) and the number n,
which is proportional to the total number of � -pulse pairs. For the simulations, the parameters
(a,b,c) for the FRAG and GZC schemes were set (1,-2, 2) and (2,-3,2), respectively (Eq. 4.52).
Thus, the total number of � -pulse pairs used in the FRAG and GZC schemes are10n and
14n, respectively.

Fig. 4.5 shows the relationship between the theoretical gate in�delity (1 � Fav) and

the number of n (/ the total number of � -pulse pairs used for the gate scheme) for the

gate schemes with the maximum phase factor of�= 4. The gate in�delity increases with

larger numbers ofn in the limit of the repetition rate of 300 MHz as the larger numbers

of n lead to longer gate times to complete the gate schemes, complicating the motional

restoration. Besides, accommodating many� -pulse pairs in each pulse group for fast gates

with pulsed lasers of the repetition rate of e.g., 300 MHz can violate the approximation

that the instantaneous pulse trains are used for fast gate operations, causing additional

non-negligible in�delity, even with perfect � -pulse pairs.

To achieve the high gate �delity with larger numbers of n, laser repetition rates must be

su�ciently high to accommodate many � -pulse pairs in each pulse group, in combination

with appropriate selections of the gate schemes. The theoretical gate in�delity (1 � Fav)

for the n = 1 FRAG was calculated as 0.14%, which was very high compared to any other

in�delity values for n < 10, whereas the in�delity for the n = 1 GZC scheme was estimated

as low as� 10� 8. This result was in agreement with the simulation results from (6), where

only the n = 1 FRAG scheme was exceptionally low-�delity. From the simulation results,
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the n = 1 GZC scheme was chosen for a further analysis as it provides the best theoretical

gate �delity for the 300 MHz repetition rate (Fig. 4.5). In our system, it is also important

to minimise the total number of the pulse pairs for a gate scheme as the laser intensity

�uctuation is rather high ( � I=I = 2 :39%), and thus a simpler scheme (n = 1 ) is optimal

to achieve the higher realistic gate �delity.

The e�ects of the laser intensity �uctuations were explored to model the realistic gate

�delity for the n = 1 GZC scheme with the varying laser stabilities. The �delity calculation

for the n = 1 GZC scheme was iterated for 500 times, with the laser intensity �uctuation

randomly sampled from a Gaussian distribution to build up statistics for the realistic gate

�delity. The above calculations were repeated varying the laser intensity �uctuations from

2.39% to 0.00239%.

W�¿�+
�+= W�¿�+

�+=

W�¿�+
�+= W�¿�+

�+=

32(2)% 86(4)%z

93(5)% 99(5)%

Figure 4.6: Fast gate �delity distribution for 500 runs of the n = 1 GZC scheme with a target
phase factor of�= 4. Laser intensity �uctuations typically follow a Gaussian distribution (6).
The scheme consists of 14 pulse pairs, and the realistic gate �delity signi�cantly drops when the
intensity �uctuation is on the order of � 10� 2. The gate �delity for the intensity �uctuation
of f 2.39%, 0.239%, 0.0239%, 0.00239%g are f 32(2)%, 86(4)%, 93(5)%, 99(5)%g, respectively.

Fig. 4.6 shows the realistic gate �delity distributions, varying the laser intensity �uc-

tuations � I=I around the mean value of the laser intensity that satis�es the 
 t = � .

For � I=I = 2 :39 � 10� 2 the realistic gate �delity was calculated as an unusable32(2)%,

whereas a gate �delity of 93(5)% can be achieved with� I=I = 2 :39 � 10� 4, indicating

that laser stabilities of � 10� 4 are required to achieve the gate �delity exceeding 93% for
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the n = 1 GZC scheme (total 14 pulse pairs).

Table 4.1: Worst-case gate in�delity in GZC scheme with imperfect � -pulses

n 1 � Fav � Freal (= �F av)

1 6:6 � 10� 8 0.9965 0.9965
2 1:7 � 10� 7 0.9931 0.9931
3 2:1 � 10� 6 0.9900 0.9900
4 8:3 � 10� 6 0.9862 0.9862
5 3:4 � 10� 6 0.9828 0.9828
6 5:6 � 10� 6 0.9794 0.9794
7 1:3 � 10� 5 0.9760 0.9760
8 1:7 � 10� 5 0.9726 0.9725
9 2:7 � 10� 5 0.9692 0.9691
10 1:3 � 10� 5 0.9658 0.9957

For a reference, Table. 4.1 shows the gate �delity for GZC schemes with the total

number of pulse of 14n (n = 1 � 10), considering the imperfect � -pulse pairs with a

relative intensity �uctuation of � I=I = 10 � 5. With the laser stability, the realistic gate

�delity remains greater than 99.5% even with n = 10, meaning that high-�delity gate

operations are achievable as long as the relative intensity �uctuations are on the order

of � 10� 5. This result is in agreement with the previous discussion, as well as a recent

study (198) which concluded that the realistic gate in�delity for fast gates roughly scaled

as 1 � Fav � 102� sqr , and thus the transition errors � sqr of � 10� 5 are required to realise

a high �delity above 99%.

4.4.3 Duan Scheme

To �nd a gate scheme which is applicable to our system with a usable realistic gate �delity,

the Duan schemes (Eq. 4.54) were considered as they require a fewer number of� -pulse

pairs compared to the FRAG or GZC schemes. The scheme requires4n � -pulse pairs

(n = 1 ; 2; � � �), which can reduce the e�ect of the laser intensity �uctuation on the

realistic gate �delity. With the limited repetition rate of 300 MHz in our system, a target

phase factor was set to� /16 for the theoretical gate �delity simulations, with even larger

phase factors obtainable with higher-repetition-rate lasers (193).
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Figure 4.7: (a) Theoretical gate in�delity for a Duan scheme targeting a phase factor of
�= 16, with n ranging from 1 to 10, and the laser repetition rates ranging from 50 MHz up to
5 GHz (The result is partially shown in the �gure). The in�delity reaching 1.0 means that
the gate scheme is not feasible with the given condition. (b) The theoretical gate in�delity
for n = 1 � 4 as a function of the laser repetition rate. The theoretical gate in�delity and
the required laser repetition rates aref 7:62 � 10� 3; 4:21 � 10� 4; 2:52 � 10� 6; 5:34 � 10� 6g,
and f 0:1; 0:7; 2:15; 4:95g GHz for n = f 1; 2; 3; 4g. The shaded part is the available laser
repetition rate of 300 MHz in our system.

Fig. 4.7 (a) shows the theoretical gate �delity with variable n values and laser repetition

rates, indicating that as the n value increases the repetition rate required to achieve the

lowest gate in�delity for the given n value also increases. The theoretical gate in�delity

for n = 1 � 4 was extracted to Fig. 4.7 (b) to closely analyse the relationship between the

theoretical gate in�delity and laser repetition rates. For n = 1 , the minimum theoretical

gate in�delity of 7:62 � 10� 3 is expected with a repetition rate of 100 MHz with a gate

time of 40 ns, while the Duan schemes withn > 1 require the repetition rates higher than

our capability of 300 MHz to obtain optimal conditions for the lowest in�delity and are

thus not feasible in our system.
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Figure 4.8: Duan schemes in rotating phase space with (a)n = 1 and (b) n = 2 for the
COM and stretch modes with dimensionless position and momentum, from the simulation
results in Fig. 4.7. The "� " (" ?") symbols in the inset denote the initial (�nal) positions of
the ions. The simulations assume the SDKs are created from instantaneous ideal pulse pairs
as the timescale of each SDK (� ps) is much shorter than the repetition period between pulses
of (a) 10 ns and (b) 1.7 ns. For the COM plots, the ions are in the symmetric states (e.g.,j11i
or j00i ), whereas for the stretch plots they are in the asymmetric states (e.g.,j10i or j01i ).

Fig. 4.8 shows the simulated phase-space trajectories for the centre of a coherent state

for (a) n = 1 and (b) n = 2 Duan schemes, where the initial motional states of the COM

and stretch modes weren't completely restored due to the �nite laser repetition rates, as

clearly seen in the inset in the �gure (a), which is the limiting factor for the theoretical

gate �delity. Larger numbers of � -pulse pairs can displace the ions by large amounts (e.g.,

compare the magnitudes of the rotating momentum and position betweenn = 1 and n = 2

in the �gures), resulting in faster gate speeds to reach a given target phase, often with

higher gate �delity, but higher laser repetition rates are required, which may be limited by

the available laser repetition rates.

Recalling the laser intensity �uctuation of � I=I = 2 :39%, the realistic gate �delity for

the n = 1 Duan scheme was estimated asFreal = �F av = 0 :778� (1 � 0:00762) � 0:772,

which is a feasible �delity in our system. Note that this simulation was performed based on

the assumption of a noiseless trap ion system without any motional heating or dephasing.

Although a higher average phonon occupation number a�ects the motional restoration

to some extent, the e�ect is still small (as long as the motional restoration errors are

small, as previously discussed), and thus fast gates remain robust to higher-temperature

motional states. Heating of the motional modes between gates will not degrade the �delity

of computations, but if the heating events occurred during the gate operations the gate

�delity can be signi�cantly damaged (195). Thus, the Duan schemes with multiple loops

80



4.5 Repetition Rate and Gate Fidelity

or with low repetition rates may be a�ected by the heating e�ect due to its longer gate

times. To reduce the probability of any heating events occurring during gate operations,

fast gates must be performed su�ciently fast with respect to the heating timescales (a few

quanta/s) (186), and thus faster repetition rates are preferable.

4.5 Repetition Rate and Gate Fidelity

High laser repetition rates generally provide robust gate �delity to achieve desired entangled

states between two qubits with faster gate times, while lower repetition rates limit the total

number of � -pulse pairs in a given time and may not be able to reach desired entangled

states or lead to longer gate times to reach the target states, which complicates the motional

restoration, resulting in lower gate �delity. To date, available laser repetition rates range

from 300 MHz (7) up to 5 GHz (206), but there are no pulsed lasers presently (2022)

available that satisfy the stability requirement of � 10� 4. Achievable gate times with

repetition rates ranging between 100 MHz and 1 GHz are between 0.7 and 1.2� s, whereas

gate times faster than� 0:7 � s are feasible with higher repetition rates (198).
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Figure 4.9: Theoretical gate �delity for the GZC and FRAG schemes for n = 2 and n = 10
as a function of the laser repetition rates with a target phase factor of�= 4. Parameters used
for the simulation are �np = 0 :1, � COM = 0 :08 and ! COM =2� = 882(2) [kHz].

Fig. 4.9 shows the relationship between the theoretical gate in�delity (1 � Fav) and

the laser repetition rates for the FRAG and GZC schemes forn = 2 and 10. As the

laser repetition rates increase, the theoretical gate in�delity decreases for bothn = 2 and

10. This trend is more obvious in the GZC scheme for smaller numbers of pulse pairs
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(n = 2 ), and the FRAG scheme for larger numbers of pulse pair (n = 10). Our pulsed

laser (300 MHz) can be applicable to then = 2 FRAG or GZC schemes with the theoretical

in�delity of 3:0� 10� 7 and 1:6� 10� 6, respectively, indicating that the laser repetition rate

is su�ciently high for high-�delity fast gate operations if the laser intensity �uctuation is

su�ciently small (e.g., � I=I � 10� 4). These analytical results are in agreement with a

recent study which used more realistic models than those by previous studies, showing that

the repetition rate of 300 MHz is su�ciently high for the implementation of high-�delity

(Fav > 99.9%) fast gates with gate speeds on the order of� 1 � s even in large ion chains

with ten or more ions con�ned in a Paul trap (198).

4.6 Current Situation around Fast Gates

Fast gates are currently an active area of research within the trapped ion QC (32, 71, 71,

207, 208). In 2006, a� -rotation in hyper�ne qubit system was demonstrated in 111Cd+ with

a single pulse, but the bandwidth of their pico-second pulses was� 420 GHz, which was

much wider than the energy split of their qubit transition � 14:5 GHz (71). The � -pulses

excited the qubit to the P3=2 state regardless of the qubit states, failing to realise the SDKs.

In 2010, W. C. Campbell et al. demonstrated single-qubit operations in171Yb+ using a

single ultrafast pulse from a mode-locked laser (32). A counter-propagating o�-resonant

Raman pulse pair was used to excite the2S1=2 hyper�ne qubit, where a fast � -rotation of

the qubit with a maximum population transfer of 99.3% was demonstrated in less than 50

ps using a pair of�= 2 pulses. Though this approach might not be ideal for fast two-qubit

gates because not only was the repetition rate of the mode-lock laser used quite low (121

MHz), but also the system lacked a simplicity to realise the� -rotation. Ultimately the

time duration of 50 ps just to achieve a� -rotation was too long for the demonstration of

fast gates which assume the time duration of each pulse�t ! 0 for 
 �t = � (64).

In 2019, University of Innsbruck demonstrated an ultrafast coherent excitation across

the 4S1=2� 4P3=2 transition in 40Ca+ using a single 393 nm UV pulse with the pulse energy

of 32(3) pJ (208). Though the maximum population transfer of 96(2)% was demonstrated,

some measurement values went beyond unphysical values exceeding the excitation proba-

bility of 1 due to the laser's �uctuations and other noises. They concluded the maximum

population transfer was limited by either the laser's detuning or self-phase modulation in-

duced by optical �bres in the system. When the laser system operated at a high repetition

rate of 1.25 GHz, the average laser power of� 9 mW, corresponding pulse energy of 7.2

pJ, required multiple pulses to coherently accumulate the population to create a� -pulse.
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In 2020, C. Romanet al. demonstrated a coherent excitation of171Yb+ using a mode-

locked picosecond laser with the repetition rate of 79.5 MHz (207). They used a novel

technique to achieve a very high �delity readout of 99.93% even with large amounts of

background laser scatter, but each pulse only can perform a rotation of0:05� across the
2S1=2� 2P1=2 transition due to the lack of pulse energy (� 0:25 pJ).

In 2021, University of Innsbruck developed an UV pulsed laser with the multi-gigahertz

repetition rates and multi-watt average power (206). The average power is around 10

time higher than their previous work (208), where the system generates pulse trains at

the repetition rate of 5 GHz with an average power of 5 W, corresponding to a pulse

energy of � 800 pJ. Using the laser system, RAP across the4S1=2� 4P3=2 transition was

demonstrated in 40Ca+ with the maximum population transfer close to 1. The results of

RAP experiment showed a possibility of making a coherent excitation of the ion robust

against pulse intensity �uctuations, which was a great step toward the demonstration of fast

gates. These are examples of some major progresses for the demonstration of fast single-

qubit gate operations. There also have been several progresses towards the implementation

of fast two-qubit gate operations (53, 72, 76, 163).

In 2003 a universal geometric� -phase gate between two9Be+ ions was demonstrated

based on coherent displacements induced by an optical dipole force (53). Though they also

demonstrated a creation of the Bell state with a combination of single-qubit rotations, with

97(2)% �delity, the scheme required Raman sideband cooling to cool all motional modes

to the motional ground state and the gate speed was limited by their �nite laser intensity.

In 2018, fast two-qubit gates using43Ca+ were demonstrated with a gate �delity of 99.8%

(76). The gate time of 1.6� s was more than an order of magnitude increase in gate speed

compared to adiabatic gates. The approach used amplitude-shaped o�-resonant Raman

pulses to drive the motion of the ions along trajectories which were designed such that

the gate operation was insensitive to the optical phase of the pulses. This approach still

required sideband cooling to con�ne the ions within the Lamb-Dicke regime and the gate

speed and �delity were limited by the breakdown of the Lamb-Dicke approximation.

In 2013, an ultrafast entanglement of a single atom's hyper�ne spin state with its mo-

tional state was demonstrated in a time scale< 3 ns (72). This single-qubit spin-motion

entanglement used a short train of picosecond pulses to drive stimulated Raman transi-

tions. Each spin state of the atom received a discrete momentum kick in the opposite

direction from the sequence of pulses and the momentum transfer of2�hk occurred in an

interaction time of 2.7 ns, which was only 0.2% of their trap oscillation period of 1.27

� s. The method could be a building block for fast multi-qubit phase gates which require
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a series of momentum transfers in a time scale of much faster than the trap oscillation

period.

In 2017, an entangled Bell state was generated using a sequence of 10 sets of 8 sub-pulse

pairs of counter-propagating Raman pulses to apply SDKs (75). Though this approach did

not require a con�nement of the ions within the Lamb-Dicke regime, the entangled state

�delity of 76% was limited by the individual �delity of each SDK, with the in�delity in

each SDK from polarisation errors in pulses or UV pulse picking errors from the Pockels

cell. Either way, the method required a series of three delay stages to create a single SDK,

which lacked a simplicity in their experimental setup.

In summary, most two-qubit fast gates reported so far use o�-resonant Raman-pulses

to implement their gate schemes. O�-resonant schemes are often considered and imple-

mented when commercially available pulsed lasers don't satisfy the technical requirements

necessary for on-resonant schemes. Similarly, slow laser repetition rates require more com-

plicated optical setups that split high-power pulses into smaller sub-pulses to generate high

repetition rate pulse trains (72, 194). Although these approaches appear e�ective and pos-

sible to gain a certain level of pulse timing freedom, the implementation is challenging as

many � -pulse pairs are required to achieve the maximum entanglement in fast gates, and

thus preparing such many pulse pairs from multiple delay stages is not quite practical.

In contrast, on-resonant schemes don't need such complexities in the systems and require

much simpler systems and optical setups for the gate operations, which in return contribute

to higher gate �delity, and thus large-scale gate operations. Nevertheless, there are very

few studies reported on on-resonant schemes, and our pulsed laser has great potential to

implement on-resonant schemes, as discussed in Chapter 5.
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Pulsed Laser System

The original proposal for fast gates supposes the use of ultrashort resonant laser pulses to

perform a two-qubit phase gate (69). Fundamental requirements for the laser pulses for

the implementation of the original fast gates can be summarised as below (206):

ˆ Laser repetition rate should be su�ciently higher than the secular fre-

quencies of the trapped ions, typically on the order of a few MHz. Higher

repetition rates of the pulsed lasers generally lead faster higher-�delity

gates.

ˆ Pulse duration must be much shorter than the lifetime of the qubit's

internal excited state to minimise the probability of spontaneous emission

during the time the pulse is being applied. The events of spontaneous

emission unwantedly �ip the qubit state, resulting in the generation of

the momentum kick in the wrong direction.

ˆ Laser frequency spectrum must be closely resonant with one of the atomic

transitions of the qubit. Low-accuracy � -pulse pairs can signi�cantly im-

pair the gate �delity.

ˆ Pulse energy must be su�ciently high to create � -pulses which coherently

excite the ion to the excited state as the generation of fast high-�delity

� -pulses is the fundamental mechanism for fast gates.

Our purpose-built pulsed laser system has main �ve features (7):

ˆ High repetition rate of 300.000 MHz

ˆ E�ective pulse width of 2.36(1) ps (Section 7.4.4)
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ˆ Tunable wavelength around 369.52 nm

ˆ Average output UV power of 100 mW

ˆ Programmable pulse sequence in an almost arbitrary manner

Comparing the features of our laser system with the technical laser requirements for fast

gates, it is clear that our laser system satis�es the requirements to a great extent, and thus

the system should be suitable for the demonstration of fast gates.

5.1 Pulsed Laser System

Ultrafast pulsed lasers emit pulses with duration in the range of femtoseconds to a few

tens of picoseconds. They can focus the energy on a very short time scale within a single

laser pulse, leading to very high peak power density which are far beyond average power

densities achievable by CW lasers. Ultrafast pulsed lasers have opened new possibilities for

many laser applications, not only for academic research but also for medical and industrial

applications, including eye surgery, medical implant manufacturing and material process-

ing. Our laser system is based on a �bre-based mode-locked short-pulsed laser designed

for ultrafast quantum gate application with 171Yb+ at a repetition rate of 300 MHz which

corresponds to the cavity 5th harmonic mode. The repetition rate can be scaled up by

mode locking the cavity to higher order harmonics leading for faster gate speed demands.

The centre wavelength is a result of a series of non-linear frequency up-conversions and

tunable to the exact resonance of the atomic2S1=2� 2P1=2 transition at 369.52 nm. The

pulse pattern is almost arbitrarily switchable for speci�c fast gate operations.

The laser system begins with a passively mode locked Erbium-doped linear �bre laser

which operates at a centre wavelength of 1564 nm, pumped by a 976 nm laser diode (Fig.

5.1) (7).
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Figure 5.1: Schematic diagram of our pulsed laser system (7)

It is a cavity �bre laser ( � 1.7 m) with an air gap at the fundamental repetition rate of 60

MHz, and the �bre length is optimised to balance the group-velocity dispersion and Kerr

non-linearity to create ultra-short pulses (209). Passive mode locking is achieved by sup-

pressing low-intensity radiation with a �bre butt coupled, 1.3 mm Ö 1.3 mm semiconductor-

saturable-absorber mirror (SESAM) with 9% absorption. By increasing the pump diode

current and optimising the cavity birefringence using polarisation paddles installed in the

cavity, it is possible to produce the 5th harmonic-mode soliton pulses, equivalent to 300

MHz repetition pulse trains. The pulse trains from the cavity laser are then ampli�ed to

approximately 120 mW with an Erbium-doped �bre ampli�er (EDFA) and then compressed

to 55 fs with a piece of large e�ective area �bre (LEAF). The compressed pulses are then

sent through a highly nonlinear �bre (HNLF) to generate octave-spanning supercontinuum

spectrum ranging from 1000 nm to 2000 nm.

For the purpose of our experiments, a slice of the spectrum around 1108.6 nm with a

FWHM bandwidth of 1.2(2) nm is selected from the supercontinuum with a combination

of wavelength-division-multiplexer (WDM) and a series of chirped �bre Bragg gratings

(CFBGs). The 1108.6 nm light is then sent through ampli�er chains, consisting of three

stages of Ytterbium doped gain �bres (YDFs), to amplify to an average power of 30 mW,

and then chirped by passing through 2 km of single mode �bre (SMF). The chirped pulses

are then sent to a 5 W Ytterbium doped �bre ampli�er (YDFA, F-CYFA-016-01, Keopsys)

to amplify to an average power of 4.7 W. The YDFA outputs a linearly-polarised collimated
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pulsed laser beam into free space, and the laser passes through a pair of transmission

gratings that work as a grating compressor, where the 30 ps pulse (FWHM) is compressed

to 1.9 ps.

D1 D2

D3

Dumping 

1108.6 nm

554.3 nm

369.52 nm

Delay

PPSLT

LBO

Figure 5.2: Schematic diagram of the frequency up-conversion stages that comprise of SHG
and SFG. D1, D2, and D3 represent dichroic beam splitters used to separate or combine beams
depending on the frequency spectrum.

For frequency up-conversion from infrared (IR) to ultraviolet (UV) pulses, second har-

monic generation (SHG) and then sum frequency generation (SFG) take place (Fig. 5.2).

First, 554.3 nm green pulses are generated from the compressed 1108.6 nm IR pulses at

a type I, quasi-phase-matched (QPM), periodically-poled-stoichiometric LiTaO3 (PPSLT)

crystal in SHG stage. The 554.3 nm green pulses and residual 1108 mm IR pulses are then

recombined in a LiB3O5 (LBO) crystal with an adjustable delay to generate UV pulses in

SFG process. Through these two non-linear processes, tunable 300 MHz UV pulses with a

maximum average power of� 100 mW are generated, whose repetition rate is su�ciently

fast for some of the fast gate schemes.

5.2 Optimise Pulsed Laser Power

As described in the last section, the laser system heavily relies on a series of non-linear

subsystems, and thus optimising the optical laser power requires a strategic procedure

to ensure each subsystem is fully optimised. First, the clean-shaped 5th harmonic mode

is generated in the cavity laser with other modes suppressed as much as possible. Two

main parameters used for the generation of the harmonic mode are the pump current

and birefringence of the cavity laser. The pump current changes the number of soliton
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and non-soliton pulses in the cavity, and a manual adjustment of the cavity birefringence

with polarisation paddles results in suppressing low-intensity non-soliton pulses (209). By

adjusting these two parameters, it is possible to generate clean, stable 5th harmonic soliton

pulse trains in the cavity.

The second step is to accurately shape and stabilise the polarisation-dependent super-

continuum spectrum by carefully adjusting the polarisation state of the input pulses into

the LEAF and HNLF using the polarisation paddles, such that the optical power around

1108 nm spectrum is maximised. After optimising the supercontinuum, the input power

to the YDFA is maximised to � +8 dBm with the polarisation paddles at the �rst two

YDFs (e.g., the minimum required input power of +5 dBm). The polarisation paddle at

the third (last) YDF, which dominantly changes the polarisation of the input beam to the

YDFA while the input power is unchanged, is adjusted such that the UV output power is

maximised as the YDFA has a polarisation-dependent gain.

The last step is to optimise the frequency up-conversion stages of SHG and SFG. To

maximise the conversion e�ciency in SHG, the beam alignments of e.g., the beam focusing

and angles, and x and y positions are optimised with respect to the PPSLT crystal using a

Newport/New Focus, Intelligent Picomotor (Model 8752) such that the green 554 nm laser

output power is maximised. Similarly, optimisation of SFG is performed with another

picomotor by adjusting the beam overlapping of the green beam and residual 1108 nm

beams onto the LBO crystal, such that the UV output power is maximised, which is

monitored by an optical power meter. Through these processes, each subsystem operates

optimally, and the average UV output power can be maximised up to 100 mW.

5.3 Pulse Switching and Synchronisation

Generation of almost arbitrary sequences of UV pulses is realised by carefully synchronising

the EOM switching for fast low-power IR pulses (IR-EOM) and AOM switching for slow

high-power UV pulses (UV-AOM), which is an essential requirement for the implementation

of fast gates.
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EDF

Figure 5.3: Schematic diagram of how the pulse switching is realised. The AOM (AA
Opto-Electronics Model MQ110-A3-UV Acousto-Optic Modulators) and EOM (EOspace
polarisation-maintaining lithium niobate electro-optic modulator) are precisely synchronized.
PPG: 12.5 GHz Picosecond Pulse Labs Model 12050 pulse pattern generator, DDS: direct dig-
ital synthesiser, PID: proportional�integral�derivative controller (SRS SIM960), PMM: piezo-
mounted mirror. ARTIQ: Advanced Real-Time Infrastructure for Quantum physics, M-Labs.

First, the repetition rate of the pulsed laser needs to be locked to 300.0000 MHz by

stabilising the length of the fundamental cavity laser with a PMM (See Fig. 5.3). To

achieve this, a DDS divides in half the optical pulse repetition rate (� 300 MHz) to

generate a 150 MHz electric signal, which is then RF mixed with a 150 MHz reference

signal generated by RF-�ltering the 15th harmonic of a 10 MHz clock reference from a

PPG, generating error signals. The error signals are then sent to an analog PID controller,

which servos the PMM to stabilise the laser's repetition rate to 300.0000 MHz. This

stabilisation also minimises the pulse-to-pulse timing jitters. After locking, the IR-EOM

and UV-AOM are synchronised via ARTIQ, which is a FPGA-based hardware control

system with nanosecond timing resolution. The ARTIQ produces several pre-programmed

patterns of TTL signals simultaneously for di�erent channels, and those synchronised TTL

signals are transmitted into the PPG for the IR-EOM and RF driver for the UV-AOM.

When the PPG receives the TTL trigger signals from the ARTIQ, it sends a pre-loaded

sequence of RF voltage signals into the IR-EOM, and the IR-EOM switches on/o� the IR

pulses according to the sequence (Fig. 5.4 (a)). The IR-EOM can switch on/o� individual

IR pulses at a rate su�ciently faster than the laser repetition rate of 300 MHz (Fig. 5.4
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(b)), whereas the RF driver generates RF voltage signals for the UV-AOM according to

TTL signal patterns from the ARTIQ.
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Figure 5.4: Single pulse generation with the IR-EOM and UV-AOM. (a) TTL signals from
the ARTIQ to the IR-EOM and UV-AOM, and corresponding RF signals for pulse switching.
(b) Schematic diagram of unswitched 300 MHz UV pulse trains, UV pulses after the IR-
EOM picking out a single pulse with pulse suppression on the both sides of the single pulse,
and a single pulse with the remaining pulses suppressed by the UV-AOM. (c) Experimental
demonstration of a single pulse generation recorded by a fast oscilloscope.

The IR-EOM with an extinction ratio of 34 dB is placed before the high-power YDFA

(Fig. 5.1) to maximise the extinction ratio of pulse switching. With the IR-EOM located

before the YDFA, The IR pulses before the YDFA only can be switched o� for up to

10% of the total pulse trains to ensure the minimum required YDFA input power of + 5

dBm to avoid the YDFA being damaged due to the insu�cient input power. Thus, pulse

switching sequences always must be designed with a consideration of the YDFA input

power requirement, whereas there is no power requirement for the UV-AOM (Fig. 5.1).

The rise/fall time of typical AOMs for UV laser is around 150 ns, which is equivalent to a

length of � 45 consecutive pulse trains at 300 MHz, meaning that the EOM pulse sequence

must have a dead time su�ciently longer than the AOM's rise/fall time before and after

the pulse protocol to completely switch o� the remaining unswitched pulse trains.
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6

Coherent Excitation of 171Yb + with

Single Pulses (1)

This chapter presents experimental results of a coherent excitation of a single171Yb+ with

single pulses. The experiment was conducted in 2019, and the results were published in

SPIE Journal in the same year. The aim of the research was to demonstrate a high-accuracy

population transfer of a single171Yb+ across the2S1=2� 2P1=2 transition with single pulses,

which is a fundamental requirement towards the demonstration of fast gates.

6.1 Results/Published Paper

The experimental results were published in SPIE journal.

ˆ K. Shimizu, J. Scarabel, S. Connell, E. W. Streed, and M. Lobino "Ultrafast � -

pulses for strong coherent excitation of a171Yb+ ion", Proc. SPIE 11200, AOS

Australian Conference on Optical Fibre Technology (ACOFT) and Australian Con-

ference on Optics, Lasers, and Spectroscopy (ACOLS) 2019, 112002A (30 December

2019); https://doi.org/10.1117/12.2539937
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6.2 Discussion and Outlook

6.2 Discussion and Outlook

Figure 1 (left) in the above paper shows the experimental result of the coherent excitation

of 171Yb+ with single pulses with the estimated maximum population transfer of� 10%.

The result indicates that the central frequency of the pulsed laser was heavily red-detuned

by � 140 GHz from the atomic transition of 171Yb+ , corresponding to a wavelength o�set

of 0.063 nm in UV domain (Figure 2). The laser detuning was estimated by �tting a

theoretical Rabi oscillation curve on the experimental data points.

The laser detuning was measured by an optical spectrometer (HR4000, Ocean Optics)

with a resolution ranging between 0.5 to 0.75 nm, corresponding to 1.1 to 1.65 THz reso-

lution in UV spectrum domain, whose resolution heavily depends on measured frequency

regions (210). With the resolution, the lower bound of the maximum population transfer

can be as low as2:1 � 4:6%, which can explain the reason why the achieved population

transfer was � 10%, and thus the spectrometer doesn't provide the required spectrum

resolution to achieve high-accuracy population transfer (Fig. 6.1). To have a better esti-

mate of the laser detuning in this technical limit, a theoretical Rabi curve was �tted using

already given parameters (e.g.,tef f , tp, and the focused beam radius at ion).

24.1 GHz7.5 GHz

Figure 6.1: Relationship between the required spectrum resolution and lower bound of the
maximum population transfer. It shows a resolution of 7.45 GHz and 24.1 GHz are required
to achieve a population transfer greater than 99.9% and 99%, respectively.

Fig. 6.2 shows a theoretical Rabi curve �t on the experimental data, where a best �t
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6. COHERENT EXCITATION OF 171YB + WITH SINGLE PULSES (1)

Figure 6.2: Experimental plot of ion �uorescence rate (left axis) and a �tted population
transfer probability (right axis) as a function of square root of pulse power. Note that the
best �t shown in the �gure was found from a degree of �tting between the plots and the �tted
curves with an arbitrarily determined coe�cient to match the y-axes, and thus it only gives a
rough estimate on the laser detuning as the two y-axes aren't compatible.

(solid line) couldn't be obtained with a single laser detuning, but with some error bounds

in the laser detuning (dotted lines). This is probably due to either the laser detuning

substantially �uctuated during the experiment with no temperature stabilised systems at

the point or one or some of the parameters used for the �t weren't quite accurate enough

due to the limited measurement systems. Despite the above analysis on the estimate of the

laser detuning, as well as several attempts that have been made to tune the frequency close

to the atomic resonance (e.g., by cutting o� o�-resonant frequency spectrum in the laser

pulses, or by changing the temperature of the laser system), none of the attempts worked

to realise accurate on-resonant pulses due to the lack of high-resolution laser detuning

measurement. To address this, two approaches were taken, one of which was to modify the

laser system such that it could produce on-resonant� -pulses, and the other was to build

a spectrometer which satis�es the required resolution (198).
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7

Rebuilding Pulsed Laser System

As discussed in Chapter 6, development of a new spectrometer and modi�cation of the

laser system are two essential steps towards the realisation of high-accuracy� -pulses for

fast gate operations.

7.1 Di�raction Grating Spectrometer

Di�raction gratings are optical elements which disperse light into constituent wavelengths

and are widely used for spectrum analysis of lasers (211). The purpose of using a di�raction

grating in my experiments is to build a spectrometer that can accurately measure the

central frequency of the pulsed laser. Although the previous work (7) reported that the

central frequency of our pulsed laser was designed to be resonant with the atomic resonance

of 171Yb+ , a more accurate measurement should be performed by a new purpose-built

spectrometer that uses a di�raction grating with a higher resolution.

As shown in Fig. 7.1, an incident light is dispersed on the gratings' surface such that

a component of each wavelength is di�racted at a slightly di�erent angle. The dispersion

depends on the spacing between adjacent groovesd and is governed by the grating equation

(211):

m� = d(sin � i + sin � m ) (7.1)

wherem is the order of di�raction, � is the di�racted wavelength, d is the grating groove

period, � i is the angle of the incident beam from the normal, and� m is the angle of themth

order di�raction from the normal. The incident light can be di�racted in either negative

or positive directions, depending on the incident beam angle� i .
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7. REBUILDING PULSED LASER SYSTEM

Figure 7.1: Schematic of a basic di�raction grating, which consists of equally spaced parallel
grooves, formed on a re�ective coating and deposited on a substrate. Light of wavelength�
is incident on the grating and is separated into its constituent components. The �gure shows
the orders of the di�racted wavelength, where the 0th order is just a re�ection of the incident
beam and typically not considered a di�racted order since it does not provide any angular
dispersion.

Lens

f=4.02 mm

Mirror 

HWP 

CCD 

f=500 mm

f=100 mm

f=35 mm

Gratings 

Pulsed Laser

Figure 7.2: Optical setup for the di�raction grating spectrometer (8). The beam coming
out of an optical �bre (5 m) is collimated with a f = 4 :02 mm asphere (C671-TME-405,
Thorlabs), magni�ed by a telescope made of anotherf = 4 :02 mm asphere and af = 500 mm
plano-convex lens of a 3" diameter (LA4246-UV, Thorlabs) with a magni�cation M � 124,
and then sent to a custom Newport Richardson di�raction grating with 4320 grooves/mm and
dimensions of 128 mm� 102 mm. The di�racted beam is slightly o�set from the input path
so it can be picked o� using a D-shaped mirror and measured by a CCD camera (LucaEM S
658M, Andor, Oxford Instruments).

The optical setup with di�raction gratings, shown in Fig. 7.2, enables a direct observation
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7.1 Di�raction Grating Spectrometer

of the laser spectrum to monitor the spectrum shape and measure the central frequency.

A collimated pulsed beam from the optical �bre passes through two lenses off = 4 :02 mm

and f = 500 mm and is magni�ed by a factor of M � 124. The magni�ed collimated beam

is then sent to the di�raction grating mirror in a near Littrow con�guration. When the

beam hits the di�raction gratings, each frequency component of the beam is di�racted at a

slightly di�erent angle on the surface of the gratings, and travel through a di�erent optical

path. The grating dispersion, and thus frequency selectivity increases with the number

of rulings illuminated by the beam, and thus having a large beam size on the di�raction

gratings is important to achieve a high frequency selectivity. The optical setup enables to

spatially map out the frequency spectrum of the pulsed laser with a resolution of 3.6(2)

GHz, using a charged-coupled device (CCD) camera.

Figure 7.3: (a) Polarisation dependence of the frequency spectrum of the pulsed laser, with
the beam being vertically polarised (Top), and being horizontally polarised (Middle). The
two spectrum images are superimposed to acquire the whole spectrum (Combined). (b) An
example of the laser frequency spectrum obtained from the combined frequency spectrum
taken from the CCD camera in Fig. 7.3 (a). A �t was performed on the experimental
spectrum data with Gaussian function: expf� ( x � a

b )2g to determine �tting parameters a,
which represents the centre of the spectrum distribution, andb (the standard deviation of the
Gaussian function), which is related to the spectrum bandwidth. The �tting found the optimal
values for a = 261:8(5) and b = 84:5(6) for the sample spectrum for the sample spectrum.

Fig. 7.3 (a) shows an example of the laser spectrum recorded by the CCD camera, where

the laser spectrum horizontally stretches out across the camera pixels. The di�raction

e�ciency is polarisation-dependent, which is expressed by the Kogelnik's wave theory (212),

and thus two di�raction images of the orthogonal axis (vertical and horizontal polarised
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7. REBUILDING PULSED LASER SYSTEM

beams) are superimposed to form the complete spectrum image. In the �gure, the vertical

and horizontal spectrum are in a relation of 45 degrees angle di�erence in a half wave plate

(HWP), and the combined spectrum is a sum of these two spectra. The combined spectrum

image is then converted to the intensity spectrum normalised against the maximum pixel

value found across all pixels as a function of the pixel number of the CCD camera, shown

in Fig. 7.3 (b). The main pulse experiments, which are explained in Chapter 8.6, require

a continuous measurement of the laser spectrum to trace the frequency stability of the

pulsed laser. This is achieved by a motorised optical mount that rotates the HWP in

Fig. 7.1 at a near-constant rate such that the polarisation state of the laser is constantly

rotated. Recording and post-processing the randomly-polarised spectrum images enable a

measurement of the time-lapsed laser detuning throughout the experiments. The method

with the motorised mount e�ectively averages out the random �uctuations of the laser

polarisation, dominantly induced by �uctuations in room temperature and air pressure, as

well as thermal-induced mode instabilities due to the laser passing through the long optical

(5 m) �bre. The long �bre was used to send the beam to the spectrometer which sits on

another optical table due to space limitations in lab.

7.1.1 Spectrometer Calibration

To measure the central frequency of the pulsed laser, the di�raction grating spectrometer

must be calibrated with narrow-bandwidth CW lasers with known frequency references.
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Figure 7.4: (a) Calibration of the spectrometer using a CW laser (SolsTiS and ECD-X, M
Squared Lasers). (b) Normalised intensity spectrum extracted from data in Fig. 7.4 (a).
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7.1 Di�raction Grating Spectrometer

Fig. 7.4 (a) shows �ve frequency references around the resonant frequency of the
2S1=2� 2P1=2 resonant frequency of171Yb+ recorded on the spectrometer, with each of

them being 100 GHz apart. The spectrum data was then converted to a 2D array data by

extracting the maximum pixel value across each column to obtain a normalised intensity

spectrum across the horizontal pixel array of the camera, as shown in Fig. 7.4 (b). The

distribution of each intensity spectrum is well approximated by a Gaussian function, and

thus the central pixel of each intensity spectrum was found by a Gaussian �t. From the

Gaussian �t results, a linear relationship between the laser frequency and camera pixel was

obtained, enabling to convert the camera pixel to the laser frequency, as shown in Fig. 7.5

(c).
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Figure 7.5: (a) Normalised intensity spectrum of the pulsed laser before replacing the existing
CFBGs as functions of frequency (lower axis) and detuning (upper axis). The FWHM spec-
trum bandwidth is given by 2b0

p
ln 2 [Hz], whereb0 = bm is the standard deviation of Gaussian

function, with b = 84:5(6) [pixel] determined in Fig. 7.3 and m = 2 :41(1) [GHz/pixel], deter-
mined in Fig. 7.5 (c). Thus, the FWHM spectrum bandwidth was calculated as 339.1(3) GHz.
(b) Normalised intensity spectrum of the pulsed laser after replacing the original CFBGs with
the new ones. The temperature settings for thef �rst, second, third g CFBGs were f 63, 63,
65g� C, respectively. The measured frequency detuning of the pulsed laser was� 5(1) GHz.
More details in Section 7.3. (c) Linear relationship between the laser frequency and camera
pixel: y = 2 :41(1) � 109x + 810:686(2) � 1012 [Hz], with y being a frequency [Hz] for a given
pixel x [pixel], which was found by �tting the linear function of y = mx + n to the �ve reference
data points.

Using the linear relationship, x-axis [pixel] in Fig. 7.3 (b) was converted to the unit of

frequency [THz] (lower axis) and frequency detuning [GHz] from the atomic resonance of
171Yb+ (upper axis). From the above analysis the central frequency of the sample spectrum

in Fig. 7.3 (b) was estimated as 811.317(1) THz, with the corresponding frequency detuning

of � 173(1) GHz, as shown in Fig. 7.5 (a).
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7. REBUILDING PULSED LASER SYSTEM

7.2 Wavelength Adjustment with CFBGs

As described in Section 5, good laser tunability is one of the essential requirements for the

realisation of fast gates via resonant optical� -pulses. The main frequency selection in the

laser system takes place at a series of three CFBGs for selecting a 1108 nm light from the

supercontinuum, which dominantly determines the resulting frequency of the UV pulses

(See Section 5.1), although the �ne-tuning is possible on the non-linear stages of SHG and

SFG. The CFBGs slice only a speci�c range of spectrum with a very narrow bandwidth,

typically ranging 0.1 nm to 50 nm, out of the octave-spanning supercontinuum spectrum

(213).
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Bragg grating

Input beam
(Supercontinuum)

Reflected beam
(1108.5 nm)

Transmitted beam

Figure 7.6: Schematic of chirped �bre Bragg gratings. L is the grating length, and � B (z) is
the Bragg wavelength.

Fig. 7.6 shows a CFBG made of a silica optical �bre with certain grating periods directly

imprinted in the core part of the �bre. The gratings inside the �bre core re�ect only speci�c

frequency spectrum back with the remaining frequency components transmitted through

the �bre, acting as a very narrow band re�ector built in the optical �bre. The peak

wavelength in the re�ective spectrum, referred to as theBragg wavelength , is given as:

� B = 2 � � (7.2)

where � is the e�ective refractive index of the �bre core, and � is the grating period of

the refractive index modulation. The periodicity of the modulation in the CFBG is not

constant, and changes along the beam propagation z-axis. The function�( z) de�nes the

chirp pattern which a�ects a FWHM bandwidth of the refractive spectrum, as well as the

dispersion of the re�ected beam.
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The Bragg wavelength shift � � B [m] is temperature and strain dependence, and shifts

as a function of a temperature change� T [K] with the strain maintained constant (214):

� � B

� B
=

�
1
�

@�
@T

+
1
�

@�
@T

�
�T = ( � � + � � )�T (7.3)

The equation can be simpli�ed by using practical values of� � = 6 :67� 10� 6 [K � 1] and

� � = 0 :55� 10� 6 [K � 1] for typical silica �bres (215).

The wavelength shift � � B for � B = 1108.5 nm IR beam is approximated as:

� � B � 8:0 � 10� 12 � �T [m] (7.4)

which indicates the Bragg wavelength is linearly proportional to the temperature with

a sensitivity value of 8.0 [pm/K], indicating the Bragg wavelength can be tuned to either

shorter or longer by adjusting the temperature. Although several studies have measured the

coe�cients of � � and � � values, they vary depending on the laser frequencies and materials

of the CFBGs, and thus it is necessary to experimentally measure the thermal sensitivity

of the Bragg wavelength. In our case, the Bragg wavelength shift� � B was experimentally

measured by recording laser spectrum that transmitted through the CFBG to estimate the

re�ected peak wavelength, with di�erent temperature settings of the CFBGs. The result

of the measurement found a thermal sensitivity of 7.6(4) [pm/K] for 1108.5 nm IR beam.

Based on the thermal sensitivity, frequency shift of the pulsed laser by the measured

detuning of 173(1) GHz towards the atomic resonance required a wavelength shift of 63

pm in the 369.52 nm UV spectral domain, corresponding to a wavelength shift of 193

pm in 1108.6 nm IR spectral domain. This required to lower the CFBGs' temperatures

by 25:4(= 193=7:6) � C from the typical lab temperature of 22 � C, which was di�cult to

achieve in ambient air as the lower limit in the CFBGs' temperatures was set by a dew

point ( � 14 � C) to avoid water condensation.

7.3 Replacement of the CFBGs

One way to shift the laser frequency drastically is to replace the existing CFBGs with new

ones with an appropriate Bragg wavelength. As discussed in section 5.1, the UV pulses are

the consequence of the two non-linear processes of SHG and SFG, and thus a relationship

between the wavelength of the IR pulses:� IR and UV pulses: � SF G is given by:
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� UV =
1
3

� IR (7.5)

which indicates that the Bragg wavelength (� IR ) determines the central wavelength of

the consequent UV pulses (� UV ). Thus, selecting the appropriate Bragg wavelength of

CFBGs is critical to realise the on-resonant pulses.

Before replacing the existing CFBGs, the transmission spectrum of each CFBG in the

existing system was measured using an optical spectrum analyser, enabling the measure-

ment of each Bragg wavelength. From the results shown in Fig. 7.7, the average Bragg

wavelength of the three-stage CFBGs was calculated as 1108.907 nm at the room temper-

ature. Considering that the central frequency of the laser had to shift by 193 pm (in IR

domain), a target Bragg wavelength for the new CFBGs was calculated as 1108.45(5) nm

with the bandwidth of 1 � 0:05 nm and re�ectivity greater than 99.9%. The new Bragg

wavelength was set slightly blue-detuned from the atomic resonance, allowing a �ne tuning

of the Bragg wavelength by increasing the temperature of the CFBGs. The typical silica

CFBGs can operate at a very high temperature (216), and thus setting the target Bragg

wavelength to blue-detuned gives wider wavelength tuning ranges.
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Figure 7.7: Transmission power spectrum of the three-stage CFBGs. The Bragg wavelength
of each CFBG is f 1108.970, 1108.910, 1108.840g nm, respectively. The optical spectrum
analyser (MS9710C, Anritsu) was calibrated before the measurements using a locked 935 mm
laser (MOGLabs).
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7.3.1 Temperature-Dependent Bragg wavelength

The new three CFBGs were installed in the system, and the temperature dependence of

the Bragg wavelength was measured to determine the optimal temperature setting on each

CFBG to tune the pulsed laser to the atomic resonance. This was achieved by individually

changing the temperature of each CFBG with a Peltier controller.

Figure 7.8: Picture of three Peltier controllers (Gilson 853 Peltier Heating and Cooling).

Fig. 7.8 shows the temperature-control modules with Peltier controllers, which either

cool down or heat up the three CFBGs individually with the temperature tuning range

from 15 � C at minimum to 65 � C at maximum. The individual temperature adjustment

also enables to change the bandwidth� � IR of the IR beam, allowing to control the time

duration of the UV pulse, (e.g., narrowing IR bandwidth broadens the time duration of

the UV pulse, and vice versa).

Fig. 7.9 (a) shows the temperature dependence of the Bragg wavelength of the new

CFBGs, indicating the Bragg wavelength shifts longer as the temperature increases. To

determine the Bragg wavelength at each temperature, theoretical curves, given by a simpli-

�ed expression R = tanh2(kL ), wherek is the coupling coe�cient at the Bragg wavelength

and L is the length of the grating, were �tted on each experimental data.
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Figure 7.9: (a) Transmission power spectrum of the new CFBGs with di�erent temperature
settings. (b) Temperature-dependent Bragg wavelengths of the new CFBGs (O/E Land Inc).
The measured Bragg wavelength aref 1108.392(7), 1108.465(6), 1108.535(4), 1108.603(3),
1108.666(7), 1108.743(6)g nm, respectively in ascending order of the temperature, with each
data point being the average of four measurements.

Fig. 7.9 (b) shows a temperature dependence (thermal sensitivity) of the Bragg wave-

length of the new CFBGs. The thermal sensitivity of the CFBGs was found by �tting a

linear function on the measured data (of each Bragg wavelength for a given temperature):

� bw = 6 :95(8) � 10� 12T + 1108:29(5) � 10� 9 [m] (7.6)

where � bw is the Bragg wavelength [m], andT [� C] is the temperature of the CFBGs,

indicating the thermal sensitivity of the new CFBGs was calculated as 6.95(8) [pm/� C].

Although this was useful to coarsely tune the central frequency of the laser closer to the

atomic resonance, a temperature tuning of the individual CFBGs, as well as the frequency

tuning of both the SHG and SFG non-linear stages, were still necessary to realise high-

accuracy on-resonant pulses. After following the above procedures, the laser detuning was

minimised to � 5(1) GHz, corresponding central frequency of 811.285(1) THz, with the

peak wavelength of 369.5279(4) nm (Fig. 7.5 (b)).

7.4 Pulse Duration Measurement

A measurement of the pulse duration is very important as the pulse duration determines the

pulse area which is directly related to the Rabi dynamics. To experimentally measure the
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pulse duration, two methods are used: a direct method using Michelson interferometry, and

an indirect bound from performing the Fourier transform on the experimentally-measured

frequency spectrum.

7.4.1 Michelson Interferometry

Michelson interferometry is an optical con�guration which can measure di�erences in wave-

front that have propagated down two di�erent optical paths, e�ectively measuring the

temporal overlap of the electric �elds as intensity modulations, enabling the extraction of

information of temporal pro�les of the pulses, including the duration and shape of a single

pulse with nanometer precision. Typical optical setups for the Michelson interferometry

consist of a50 : 50unpolarised beam splitter, two mirrors and a photodiode (PD).

Figure 7.10: (a) Experimental setup for the Michelson interferometry. (b) Experimental
data of the resulting self-interference visibility of a single pulse as a function of the mirror
displacementd, and the �tted Gaussian function E(t). The visibility, de�ned as Vvisibility =
(Vmax � Vmin )=(Vmax + Vmin ), is measured from a visual estimate of the ratioVmin =Vmax ,
which is detected with the PD. The voltage signals from the PD are observed with a digital
oscilloscope. The error bar indicates one standard deviation from two measurements performed
before and after the pulse experiment.

A Michelson interferometer, depicted in Fig. 7.10 (a), is illuminated by the incident

beam of the pulsed laser, where half of the original beam transmits the beam splitter

and proceeds towards a movable mirror M1, and the other half is re�ected by the beam

splitter and proceeds towards a �xed mirror M2. Both beams are re�ected back by the

mirrors M1 and M2 respectively and recombined by the beam splitter, and the recombined

beam travels to the PD to produce the interference fringe. Self-interference occurs due to

di�erence in the optical path lengths for the two beams.

109



7. REBUILDING PULSED LASER SYSTEM

The pulse duration can be determined from the measurements of the self-interference

visibility of a single pulse, which is caused by changing one of the optical path lengths

(e.g., the optical path length for the transmitted beam was changed with the movable

mirror M1 in our setup), allowing the temporal coherence of the beams to be measured

at each di�erent time delay setting, e�ectively converting the time domain into a spatial

coordinate as interference visibility amplitudes. The interference visibility Vvisibility is

observed by the PD as (217, 218):

Vvisibility /
Z 1

�1
E(t)E � (t � � d)dt (7.7)

where E(t) is the electric �eld of the pulse, and � d is a relative time delay from the

di�erence in the optical path lengths of the two paths. Eq. 7.7 is a convolution, which is

often used in time series analysis and image processing.

The temporal shape of ultrashort pulses is well approximated by Gaussian function (219):

I (t) = exp

(

�
�

t
�

� 2
)

(7.8)

where � is a parameter related to a pulse duration in time domain, which is equivalent

to tF W HM =(2
p

ln 2), where tF W HM is the FWHM pulse duration (220). Using Eq. 7.8, a

normalised electric �eld of the Gaussian pulse is given as:

E(t) =
p

I (t) = exp

(

�
1
2

�
t
�

� 2
)

(7.9)

Fig. 7.10 (b) shows the experimental visibility data from the Michelson interferometry.

Each data point was recorded by shifting the position of mirror M1 with a micrometer

by an increment of 0.1 mm. The data was then �tted with Eq. 7.7 by utilising an auto-

correlation method with the Gaussian approximation (Eq. 7.9). The optimal value of

� = 0 :88(5) ps was found by the �tting, with the corresponding FWHM pulse duration

being calculated as:

tF W HM = 2
p

ln 2� = 1 :47(3) [ps] (7.10)

7.4.2 Fourier Transform of Pulse Spectrum

Another method to experimentally estimate the minimum pulse duration is to perform a

Fourier transform of the frequency spectrum of the pulsed laser. The Fourier transform is
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a mathematical transform that decomposes a frequency domain function into a periodic

time domain function and vice versa, allowing us to estimate the minimum bound on the

pulse duration in time domain from the frequency spectrum.

According to Eq. 7.9, when the electric �eld of the pulsed laser in time domainE(t) is

given as a Gaussian function:

E(t) =
1

p
2�� 2

e� 1
2 ( t

� )2
(7.11)

The Fourier transform is performed as (217):

F[E (t)] = f (! ) =
1

p
2�� 2

Z 1

1
e� 1

2 ( t
� )2

e� 2�i!t dt = e� 2�� 2 ! 2
(7.12)

Eq. 7.12 indicates the Fourier transform of a time-domain Gaussian function is also

a frequency-domain Gaussian function. It also shows the relationship between the time

domain pulse duration and frequency spectrum bandwidth, where a shorter (longer) pulse

duration � means a broader (narrower) spectrum bandwidth.

Figure 7.11: Solid line: normalised frequency spectrum of the pulsed laser for the on-
resonance case (when the detuning of the pulsed laser was� 33(4) GHz). Dotted line: The
�tted normalised Gaussian spectrum with only one free parameter of� = 0 :896(9) ps.

Fig. 7.11 shows the frequency spectrum of the pulsed laser (solid line) and the resulting

�tting curve (dotted line). The frequency spectrum was �tted with Eq. 7.12 as a function of

the angular frequency! . The only free parameter used for the �tting was� , and the �tting

found the optimal value of � = 0 :896(9)ps for on-resonance case (detuned by� 33(4) GHz),

with � = 0 :941(4) ps for o�-resonance case (detuned by� 190(7) GHz). These values were
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in good agreement with the value obtained from the Michelson interferometry (� = 0 :88(5)

ps). The pulse duration can vary depending on the temperature �uctuations in the non-

linear stages in the laser system or direct temperature adjustment of the non-linear crystal

(e.g., to change the central frequency of the UV pulses), so it is essential to perform a daily

measurement of the pulse duration before the experiments.

7.4.3 Evaluate Pulse Quality

A straightforward way to evaluate the pulse quality is to calculate the time-bandwidth

product (TBP) , de�ned as a product of the pulse duration and FWHM spectral band-

width (221). The minimum possible TBP is obtained with a bandwidth-limited pulse,

which is a very short optical pulse with the minimum possible duration for a given spec-

tral bandwidth, and the value is � 0:441 for an unchirped ideal Gaussian-shaped pulse

(222). Calculating the TBP enables estimating how close the pulse duration is compared

to that of the unchirped ideal Gaussian beam. Chirped pulses have a broader spectrum,

leading to a larger TBP. The FWHM bandwidth of our laser was calculated as 339.1(3)

GHz (Fig. 7.5 (a)), and the FWHM pulse duration was calculated as 1.47(3) ps (Eq. 7.10).

Thus, the TBP of the pulsed laser was calculated as 0.50(4), which was reasonably close

to the minimum possible TBP of � 0:441 for the ideal Gaussian pulse, indicating that

the pulses in our laser system were not chirped to a large extent but still not the perfect

Gaussian pulses, probably due to chromatic dispersion and/or optical non-linearity in the

laser system. Chirped pules (non-transform-limited pulses) cause an instantaneous change

in the detuning of the pulsed laser, reducing the population transfer e�ciency and fast

gate �delity. Thus, it is essential to build an optical setup to minimise those e�ects.

7.4.4 E�ective Pulse Duration

To characterise a pulse duration of a single pulse, it is convenient to use thee�ective pulse

duration . E�ective pulse duration is the pulse duration of a square-shaped pulse that has

the same electric �eld amplitude and area integrated over the area of the unknown-shaped

pulse. Fig. 7.12 shows a top-hat pulse that has the same �eld area as the Gaussian pulse

with experimentally-determined � values. The e�ective pulse duration is equal to the pulse

area of the normalised Gaussian pulse, and thus the e�ective pulse durationte� is given

as:

te� =
Z 1

�1
exp

(

�
1
2

�
t
�

� 2
)

dt =
p

2�� (7.13)
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Using the � values experimentally obtained from Section 7.4.2, the e�ective pulse dura-

tions were calculated aste� = 2 :36(1) ps for on-resonance and 2.25(2) ps for o�-resonance

cases. These values are used for the analysis of Rabi oscillation measurement, explained

in Section 8.7.3.

Figure 7.12: Comparison between the temporal electric �elds of the Gaussian pulse (dotted-
line), and top-hat pulse (solid-line), both of which have the same �eld area.

7.5 Measurement of Pulsed Laser Stability

Ultrafast pulses are characterised by several parameters, including pulse shape, laser in-

tensity, pulse duration, frequency detuning, repetition rate, and pulse energy. Ideally, each

pulse in a pulse train should be identical, but in reality there often exist random �uctuations

in these parameters, which can adversely a�ect fast gate �delity. One critical step towards

the demonstration of fast gates is to measure several types of laser noise sources, quantify

the magnitude of the noises, and evaluate the e�ect of the noises on the gate �delity. In

actual experimental setups, there are three major noise sources that need to be addressed:

laser frequency �uctuation, beam pointing �uctuation, and intensity �uctuation.

7.5.1 Laser Frequency Fluctuation

Laser frequency �uctuation typically originates from frequency selective and frequency

sensitive elements, which especially a�ects the Bragg wavelength of the CFBGs in the

laser system, as well as crystal phase matching conditions in the non-linear processes of

SHG and SFG. They directly a�ect the stability of the central frequency of the pulsed laser

over the course of time.

113



7. REBUILDING PULSED LASER SYSTEM

Figure 7.13: (a) Active frequency stability of the pulsed laser for 60 minutes, with the tem-
peratures of the CFBGs and PPSLT crystal in SHG stabilised. The frequency detuning data
was continuously recorded every 20 seconds for 60 minutes (180 data points). (b) Simulated
population transfer distribution as a function of the laser detuning. The laser frequency de-
tuning obeys the Gaussian distribution with the standard deviation of 2:8 GHz. The Rabi
frequency used in this simulation (the solid blue curve) is the theoretical Rabi frequency

 th;� = 1 :510� 1012 [rad/s], calculated in Eq. 8.7.4, with con�dence bands of one standard
deviation of 2:8 GHz (the shaded region).

Fig. 7.13 (a) shows the experimentally measured long-term frequency stability of the

pulsed laser. The average laser detuning for 60 minutes was calculated as4:1� 2:8 GHz with

a frequency �uctuation of a standard deviation of 2.8 GHz/hour, which is negligibly small

compared to the FWHM bandwidth of 339.1(3) GHz. Fig. 7.13 (b) shows the simulation

result of the population transfer distribution as a function of the laser detuning. The

population transfer e�ciency �uctuates due to the laser frequency �uctuation. To achieve

the population transfer e�ciency greater than 99.9%, which is the critical requirement

for high-�delity fast gate operations, the laser detuning needs to be maintained within

� 1:9(2:8) GHz. Easing the requirement, the laser detuning needs to stay within� 18:4(2:8)

GHz to achieve the e�ciency greater than 99%. When the pulsed laser is tuned exactly

to the 171Yb+ atomic resonance and �uctuates within � 2:8 GHz, the lower-bound of the

expected maximum population transfer reaches 99.99%. Tuning the laser frequency by the

temperature control of either CFBGs or PPSLT crystal in SFG can reduce the UV output

power signi�cantly, and thus the optimisation process to achieve the resonant laser pulses

with the maximum UV output power often requires alternative adjustments of both the

laser frequency (Section 7.3.1) and output power (Section 5.2) several times.
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7.5.2 Beam Pointing Fluctuation

Spatial �uctuation of the beam position to a trapped ion is another noise source. In

typical laser systems, beam pointing usually drifts as a consequence of several disturbances,

including mirror vibrations, air�ow, thermal drifts, and elastic deformation. Such laser

drift e�ectively changes the laser intensity at ions, and thus it is essential to have a stable

beam pointing for the accurate implementation of experiments. One dominant source of

the beam pointing �uctuation is mechanical vibrations in optical components, including

optical mirrors, lenses, and tables. In some cases particularly for high power lasers, thermal

e�ects occurring in non-linear crystals used in SHG and SFG can also change the beam

pointing as a thermally induced index changes the angle of the beam re�ection (223), as

well as the pump noise (pump power �uctuation) in the laser system can also change the

angle of the beam re�ection, hence a�ecting the beam position. To evaluate the magnitude

of the beam pointing �uctuation, the beam pointing was recorded by a CCD camera placed

at the exit of the vacuum chamber, and the obtained data was converted into the relative

laser intensity at ions.

Figure 7.14: Normalised laser intensity �uctuation due to the beam pointing �uctuation.
The beam position was recorded every 1 second for 1 minute (60 data points). The average
beam position of the total 60 data points was set as the ion's position with the normalised
laser intensity of 1. The x and y axial displacements of the beam spot from the ion's position
were converted to the relative laser intensity to the normalised power. The relative intensity
�uctuation due to the beam pointing �uctuation was calculated as one standard deviation of
1.17%.
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Fig. 7.14 shows the relative intensity �uctuation of the pulsed laser at ion due to the

beam pointing �uctuation for a minute of measurement. From the result, the relative

intensity �uctuation due to the beam pointing instability was calculated as one standard

deviation of 1.17%. The relative laser intensityI (r ) is a function of the distancer of the

beam waist from the average beam position (in which the ion is assumed to be trapped),

and is given as (10):

I (r ) = I 0e
� 2

�
r

w 0

� 2

(7.14)

where w0 is the 1=e2 radius of the beam waist, and I 0 is the laser peak intensity at

r = 0 . Using this equation, the beam pointing �uctuation can be converted into the

relative laser intensity �uctuation. The relative intensity �uctuation due to the beam

pointing instability can be minimised by placing all the optics in a stable manner. The

current optical setup uses an elevated optical breadboard supported by a single rod due

to crowding on the optical table, which could be the main reason for the non-negligible

beam pointing �uctuation, but this should be easily addressed by placing all the optics

on a well-supported optical breadboard. Fortunately, the frequency of the beam pointing

noise that originates from above-described reasons typically ranges from 4 - 100 Hz, with

typical vibrations from laboratory equipment being usually below 150 Hz (224), which are

much slower than the timescale of fast gate operations on the order of sub-microseconds

up to a few microseconds. Thus, the e�ect of the beam pointing noise to fast gate �delity

is considered negligible in realistic fast gate operations, but not for the pulse experiments

described in Section 8.6, where each measurement takes approximately 30 seconds.

7.5.3 Intensity Fluctuation

Among the several error sources, laser intensity �uctuation would be the most dominant

error source, especially for high power lasers and are often induced by the mechanical

vibrations, pump power �uctuation, and the quantum noise. A relative intensity noise

(RIN) describes the intensity �uctuation of the laser and is de�ned as (225):

RIN =
� E
Eav

/
� I
I

(7.15)

where � E (� I ) is the one standard deviation of pulse energy (pulse intensity), and

Eav (I ) is the mean pulse energy (intensity) �uctuation, and thus the RIN can be used to

characterise the laser intensity stability by measuring the intensity �uctuation of the pulsed

laser. A photodiode (InGaAs Biased Detector DET01CFC, ThorLabs) converts incident
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radiations from the laser pulses into voltage signals. The signals with the amplitudes

proportional to the pulse energy are then detected by a fast oscilloscope (In�niiVision

MSOX 6004A, Keysight) which measures the temporal shape and amplitude of each pulse

to within the bandwidth of the detector and scope, much less than the actual speed of the

pulses. The time domain measurements of the amplitudes of approx. 300,000 UV pulses

were recorded over a total time period of 1 ms at a sampling rate of 10 Gs/s. The amplitude

of each pulse was estimated by �tting a Gaussian function to the temporal shape, and the

relative intensity noise � I=I was calculated as 2.39 %, as shown in Fig. 7.15.

Figure 7.15: Time domain photodiode trace of the UV pulse train, showing the relative
intensity noise (RIN) of 2.39% (one standard deviation around the average intensity).

One error source that causes the signi�cant intensity noise is thermal e�ects, such as ther-

mal dephasing and thermal lensing in the non-linear frequency up-conversion stages (SHG

and SFG). Thermal dephasing induced by non-uniform heat generations in the non-linear

crystals due to the high power laser operations changes the phase-matching conditions and

reduces the frequency conversion e�ciency, thus a�ecting the subsequent laser intensity

(226, 227). Thermal e�ects may become even more worse when the frequency conversion

e�ciencies in the non-linear stages are not saturated. In our laser system, the SFG con-

version e�ciency is mainly limited by the low input power of the green and IR pulses (7),

with the conversion e�ciency falling short of the saturation roll-o�. Thus, the power (and

intensity at the ion) of the converted UV pulses can be highly susceptible to the input laser

intensity noise. The RIN (= � I=I ) of 2.39% in the UV pulses with the measured SFG
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conversion e�ciency of � 8% is roughly twice higher than that of 1.45(3)% in the green

pulses with the measured SHG conversion e�ciency of� 57%. One possible way to reduce

the RIN of the UV pulses is to increase the input powers of the IR and green pulses into

the SFG stage to saturate the SFG conversion e�ciency with a higher-gain YDFA with

longer ampli�er chains of YDFs.

The RIN in the UV pulse trains used for fast gate schemes causes non-identical� -

pulse trains, resulting in reduced fast gate �delity. My interest here is to investigate to

what degree di�erent noise frequency components contribute to the overall intensity noise.

Power spectral density (PSD) is a useful tool for a diagnostic noise evaluation, which is

de�ned as the optical power as a function of frequency per unit frequency. It deconstructs

a time domain representation of a signal into a frequency domain representation to analyse

the di�erent frequency components in the pulses.

Figure 7.16: (a) Measured RIN of our pulsed laser system between 200 kHz and 5 GHz at
a sampling rate of 10 ps, corresponding to the sample bandwidth of 5 GHz (The �gure only
shows a partial PSD from 200 kHz up to 500 MHz). The vertical dotted line indicates the
repetition rate of pulsed laser (300.0000 MHz). The PSD was calculated by squaring the fast
Fourier transform of the time domain laser intensity pro�le with a window function (9). (b)
Integrated RIN as a function of frequency up to but excluding the repetition rate of 300 MHz
(dotted line).

Fig. 7.16 (a) shows the measured PSD of our pulsed laser system as a function of fre-

quency in logarithmic y-axis scale, where there is no prominent noise source at frequencies

ranging between 0 to 300 MHz, indicating that the main error source of the laser intensity

�uctuation is less likely to occur mechanically. The PSD can also be used to estimate the

RIN for the ultrafast pulsed laser by integrating the PSD (excluding the �rst harmonic of

the repetition frequency of the pulsed laser) up to but excluding the repetition frequency

(225). The measurement was also performed with the laser remained o� to measure the

118



7.5 Measurement of Pulsed Laser Stability

value for the noise �oor of the system.

Fig. 7.16 (b) shows the RIN value calculated from the above method, and the value was

calculated as 2.76%, which was in good agreement with the RIN value of 2.39%, calculated

from the time domain pulse pro�le (Eq. 7.15). The two approaches described above

to calculate the RIN values have both advantages and disadvantages. For example, the

time domain method enables a direct measurement of the temporal pulse shapes, and the

calculation of the RIN is intuitive and conceptually simpler, while the frequency domain

method enables to locate the frequency and source of high noise regions.

7.5.4 Error Evaluation

Thus far, the main three error sources that could cause a creation of the imperfect� -

pulses were discussed. The results of the above analysis enable to estimate the lower-

bound of the laser stability. As to the frequency �uctuation, the standard deviation of

2.8 GHz gives the worst-case population transfer e�ciency of 99.99% when the average

laser detuning is tuned exactly to the atomic resonance. The frequency instability satis�es

the requirement for high-�delity fast gates with gate times of � 1 � s in arbitrary long

chains (198). The frequency �uctuation of 2.8 GHz/h is a measured value over a long

time scale, and fast gates are performed in much faster time scale, and thus the pulse

error due to the frequency �uctuation should be negligible. The RIN due to the beam

pointing �uctuation and intensity �uctuation are 1.17%, and 2.39% (from the time domain

method), respectively, and those are the dominant error sources for high-�delity gates.

The best estimate for the compound error from those two error sources is the square root

of the linear sum of squared standard uncertainty components (228):

RIN total =
q

(1:17%)2 + (2 :39%)2 = 2 :66% (7.16)

where the calculated RINtotal is the worst-case magnitude of error in our laser system.

The intensity noise with RIN total of 2.66% is comparable to some of the state-of-the-art

laser systems with noises on the order of� 10� 2 (32, 75, 208). Typically, one (or two)

orders of magnitudes of improvement in the intensity stability are required for ultrashort

pulsed lasers to achieve the high gate �delity of 90% (99%). There are other error sources

in typical ion trap systems, including motional heating of the ions, noise in the RF trap

frequency, anharmonic trap potential, and shot-to-shot �uctuations in the laser repetition

rate. As to the motional heating of the ions, the gate speeds considered in our system

(� 1 � s) are orders of magnitude faster than typical trap heating rates, and thus the
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e�ect of the motional heating to the gate �delity can be ignored. Both the RF trap

frequency noise and shot-to-shot �uctuations can change the SDK timings with respect to

the motional timescale, but the instabilities of 1% (0.1%) cause a gate in�delity on the

order of 10� 3 (10� 5), which is an order of magnitude smaller than the error due to the

laser intensity �uctuation.

To realise high-�delity fast gates, laser systems with the laser stability at minimum on

the order of � 10� 4 are required, and especially the pulse errors due to the beam pointing

and intensity �uctuation must be well suppressed. Alternatively, as discussed in Section

4.4.3, it is still theoretically possible to achieve relatively high-�delity fast gate operations

by choosing simple gate schemes with small numbers of� -pulse pairs.

7.6 New Spectrometer

Despite the demonstration of a maximum population transfer e�ciency of 94(1)% as will

be explained later, one reason the population transfer e�ciency did not reach nearly 100%

is due to inaccuracy of the frequency spectrum measurement of pulsed laser with the

current spectrometer (Section 7.1). As shown in Fig. 7.17 (a), a long optical �bre (5 m)

is used to send the UV pulses to the (previous, bulky) spectrometer which is located on

another optical table, and when the high-intensity pulses propagate in the fused silica �bre,

non-linear e�ects of e.g., Kerr e�ect and chirping e�ect occur, which results in undesired

frequency broadening, chirping, or shift, complicating the non-linear dynamics. The long

�bre not only causes the random �uctuations of the polarisation state of the laser, resulting

in inaccurate measurements of the frequency spectrum (229), but also requires more laser

power to send an enough laser power through the long �bre, reducing the laser power

available for the main experiments. To perform a higher-stability spectrum measurement,

it is necessary to build a spectrometer which doesn't use optical �bres in the system to

minimise undesired non-linear e�ects, while maximising the laser power available to the

experiments.

120



7.6 New Spectrometer

Figure 7.17: (a) Layout of optical tables and experimental setup. (b) Schematic of the new
spectrometer. The �rst order of the di�raction was chosen for spectroscopy. The incoming
collimated light is expanded by a telescope made by af = � 30 mm plano-concave lens and a
f = 500 plano-convex lens with a magni�cation of M � 16:7 and sent to holographic gratings.
The light di�racted on the gratings is slightly o�set from the input path such that it is picked
o� with a D-Shaped picko� mirror, and sent to a CCD camera (DCC3240M, Thorlabs). This
simpli�ed con�guration can minimise the undesired non-linear e�ect, while minimising the
laser power required for the spectrum measurement.

A new spectrometer is a compact, simpler version of the previous spectrometer as the

main optical table can accommodate a small space for the new spectrometer. Fig. 7.17 (b)

shows a schematic of the new spectrometer that uses a smaller di�raction grating mirror

with 2400 line/mm with a size of 50 mm� 50 mm (Richardson Gratings). A small portion

(< � W) of the pulse beam is picked o� by a beam sampler (BSF10-A, Thorlabs) from

the main pulse beam (� 100 mW) and sent to the spectrometer in free space. The pick-o�

amount is adjustable with its angle with respect to the laser beam.

To estimate a spectrum resolution of the new spectrometer, the same steps described in

Section 7.1.1 was taken to calibrate the CCD camera. Using the results, an average spot

separation and average1=e2 spot diameter of the �ve references were calculated as 11.261(5)

pixels and 4.316(5) pixels, respectively. Thus, the minimum number of pixels required to

di�erentiate each beam spot is equivalent to the1=e2 radius of average spot size, and thus

2.158(3) pixels, corresponding to a spot separation of5:218(1)(= 11:261(5)=2:158(3)) radii

for 100 GHz frequency separation. The theoretical �eld-mode overlap of these Gaussian

beams was calculated as1:22 � 10� 6, corresponding to a maximum estimated �delity of
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99.999%. The resolution of the spectrometer was then calculated as 19.2 GHz (= 100

GHz/5.218(1) pixels), giving a laser controllability of the lower-bound maximum popula-

tion transfer of 99.4% (See Section 6.2). The spectrum resolution can be easily improved

by using a di�raction grating mirror with a smaller grating period.
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8

Coherent Excitation of 171Yb + with

Single Pulses (2)

This chapter reports the updated version of the experiment conducted in 2019 (Chapter

6). The main purpose of the work was the same as the previous work, but the experimental

setup and measurement systems were vastly upgraded to realise higher population transfers.

Though the main stream of the work is summarised in the published paper presented in

Section 8.2, more details are provided in this chapter.

8.1 Overview of Experiment

The experiment was designed to coherently excite a single171Yb+ across the2S1=2� 2P1=2

transition with a single optical pulse to show a capability of each laser pulse working as

a high-accuracy� -pulse, using a 4-step single shot protocol. Statistical photon counting

data was obtained by iterating the above protocol many times, allowing to estimate the

probability of the population transfer of the ion for the given laser power. By repeating

the above protocol with several laser powers, Rabi oscillation was observed as a function

of pulsed area. The above experiment was conducted with on-resonant and o�-resonant

pulses to prove a validity of the analytical method taken to process the experimental data.

8.2 Results/Publication

The experimental results are summarised as below. Reproduced from Appl. Phys. Lett.

119, 214003 (2021)https://doi.org/10.1063/5.0073136 , with the permission of AIP

Publishing.
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8.3 Experimental Setup

One big challenge in the experiments is to build an experimental setup such that each

pulse carries enough laser intensity at a trapped ion to realise� -pulses. Although very

high-intensity laser pulses are easily realised in free space by tightly focusing the beam

to a small waist, it becomes more challenging to precisely focus down to a required beam

waist at the ion inside a vacuum chamber with a bulky metal structure used to prevent

static charting from a phase Fresnel lens installed above the ion. To estimate the required

beam waist to achieve� -pulses and to design an optical setup to realise the target beam

waist under the geometrical constraints, the theory of a beam propagation has to be well

understood.

8.3.1 Gaussian Beam Propagation

To estimate the minimum beam waist of the pulsed laser that can pass through without

clipping on the internal structures of the ion trap system, the theory of the Gaussian beam

propagation was used (10), in which a Gaussian beam waist (1=e2 radius) at the distance

z from its minimum beam waist w0 (z = 0 ) along the beam propagation is given by (10):

w(z) = w0

s

1 +
�

z
z0

� 2

(8.1)

wherez0 is the Rayleigh range (10, 230), de�ned as the distance from the position of the

minimum beam waist w0 to a position where the beam radius is increased by a factor of
p

2. The Rayleigh rangez0 and the beam waistw0 have a relationship:

z0 =
�w 0

2

�
(8.2)

where � is the beam wavelength, and in our case� = 370 nm for the UV pulsed laser.

From Eqs. 8.1 and 8.2, the beam radiusw(z) can be simply described as a function of

the distance z from the focal point (z = 0 ) when w0 is already known:

w(z) = w0

s

1 +
�

�z
�w 0

2

� 2

(8.3)
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Figure 8.1: Ideal Gaussian beam propagation with M2-factor = 1. � 0 = w(z)
z � �

�w 0
repre-

sents the half angle-divergence of the ideal Gaussian beam in a far �eld (10).

The above equations are based on the assumption that the laser beam is well approx-

imated as an ideal Gaussian beam, but the real laser beam propagation often deviates

from the ideal Gaussian form. It is also very common for high power lasers to deviate

signi�cantly from the ideal propagation due to multi-mode oscillation, thermal e�ect, and

phase perturbation (231, 232). A numerical parameter that evaluates the beam quality is

referred to as thebeam quality (M 2-factor) (233) and is de�ned as a ratio of the beam

parameter product (BPPm ) for a real laser beam to that for an ideal Gaussian (TEM00)

beam (234):

M 2 =
BPPm

BPP0
�

wm � m

w0� 0
(8.4)

where wm is the minimum beam waist size (1=e2 radius), and � m is the far-�eld angle-

divergence of the real laser beam. Thus, the beam parameter product for the ideal Gaussian

beam is given by:

BPP0 =
�
�

(8.5)

M 2-factor compares the real shape of the laser beam to that of an ideal Gaussian laser

beam. M 2-factor of 1 corresponds to a di�raction-limited Gaussian laser beam, andM 2-
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factors greater than 1 correspond to a laser beam that deviates from the ideal Gaussian

laser beam by having either a greater divergence or a larger beam waist.M 2-factor can

be experimentally determined by measuring the spatial intensity distribution pro�le of the

laser beam at several locations along the propagation direction of the beam. High power

ultrashort pulsed lasers naturally tend to have poor beam qualities, in some cases, as large

as 10 to 100. TheM 2-factor of our UV pulsed laser was experimentally measured as

2.7(6). Depending on the interpretation of Eq. 8.4, there are three viewpoints to describe

the Gaussian beam propagation (235), as shown in Fig. 8.2.

Viewpoints Beam Waist at z Beam Divergence Beam Waist

Laboratory w0M 2

r

1 +
�

z
M 2z0

� 2
� m = � 0 wm = M 2w0

Illuminator w0

r

1 +
�

M 2z
z0

� 2
� m = M 2� 0 wm = w0

Embedded Gaussian w0M

r

1 +
�

z
z0

� 2
� m = M� 0 wm = Mw 0

Figure 8.2: Three viewpoints of non-deal Gaussian beam propagation. (a) Illuminator case
where the ideal and non-ideal beams have the same beam waist. (b) Laboratory case where
the ideal and non-ideal beams have the same angle-divergence in far �eld. (c) Embedded
Gaussian case where both the beam waist and angle-divergence increase over those of the
ideal Gaussian beam by a factor ofM =

p
M 2.

The Laboratory viewpoint (matching divergence) can be used to predict a beam waist size

at the focal point when the angle-divergence in far �eld is already known. The Illuminator

viewpoint (matching beam waist) is useful to analyse the angle-divergence of the real

beam when the minimum beam radius is already known, allowing the beam diameter at an
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arbitrary point on the beam propagation axis to be estimated. In the Embedded Gaussian

viewpoint (matching Rayleigh Range), the Rayleigh Range of the real laser beam equals

that of the ideal Gaussian beam. These are useful tools to understand the real Gaussian

beam propagation, and the Laboratory viewpoint is particularly useful to our case, where

the angle-divergence of the pulsed laser sets a constraint on the minimum beam waist at

ion.

8.3.2 Minimum Beam Waist Size

When attempting to align a laser beam through a vacuum chamber that has multiple

apertures and focus a beam waist on a trapped ion, it sets tight constraints on the maximum

angle-divergence of the beam, as well as the minimum beam waist, and thus the maximum

intensity possible for a given laser power at the ion.

Figure 8.3: (a) Schematic side view of the vacuum chamber, and (b) the housing structure.
(c) Simulated Gaussian beam propagation in the case ofM 2 = 1 , and (d) M 2 = 2 :7(6).

Fig. 8.3 shows (a) a schematic side view of the vacuum chamber and (b) the metal hous-

ing structure embedded in the vacuum chamber through which the laser beam propagates

to reach a trapped ion. The maximum angle-divergence of the laser beam is limited by the

two apertures with the diameter of 1.5 mm at 7 mm away from the ion, depicted by red

star symbols in the �gure. To estimate the maximum angle-divergence without the laser

beam being clipped by the apertures, Laboratory viewpoint was used with a condition

of the experimentally-measuredM 2-factor of 2.7(6). The equation allowed the prediction

of the beam waist along the beam propagation inside the vacuum chamber, enabling to

determine the maximum angle-divergence (/ 1=w0), and thus the minimum beam waist at
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the ion. The equation only requires a single free parameter of the beam waistw0 (1=e2) at

the ion to �nd the maximum angle-divergence of the laser beam. The simulation results

of the Gaussian beam propagation along the metal structure with di�erent beam waist

sizes at the ion are shown in Fig. 8.3 with (c)M 2 = 1 and (d) M 2 = 2 :7(6). The beam

waist with M 2 = 2 :7(6) has a larger beam waist by a factor ofM 2 = 2 :7, compared

to the ideal Gaussian beam, and the minimum beam waist that can be experimentally

achieved (with M 2 = 2 :7(6)) with a negligible amount of photon scattering was estimated

as 1:5w0 > 6:0 � m. Here, for the simulation, a beam radius of1:5w0 was used, which

contains approximately 98.9% of the total power, instead of a beam waistw0 (1=e2) that

contains � 86:5% of the total power, with the rest of the power (� 13:5%) contained out-

side the beam radiusw0. The main experiments use the high power pulsed laser, and the

laser power outside the radiusw0 still creates a non-negligible amount of photon scattering

when the tails of the beam are clipped on the surface of the housing structure, as well as

causing electric charging from the scattering.

8.3.3 Unitary Telescope

Though the theoretical minimum beam waist (= 1 :5� 1=e2 radius) at the ion was calculated

as 6:0 � m, a beam alignment along the multiple small apertures on the metal structure

is still technically challenging, due to the fact that the vacuum chamber has a long tube

structure with the length of � 790 mm. To ease the technical di�culties in the beam

alignment and suppress unwanted photon scattering further, a target beam waist was set

to a 1=e2 beam radius of 8.5� m at the ion.

Fig. 8.4 (a) shows a schematic drawing of the optical setup to realise the target beam

waist at the ion. The setup uses a 2f -con�guration, which consists of a pair of lenses with

the same focal length off = 150 mm. The idea is to replicate a very small beam waist

at an image plane outside the vacuum chamber at another image plane inside the vacuum

chamber. In the optical setup, a lens off = 50 mm is used as an objective lens in the front

arm, placed at 350 mm away from the ion. The lens focuses the collimated beam down on

the image planeA outside the vacuum chamber, and the focused beam diverges towards a

pair of f = 150 mm lenses that composes the 2f -con�guration. The �rst lens positioned

at 150 mm away from the image planeA collimates the diverged beam. The collimated

beam then passes through the second lens and is focused down on a trapped ion inside the

vacuum chamber. With the setup, the beam waist at the image planeA is replicated at

the ion with 1 : 1 magni�cation.
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Figure 8.4: (a) Schematic diagram of 2f -con�guration in the experimental optical setup. (b)
Schematic optical setup with the pulsed laser and the CW tracer beam. Switched UV pulses
are sent to a PBS to divide each single pulse into two optical paths of e.g., the front and
back arms to create a counter-propagating� -pulse pair. The beam from the front arm passes
through a � 1=2 telescope to expand the beam diameter to the same size as the CW tracer
beam. The tracer beam was used to overlap the pulsed laser to a trapped ion. The pulses are
then split by another PBS to the Michelson interferometry and to the ion. Before reaching
the ion, the beam passes through a� 5 telescope to magnify the beam diameter to 3.76 mm
to focus down to a beam waist (1=e2) of 8.5 � m at the ion, with the 2 f -con�guration.

For the back arm, an objective lens off = 75 mm is used to focus the collimated beam

down on the image planeB . A pair of lenses of bothf = 750 mm then relays the focused

beam waist at the image planeB on the trapped ion. Due to the geometric limitation

of the vacuum chamber where the back arm has a longer tube structure, the focal length

of the objective lens must be longer than that of the front arm. When the beam is well

approximated as an ideal Gaussian beam, the focused beam waist on the image planeA

in air medium is given by (236):

2w0 = M 2 4
�

(�= NA); NA = D=(2f ) (8.6)

where NA stands for numerical aperture,w0 is the 1=e2 radius of the beam waist at ion,

� = 370 nm is the wavelength of the UV laser,D is the 1=e2 diameter of the collimated

beam, andf is the focal length of the objective lens. Thus, a required collimated diameter

D to obtain the target 1=e2 beam waist ofw0 = 8 :5 mm with the condition of M 2 = 2 :7(6)

and f = 50 mm was calculated as 3.74 mm. From the result, the collimated beam was
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magni�ed by a factor of � 5 using a pair of lenses with the focal length off = 25 mm,

and 125 mm to adjust the 1=e2 collimation diameter to 3.74 mm. Similarly, another 2f -

con�guration was built in the back arm to realise the counter-propagating � -pulse scheme,

with the minimum beam waist at ion for the back arm calculated as 12.75� m.

8.3.4 Required Pulse Power for � -Pulse

With the beam waist at the ion set to 8:5 � m (1=e2), it is necessary to calculate the

required power to �ip the qubit state across the S1=2(F = 0) � 2P1=2(F = 1) transition in

171Yb+ . When a � -rotation is realised with a single pulse, a condition
 te� = � must be

ful�lled, where te� = 2 :36(1) ps is the e�ective pulse duration for the on-resonance case,

determined in Section 7.4.4. The Rabi frequency is de�ned as (142):


 = C�

r
I p

2I s
(8.7)

where � = 2 � � 19:6 MHz is the natural linewidth of the transition, C = 1=
p

3 is the

Clebsch�Gordan coe�cient, I p is the laser peak intensity, andI s is the saturation intensity

(139):

I s =
�hc
3� 3 = 508 W=m2 (8.8)

with � = 370 [nm] being the wavelength of the transition. The laser peak intensityI p is

given by:

I p =
2Ep

�w 2
0tp

[W/m 2] (8.9)

where w0 = 8 :5 � m is the target beam waist at the ion, and tp = 1 :667(7) ps is the

pulse (intensity) duration. From Eqs. 8.7 - 8.9, an estimated pulse energy required for

the � -rotation Ep;� was calculated as 67.4(3) pJ. The average power of the pulsed laser

with the repetition rate f rep and the pulse energyEp is de�ned as Pavg = Epf rep (237).

Thus, the required average power for� -pulse was determined as 20.2(5) mW. Similarly,

the required average power to create a� -pulse with the beam waist of 12.75� m for the

back arm was determined as 45.5(4) mW.

135



8. COHERENT EXCITATION OF 171YB + WITH SINGLE PULSES (2)

Figure 8.5: Required average laser power for� -pulse [mW] as a function of the beam waist
w0 [� m], with conditions of tp = 1 :667(7) ps, te� = 2 :36(1) ps, and f rep = 300 MHz.

Fig. 8.5 shows the average laser power required to form� -pulses as a function of the beam

waist w0, where the required average power is proportional to a square of the beam waist

w0. In comparison, when the 2f -con�gurations weren't used, the theoretical minimum

beam waists for the front and back arms were estimated as 25.5� m with a lens of f = 150

mm and 118 � m with a lens of f = 700 mm, corresponding required average power of

181.8(3) mW, and 3.9(4) W to realise the� -pulses on each arm. The total power for the

counter-propagating � -pulse scheme is then estimated as 4.1(4) W, which is beyond our

capability of � 100 mW. Thus, the 2f -con�guration is an essential approach to realise

the counter-propagating � -pulse pairs with the limited laser power. The lower laser power

with fewer background photon scattering from the laser also helps reduce the photo-electric

charging e�ect on the trap system, enabling a stable trapping for several hours.

One might think a larger collimated beam also helps focus a smaller beam waist at

the ion, according to Eq. 8.6, but the diameter of each optical lens and mirror must

be su�ciently larger than that of the incoming laser beam to minimise truncation e�ect

or di�raction e�ect at each optics. These e�ects, especially with high M 2-factor pulsed

lasers, cause high background photon scattering, making the readout of the ion states

more di�cult, and thus leading to reduced readout in�delity. In general, this issue can be

addressed by using optical lenses with larger diameters.
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8.4 Experimental Procedure

The experimental procedure to demonstrate the coherent excitation of a single ion with

single pulses is divided into two sections: preliminary experiments and main pulse experi-

ments.

The procedures of the preliminary experiments are listed below:

1. Align the laser beams onto a trapped ion

2. Calibrate the di�raction grating spectrometer

3. Lock frequencies of all the CW lasers

4. Calibrate the cooling laser power against a PID controller

5. Adjust the 399 nm and 935 nm laser powers

6. Lock the pulsed laser repetition rate

7. Synchronise the IR-EOM switching with UV-AOM switching

8. Optimise the pulsed laser power and tune the central frequency

9. Measure the pulse duration with the Michelson interferometry

10. Setup the camera for the di�raction grating spectrometer

11. Minimise undesired photon scattering noise from the pulsed laser

12. Calibrate the pulsed laser power against the ARTIQ voltage control

where all the preliminary experiments are performed before the main experiments. The

results of the preliminary experiments determine essential parameters, including pulse du-

ration, laser stability, optimal laser powers for cooling laser and readout laser, and optimal

readout time duration. Those values are used for the post data analysis, in combination

with experimental results obtained from the main pulse experiments. After the preliminary

measurements are performed, the main pulse experiments are conducted, whose procedures

are listed below:

1. Trap a single 171Yb+ ion

2. Optimise the cooling laser's power and detuning for e�cient cooling
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3. Compensate excess micro-motion of the trapped ion

4. Find an optimal cooling laser power and readout duration for the single shot protocol

5. Setup the single shot protocol

6. Start taking the frequency spectrum measurement

7. Conduct the pulse measurements (population transfer measurement)

8. Detune the pulsed laser

9. Conduct another pulse experiment with a heavily detuned pulsed laser

10. Take another Michelson interferometry measurement

11. Analyse the experimental data

8.5 Preliminary Experiments

The �rst step in the preliminary experiments is to design and build an optical setup that

works for the main pulse experiments, shown in Fig. 8.4 (b). One technical challenge in

building the optical setup is to align the laser beam with a small beam waist (8.5� m) onto

a trapped ion. Unknown pulsed laser power setting to excite the ion to the2P1=2 state to

induce su�ciently high photon �uorescence from spontaneous emissions makes the process

of the beam alignment to the ion vastly challenging as either too little or too much laser

power results in less photon �uorescence rate even with a great laser alignment to the ion.

In addition, not only does background photon scattering from the pulsed laser mask ion's

true photon �uorescence, but also electric charging during the beam alignment randomly

displaces the ion from the centre of the RF node, all of which makes the beam alignment

signi�cantly challenging.

To address this, the pulsed laser was spatially well overlapped with a CW 369.52 nm

tracer beam, which is identical to the Doppler cooling laser, and the tracer beam was used

as a guide beam to align the two laser beams to the ion. The beam alignment was achieved

with the help of relaying images of the ion and the focused beam waist inside the vacuum

chamber to a CCD camera temporarily positioned at the image plane B in Fig. 8.4 (a). It

is not possible to detect the two images simultaneously as the photon �uorescence rate from

the ion is much smaller than that of the pulsed laser. Thus, the ion image was captured

beforehand with a longer integration time of the camera and then the beam position was
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adjusted on top of the ion's image. During the beam alignment, the optical power of the

tracer beam was set well below the saturation intensity to avoid the coherent population

trapping, suppressing the ion's photon �uorescence rate substantially (139).

After the beam alignment is complete, the di�raction grating spectrometer is calibrated

against the CW 369.52 nm laser to get ready for continuous measurement of the frequency

spectrum of the pulsed laser (See Section 7.1.1). This calibration must be conducted before

every experiment as the calibration result changes daily due to the slight misalignment of

the optics. Once the spectrometer is calibrated, the frequencies of all three lasers (369.52

nm cooling laser, 935.2 mm repump laser and 398.8 nm ionisation laser) are stabilised to

speci�c frequencies for trapping171Yb+ by a PI (proportional-integral) locking to a High-

Finesse WS-8 wavemeter, with both frequency accuracy and stability being kept between

0.1 - 1 MHz. The wavemeter is referenced against an ultrastable Vescent 780 nm laser

locked to the resonance of a Rubidium vapor cell using saturated absorption spectroscopy.

The 369.52 nm laser system consists of an ultra-narrow linewidth CW Ti: sapphire laser

(SolsTiS, M Squared Lasers) and a second harmonic generation cavity (ECD-X, M Squared

Lasers). The SolsTiS, pumped with a 5W CW green laser at 532 nm (Verdi, Coherent),

lases at 739 nm. The 739 nm laser is then frequency doubled to 369.5 nm laser beam with

a second harmonic generation cavity in the ECD-X, with a tunable narrow linewidth of�

300 kHz. Frequency stabilisation for the 369.52 nm laser is achieved by locking the etalon

in the SolsTis to the wavemeter. The optical power for 935.2 nm is set to 500� W, which

is well above the saturation intensity required for repumping, with the power for 398.8

nm lasers set to 60� W for high-purity ionisation (Appendix. 11.1). The 369.52 nm laser

power is stabilised to � 0:2� W precision and controlled by the ARTIQ system (Section

2.5).

The second step is optimisations for the pulsed laser system to conduct the main pulse

experiments. Following the procedure described in Section 5.3, single pulses are generated

for the 4-step single shot protocol shown in Table 8.1. After the laser synchronisation

is achieved, the optical power of the pulsed laser is tuned up to the maximum average

power of � 100 mW by optimising each subsystem of the laser system (See Section 5.2).

The output power �uctuates considerably up to 50% on a daily basis, mostly due to

polarisation �uctuation, so each subsystem in the laser system must be optimised before

the experiments. The power optimisation process a�ects the laser central frequency by�

a few tens of GHz, so the procedures of the power and frequency optimisation must be

repeated at least couple of times until both of the power and frequency are fully optimised

(Section 7.3.1).
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The third step is a minimisation of the undesired photon scattering from the pulsed laser.

The pulsed laser used in the main experiment has a very high peak intensity of1:8 � 1012

[W/m 2] (238), compared to all the other lasers, which are continuous rather than pulsed.

These continuous lasers are used for trapping ions, and their average intensities are1:7� 104

[W/m 2], 3:6� 104 [W/m 2], and 5:2� 104 [W/m 2] for cooling, repump, and ionisation lasers,

respectively. The high peak power of the pulsed laser can generate a signi�cant amount

of photon scattering from any dirtiness on each optics, including a AOM crystal, optical

lenses, and mirrors, so all the optics are thoroughly cleaned before the main experiment.

The PMT and CCD camera are covered with blackout papers to minimise stray laser

scattering. Once the laser system is optimised, the pulse duration is measured with the

Michelson interferometry before and after the main experiment (Section 7.4.1).

The last step is a calibration of the pulsed laser power against the control voltage applied

from the ARTIQ to the AOM driver for power modulation. The calibration must be

conducted before every experiment and is performed by measuring with an optical power

meter the average power of the unswitched UV pulse trains for given control voltages from

the ARTIQ. This enables to control and estimate the pulse energy of a single pulse in the

single shot protocol via the control voltages.

8.6 Pulse Experiments

First, a single 171Yb+ is loaded in the RF quadrupole needle trap by isotope selective

photo-ionisation of a neutral Yb atomic beam (122, 169), followed by laser Doppler cooling

of ions, both of which are achieved by using the ionisation laser and cooling laser. Two

EOMs (EO-WG14.7M2-VIS, and PM-Yb171+_2.1G, Qubig) produce sidebands centred

around the carrier frequency of the 369.52 nm cooling laser, with 14.7 GHz and 2.1 GHz, to

address the2S1=2(F = 0) � 2S1=2(F = 1) , and the 2S1=2(F = 1) � 2P1=2(F = 1) transitions,

respectively for closed laser cycle for laser Doppler cooling, as well as the state preparation

for the single shot protocol. The repump laser is used to quickly repump the ion out of

the 2D3=2 state to the 3D[3/2] 1=2 state with 3.08 GHz sidebands added with the EOM to

accomplish e�cient cooling cycles. The cooling laser is focused down to a1=e2 beam waist

of 43.5 � m at ion. When an ion is trapped, the ionisation laser is immediately turned o�

to stop further ionisation process to avoid trapping multiple ions.

The second step is to maximise the ion's �uorescence rate across the cooling2S1=2� 2P1=2

transition by following the procedure described in Section 2.5. The optimisation is essential

as the �uorescence rate determines not only the laser cooling e�ciency, but also the qubit
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readout �delity. Photon �uorescence from the ion is collected with a high-NA of 0.64 lens

with an overall collection e�ciency of 4.6% and then detected by both the PMT and CCD

camera mounted above the trap (239). After ensuring all the beams' alignments are well

optimised, the cooling laser power is reduced to the saturation intensity, and the laser

detuning is set to � 171=2 (� � 9:8 MHz) for optimal laser cooling of 171Yb+ .

The third step is to determine an optimal readout laser power and interval for the single

shot protocol. First, the ion's micro-motion is well compensated by adjusting DC voltages

to four compensation electrodes (126). The process forces the ion to move towards the

node of the trap potential to suppress the excess micro-motion. After the compensation is

completed, a saturation curve measurement is performed, and using the results an optimal

Zeeman splitting of 9.9(4) [MHz] along the quantisation axis, optical power of 6.1� W for

the readout laser and readout interval of 227� s for the single shot protocol were determined

(See Section 2.6). Based on the optimal laser power and readout interval, a sequence for

the single shot protocol is setup on the ARTIQ (Section 8.6.1). Through the ARTIQ

control, all the optical and electric components, and lasers are accurately synchronised to

nanosecond timing precision.

Figure 8.6: (a) Transition of the laser detuning during the experiment. The blue (red)
coloured data points are the laser detuning for the on-resonance (o�-resonance) case. The
spectrum was recorded every 10 s for 65 min, obtaining a total of 390 images. Each data
point in the �gure represents the average detuning of 23 images (� 3.8 min). The average
detuning of � 33(7) GHz (� 190(7) GHz) for the on-resonance (o�-resonance) was calculated
by averaging over each detuning data of 11 blue points (5 red points). The laser detuning was
modi�ed by changing the PPSLT crystal temperature in SHG, shown in the shaded period.
(b) Average spectra of on- and o�-resonance cases.

Before the main experiment begins, the CCD camera for the di�raction grating spec-

trometer starts recording the frequency spectrum of the pulsed laser every 10 s for 65 min
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during the main pulse experiment, equivalent to a total number of 390 spectrum images.

The obtained frequency spectrum data is post-processed after the experiment to track a

time-lapse transition of the laser detuning throughout the experiment. Fig. 8.6 shows the

transition of the laser detuning during the pulsed experiments, from which the average

laser detuning is calculated, and these results are used in the post processing, described in

Section 8.7.3.

8.6.1 Single Shot Protocol

The single shot protocol is composed of a cooling step for 40.228� s, a state preparation

step for 20 � s, a dead time for 0.1� s, a pulse step for 0.5� s, another dead time for 0.15

� s, and a readout step for 227� s, as described in Table 8.1.

Table 8.1: Sequence of the single shot protocol.

Cooling State Prep Dead Pulse Dead Readout
40.228 � s 20 � s 0.1 � s 0.5 � s 0.15 � s 227 � s

Cooling � � �
14.7 GHz �
2.1 GHz �

Pulse �

Figure 8.7: Schematic energy levels of171Yb+ and lasers (CW 369.52 nm laser (deep blue)
and a single pulse (light blue)) used in the protocol. The protocol is composed of 4 steps: (1)
cooling step where the ion is optimally cooled down by Doppler cooling, (2) state preparation
step where the ion is prepared into the2S1=2 (F = 0) state, (3) pulse step a single pulse excites
the ion and the ion decays into the2S1=2 state via spontaneous emission, and (4) readout step
where the readout laser di�erentiates between the bright and dark states.

Fig. 8.7 shows the schematic energy levels of171Yb+ and lasers used in the single shot

protocol. The single shot protocol begins with a laser Doppler cooling, where a trapped
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ion keeps cycling between the2S1=2� 2P1=2 transition. The cooling cycle is accomplished

with the cooling laser, red-detuned by� 171=2 (� � 9.8 MHz) with 14.7 GHz sidebands

added on by the EOM. The duration of the cooling step is set to 40.228� s, su�ciently

long for optimal Doppler cooling.

The second step is a state preparation step, where the cooling laser with the 2.1 GHz

EOM remains on, while the 14.7 GHz EOM remains o�. During the step (20� s), the ion

is pumped into the 2S1=2 (F = 0 ; mf = 0) state with a pump rate 1=e time of � 3:5 � s

with a pumping in�delity of � 1:4 � 10� 6. A dead time of 0.1 � s is allocated after the

state preparation step to ensure that the AOM for the cooling laser is completely turned

o� before the pulse excitation step.

The third step is a pulse step, where a single� -polarised pulse is applied to the ion, excit-

ing the ion prepared in the2S1=2 (F = 0 ; mf = 0) state to the 2P1=2 (F = 1 ; mf = 0) state

with a certain probability, depending on the laser power. According to the Clebsch�Gordan

coe�cients, a branching ratio of the excited ion decaying to the 2S1=2 (F = 1 ; mf = � 1),

and 2S1=2 (F = 0 ; mf = 0) states are equally 1/3, respectively. After the pulse step of

0:5 � s, another dead time of 0.15� s is allocated, su�ciently long compared to the excited

state lifetime of 8.12 ns (111) such that the excited ion completely decays back into the
2S1=2 states before the readout step.

The last step is the readout step, where the readout laser, resonant with the2S1=2 (F =

1)� 2P1=2 (F = 0) transition, illuminates the ion to measure if the ion decays into either

the 2S1=2 (F = 0) state or the 2S1=2 (F = 1 ; mf = � 1) state after its excitation by a single

pulse (Section 8.7.1). The above four step protocol of 289� s was repeated every trigger

signal of 426.66� s approximately 68,500 times to accumulate the statistics to estimate

the ion's excitation probability to the 2P1=2 state for a given pulse energy. The above

30-second measurement was repeatedly conducted with di�erent pulse energies (total 13

data points), for two di�erent laser detuning settings of � 33(7) GHz for on-resonance case

and � 190(7) GHz for o�-resonance case, as shown in Fig. 8.6. For the o�-resonance case,

the laser was detuned by decreasing the temperature of the PPSLT crystal in SHG. The

temperature adjustment in the crystal also changes the phase matching condition, and

thus the operation in the laser system becomes suboptimal, resulting in a reduction in the

maximum available laser power (� 80 mW) for the o�-resonance case. After the single shot

measurement, the pulse duration was measured with Michelson interferometry to ensure it

was constant throughout the measurement.
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8.7 Data Analysis

The process of the data analysis begins with extracting time-tagged photon counting data

recorded during the readout step from the single shot protocol. The photon counting data

for each laser power was analysed with atime-resolved readout method to estimate

the probability of the population transfer of the ion to the 2P1=2 state with the given laser

power.

Figure 8.8: Cumulative time-tagged photon count rate recorded by a PMT, with a bin size
of 1�s . Time-tagging process begins every trigger single the ARTIQ system receives from the
PPG and is repeated approx. 68,500 times to accumulate the statistic photon counting data.
The count rate in the readout in the histogram (orange) increases with time mainly due to
the o�-resonant excitation from the 2S1=2(F = 0) state to 2S1=2(F = 1) state.

Fig. 8.8 shows examples of accumulative time-tagged photon count rate from the ap-

proximate 68,500 time iterations of the single shot protocol. The histogram (blue) is the

photon count rate when the laser works as approximately� -pulses, where the high photon

scattering from the UV pulses is observed approximately at 60.58� s from the beginning

of the protocol. The histogram (orange) is the count rate when the laser power is set to

zero with a negligible power leakage of� 30 dB. Comparing the number of the recorded

accumulative photon counts in the readout step (that starts at 60.98� s to the end of the

protocol), higher photon counts are recorded when the pulse laser works as a� -pulse than

when there is no laser output, and thus the photon counts re�ect the probability of the

population transfer.
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8.7.1 State Initialisation and Detection

Quantum computation requires a preparation of the qubit states into a well de�ned compu-

tational ground states at the beginning of the computation and an e�cient readout of the

qubit states at the end of the computation. These architectures are realised with a pair of

an electronic ground statej0i and a long-lived electronic excited statej1i , and a short-lived

excited state jei , strongly coupled to the j1i state with a laser. The transition between

the j1i and jei state is referred to as thereadout transition , and a particularly-polarised

laser resonant with the transition is referred to as thereadout laser (46).

Figure 8.9: Schematic atomic energy levels for a trapped ion qubit. An electric ground state
j0i and an electric excited statej1i are usually assigned as qubit states. The readout laser,
resonant with the j1i � j ei transition, induces many (no or very few) photon �uorescence when
the ion is in the j1i (j0i ) state.

As shown in Fig. 8.9 (a), the ideal readout laser only excites the ion in thej1i state and

induces many photon �uorescence from the ion, (b) whereas the readout laser does not

excite the ion in the j0i state as it is far o�-resonant with the readout transition. Thus, a

high �uorescence rate with the readout laser indicates the ion is in thej1i state, whereas

a very low �uorescence rate indicates the ion is in thej0i state. The j1i state that induces

many photon �uorescence, and thej0i state that does not induce any or few photon �uores-

cence are referred to as thebright state and the dark state , respectively. The technique

that distinguishes between the bright and dark states by the state-dependent �uorescence

is called thestate-dependent �uorescence method (240), which provides high-�delity

state readouts with trapped ion qubits. Many research groups have demonstrated high-

�delity state preparation and readout schemes in less than 1 ms in the trapped ion qubit

platforms (45, 151), and in some cases, the �delity exceeds 99.99% (45, 241, 242, 243).
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8.7.2 State-dependent Fluorescence Method

To apply the state-dependent �uorescence method to our system, the2S1=2(F = 1) state,
2S1=2(F = 0) state, and 2P1=2(F = 0) state in 171Yb+ are assigned as the bright state

(� j 1i ), dark state (� j 0i ), and excited state (� j ei ), respectively. The readout laser is

tuned to be nearly resonant with the j1i � j ei transition.

Figure 8.10: Schematic energy level of171Yb+ and lasers (UV pulsed laser and readout
laser) used in the pulsed experiment.

When an ion initially prepared in the dark state gets excited to the excited state by

a single pulse, it decays to either the bright or dark states with probabilities of 2/3 and

1/3, respectively due to the Clebsch-Gordon coe�cients, as shown in Fig. 8.10. When the

excited ion decays into the bright (dark) state, it scatters many (no or very few) photons

when illuminated by the readout laser. From the di�erence in the photon �uorescence

rate of the bright and dark states, accumulated histograms of photon counts are obtained,

where two distinct distributions are observed.

One simple method to di�erentiate the bright and dark states of the �nal state of the

ion from histograms is referred to as athreshold method (241):
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ˆ If the number of photons detected during a detection interval is above a preset

threshold, the ion is determined to be in the bright state.

ˆ If the number of photons detected during a detection interval is less than the preset

threshold, the ion is determined to be in the dark state.

However, the photon �uorescence from the bright ion is only recorded with a certain

probability mainly limited by the collection e�ciency of the imaging system, and also

there are still some photon counts detected by the PMT due to o�-resonant �uorescence,

background scattering and dark counts. These undesired events can cause readout errors

(244). Statistical errors from the above undesired events can be reduced by a longer readout

duration, but the state of the ion is typically time-dependent due to the o�-resonant

optical pumping, which creates non-Poisson tails that cross over a threshold level, and

thus the longer readout interval can result in increasing additional systematic errors (245).

These readout errors can be reduced by using more advanced readout methods, including a

time-resolved method (246) or a � -pulse detection method (247). The main di�erences

between the threshold method and the time-resolved method (45) are:

ˆ The threshold method assumes that there are no state changes during the readout

interval and thus weights all measured photons equally regardless of each photon's

arrival time.

ˆ The time-resolved method takes into account the ion's possible state changes during

the readout interval and weights more on the early arriving photons.

ˆ The time-resolved method divides the total readout interval tb into several sub-bins

of duration ts and calculates the probabilitiesPB (PD ) that the ion was initially in

the bright (dark) state.

In general, the time-resolved method yields better results than the threshold method

and is also applicable to multiple trapped ion qubits systems (243). Although typical

time-resolved methods only consider a single possible state change from the dark state to

bright state, with the bright state considered to be stable during the readout interval, in

many cases, the qubit can change its state from the bright state to the dark state, and

vice versa several times via the o�-resonant excitation and subsequent spontaneous decay.

Thus, a generalised time-resolved readout method was chosen for our data analysis, which

took into account the bilateral o�-resonant coupling, where photon count histograms were
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�tted to two complementary weighted probability mass functions to di�erentiate the �nal

qubit states between the bright and dark states to minimise the readout error (245). The

generalised method assumes that only a single state change may occur (either from the

bright to dark states or from the dark to bright states) during a single sub-bin of duration

ts although several state changes can still occur during the readout intervaltb. In the

assumption, there are four possible situations on the ion's behaviour during a single sub-

bin. Each of the situations has a di�erent photon number distribution, e.g., (1) a bright

ion remains bright � PBB (n), (2) a bright ion becomes a dark ion� PBD (n), (3) a dark

ion remains dark � PDD (n), and (4) a dark ion becomes a bright ion� PDB (n).

For example, a photon number distribution PBB (n) for the bright ion remaining bright

during ts is expressed by the multiplication of the probability of the ion staying bright

WBB (t) and the Poisson distribution for the bright ions PB (n) (245):

PBB (n) = WBB (t)PB (n)

= e� t=� B
f (RB + RD )tsgn

n!
e� (RB + RD )ts

(8.10)

where � B is the mean lifetime of the bright state, RD is the total measured photon rate

of the dark ion, which is the sum of the o�-resonant �uorescence rate, the background

scattering rate, and the dark count rate, and (RB + RD ) is the total measured photon

rate of the bright ion. Similarly, the photon number distribution PDD (n) for the dark

ion remaining dark during ts is expressed by a multiplication of the probability of the ion

staying dark during ts, and the Poisson distribution for the dark ion PD (n):

PDD (n) = WDD PD (n)

= e� t=� D
(RD ts)n

n!
e� RD ts

(8.11)

where � D is the mean lifetime of the dark state.

In the case that the ion changes its state duringts, the probability of detecting n photons

is a superposition of Poisson distribution, obtained by integrating the Poisson distributions

over all mean photon numbers� , times the probability g(� ) to get the mean photon number

� :

X (n) =
Z (RD + RB )ts

RD ts

g(� )e� � � n

n!
d� (8.12)
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The photon number distribution for the bright ion becoming a dark ion PBD (n), and for

the dark ion becoming a bright ion PDB (n) are then given as:

PBD (n) =
Z (RD + RB )ts

RD ts

exp
�

�
� � RD ts

RB � B

�
1

RB � B
e� � � n

n!
d�

PDB (n) =
Z (RD + RB )ts

RD ts

exp
�

�
(RD + RB )ts � �

RB � D

�
1

RB � D
e� � � n

n!
d�

(8.13)

Our analysis assumes that only a single state change (either from the bright state to

dark state, or the other way around) can occur during the readout intervaltb to simplify

the numerical analysis, and thusts = tb.

With the assumption, the photon number distribution for the ion initially in the bright

(dark) state should have a photon distribution PBright (PDark ):

PBright (n) = PBB + PBD (n)

PDark (n) = PDD + PDB (n)
(8.14)

Using Eq. 8.14, a weighted Poisson distribution that distinguishes the ion's state from

the histograms of the recorded photon counts is given as:

P(n) = FPBright + (1 � F )PDark (n) (8.15)

where F is the weight of the photon distribution for the bright ion PBright , and 1 � F

is the weight of the photon distribution of the dark ion PDark . By �tting the weighted

Poisson distribution P(n) on the photon count histograms, the value ofF is determined

for each data, and the ion's state is estimated for each pulse energy.

The �xed parameters used for the analysis are set as below:

ts = 227 � 10� 6 [s] (8.16)

� B = 4 :3 � 10� 3 [s] (8.17)

� D = 3 :6 � 10� 3 [s] (8.18)

where ts is the optimised readout time experimentally determined in Section 2.6, and the

lifetime � B and � D were calculated using Eq. 2.18. The parameters to be optimised are
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RD , RB , and F . Normalised experimental photon count distributions were �tted by the

weighted Poisson distributionsP(n).

Figure 8.11: Fitting results of the weighted photon count distributions P(n) on the experi-
mental data, where (a) the power of the pulsed laser was set minimum, and (b) the power was
set so each pulse worked as a near-perfect� -pulse. The best values for the global parameters
RD and RB were found as2:0 � 103, and 3:4 � 104 [counts/s], respectively. The best �t
parameters for the weightF were found asF = 0 :0308(1) for (a), and F = 0 :6433(4)) for (b),
respectively.

Fig. 8.11 shows examples of the weighted Poisson distributionsP(n) �tted to the ex-

perimental data with two global parameters RB and RD , and a local parameterF . This

makes sense as the two photon ratesRB and RD only grow linearly with the increasing

collection e�ciency � , and they should be constant throughout the experiment. The best

�t values for the RD and RB were found as:

RD = 2 :0 � 103 [counts/s] (8.19)

RB = 3 :4 � 104 [counts/s] (8.20)

From the results of the above �tting, the best value for F was found for each pulse

energy, enabling to estimate the probability of the ion's excitation to the 2P1=2 state for a

given pulse energy. The same data processing was also applied to the experimental data

with the pulsed laser detuned by� 190(7) GHz, and both data were used to plot the Rabi
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oscillation curves as a function of pulse area.

8.7.3 Rabi Oscillation Curve Fitting

Due to the Clebsch�Gordan coe�cients, only the two thirds of photons emitted from an

ion decaying from the2P1=2(F = 1) state are detected by the state-dependent �uorescence

method, and thus the probability of the maximum population transfer � E is described as:

� E =
3
2

PBright

� E =
�


 2


 2 + � 2

�
sin2

�
te�
2

� p

 2 + � 2

� � (8.21)

where PBright is the probability of the ion being found in the bright state, te� is the

e�ective pulse duration of 2.36(1) ps for the on-resonance and 2.25(2) ps for o�-resonance

cases, determined by the Michelson interferometry (Section 7.4.1), and� is the laser

detuning from the 2S1=2(F = 0) � 2P1=2(F = 1) transition, experimentally measured from

the spectrometer (Section 7.1), and
 is the Rabi frequency, de�ned in Eq. 8.7.

Rabi frequency 
 is proportional to the strength of the temporal electric �eld of the

pulsed laser, and thus the pulse area� A is given by time-integral of the Rabi frequency

(205, 248):

� A �
Z t

�1

( t0)dt0 (8.22)

where
( t) = ~E(t)�~�= �h is the time-dependent Rabi frequency, with~E the time-dependent

electric �eld envelope and ~� the transition dipole moment. For simplicity, each pulse

is approximated as a top-hat pulse, discussed in Section 7.4.4, which has the uniform

spatial laser intensity distribution. This assumption simpli�es the time-dependent Rabi

frequency into the time-independent, constant Rabi frequency, de�ned as thee�ective

Rabi frequency 
 e� , and thus the pulse area� A de�ned in Eq. 8.22 can also be simpli�ed

as the e�ective pulse area:

� A �
Z te� =2

� te� =2

 e� dt0 = 
 e� te� (8.23)

According to Eqs. 8.7 and 8.9, the (e�ective) Rabi frequency
 (ef f ) is proportional to the

square root of the pulse energyEp, and thus the e�ective Rabi frequency can be rede�ned

as
 e� = �
p

Ep, with � an unknown coe�cient. The pulsed energyEp was experimentally

estimated from the recorded photon counts due to the pulsed laser background scattering
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Csc (Fig. 8.8), linearly proportional to the pulsed energy at ion (Fig. 8.13), and thus

Ep / Csc.

Therefore, the e�ective Rabi frequency is �nally de�ned as:


 e� = �
p

Csc (8.24)

Using the above parameters, the experimental Rabi data for the on-resonance and o�-

resonance cases were �tted by Eq. 8.21, withCsc being recorded photon counts for each

laser power, and the best �t value was found as� = 2 :10(1) � 1010 [rad/(s �J� 1)].

Figure 8.12: Excitation probability of the ion to the 2P1=2(F = 1) state with single pulses
as a function of the pulse area� A = 
 e� te� (lower axis) and the pulse energy (upper axis).
Blue data points represent on-resonant excitation measurements, where triangles and then
circles are two consecutively taken sets of data. Red data points are o�-resonant excitation
measurements also taken with the same ion. The solid lines are a one-parameter theoretical �t
of Eq. 8.21 using values of detuning and pulse duration from the spectral measurements. The
blue curve corresponds to a laser detuning of 33(7) GHz andte� = 2 :36(1) ps, while the one
in red is for 190(7) GHz detuning and te� = 2 :25(2) ps. The error bars on the experimental
data represent two standard errors for horizontal and vertical axes, where the main source of
the horizontal error is from �uctuations in the pulse intensity on the ion. The vertical error
bar is from population parameter estimation in �tting measurements' statistical distributions.
The theoretical curves have con�dence bands of two standard deviations. The main sources
of error are from pulse duration and laser detuning.

Fig. 8.12 shows the experimental data of the excitation probability� E , and �tted theo-

retical Rabi oscillation curves (Eq. 8.21) for both on and o� resonance cases. Performing

the two �ttings with the single parameter � veri�es the validity of each parameter value
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experimentally determined. Using Eq. 8.24 and the measured photon countsCsc;� = 3 ; 496

[counts] for the maximum population transfer for the on-resonance case, the experimental

Rabi frequency for � -pulse, 
 ex;� was calculated as:


 ex;� = �
p

Csc;� = 1 :24(2) � 1012 [rad/s] (8.25)

8.7.4 Theoretical Rabi Oscillation

The experimental Rabi frequency
 ex;� was then compared with a theoretical Rabi fre-

quency 
 th;� given in Eq. 8.7 to validate the measured value. All the parameters in the

theoretical Rabi frequency except for the pulse energy are already determined. To deter-

mine the pulse energyEp;� for the maximum population transfer, the linear relationship

between the experimentally measured pulse energy and photon counts from the pulsed

laserCsc was used, as shown in Fig. 8.13. From the resulting linear relationship, the pulse

energyEp;� was estimated as 86.7(17) [pJ]

Figure 8.13: Linear relationship between the recorded photon counts from the pulsed laser
scattering, Csc versus pulse energyEp. The pulse energyEp (� Pavg =f rep ) was determined
from the average power of the pulsed laserPavg , experimentally measured by an optical power
meter (PM100D, Thorlabs). Each data point of Csc was an accumulated photon counts from
the approximately 68,500 time iterations of the single shot protocols. The �tted linear function
(y = m � x) found the best value for the slopem = 4 :94(2) � 10� 14, with the intercept set to
0. The recorded photon counts for� -pulse, Csc;� is 3,496.
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From the above results, the theoretical Rabi frequency for� -pulse was calculated as:


 th;� = 1 :510(15)� 1012 [rad/s] (8.26)

which is close to agreement with the previously determined experimental Rabi frequency


 ex;� = 1 :24(2) � 1012 [rad/s], but there are a few possible reasons why they don't com-

pletely match up. The slight discrepancy between the theoretical and experimental Rabi

frequency could be a result of following two reasons. One is the fact that the experiment for

on-resonant Rabi curve took approximately 40 minutes to take all the data points (on-res1

and on-res2), and during the measurement the laser detuning constantly �uctuated around

the average of� 33(7) GHz. Thus, �tting the theory curve to the data points each of which

is a result of instant laser detuning may have resulted in causing a �tting error, which

a�ected the experimental Rabi frequency. Secondly, using the linear relationship given in

Fig. 8.13 to extrapolate the pulse energy from the corresponding laser scatting data may

be another cause of error for the theoretical Rabi frequency. Thus, better �tting should be

achievable by modifying the optical layout so simultaneous measurements of both detuning

and pulse energy are taken place on each pulse excitation measurement.

154



9

Additional Publications
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Discussion and Conclusions

Trapped ion QC has progressed signi�cantly over decades since Wolfgang Paul �rst de-

veloped the ion trap in the 1950s, satisfying all the �ve key requirements in DiVincenzo

criteria for the realisation of QC since 2004. In this thesis, I have discussed the current

(Feb 2023) status of the trapped ion QC, particularly focusing on the demonstration of

high-�delity fast gate operations with trapped ion qubits. Despite their strong attributes,

including very long coherence times and extremely high-�delity qubit manipulations poten-

tially at large scale, the biggest challenge that remains to achieve the large-scale trapped

ion QC is the demonstration of fast, robust high-�delity two-qubit gates, with a high ratio

between the quantum systems' decoherence times and the timescales required to perform

quantum gates (Chapter 1).

Although numerous high-�delity multi-qubit gate operations have been demonstrated in

trapped ion systems, the majority of the gate schemes are operated in the weak coupling

regime to address the spectrally resolved motional sidebands of the qubit transition to

implement the gate operations, meaning the gate speeds are limited below the secular

frequency of the trapped ion qubits. Besides, these gate schemes typically require (near)

motional ground state cooling and individual addressing of each ion with multiple tightly

focused laser sources. These complexities signi�cantly increase the technical di�culties

with larger numbers of trapped ions (Chapter 3).

This thesis discusses an alternative approach to overcome the intrinsic gate speed limits

in trapped ion QC and thus, ultrafast two-qubit entangling gates (fast gates). Unlike the

adiabatic sideband-resolved gates, fast gates can operate in the strong-coupling regime,

where the gate speeds are no longer limited by the secular frequency of trapped ions, and

gate speeds of sub-microseconds are feasible. Fast gates also possess better scalability.
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With larger numbers of ions trapped in a harmonic potential inside an ion trap, the inter-

ion spacing decreases, and the coupling strength of the target ions for the gate operation

increases. This e�ect not only makes the gate speed faster but also simpli�es a requirement

for motional restoration, allowing even faster, higher-�delity gate operations (Chapter 4).

A key element toward the realisation of fast gates is accurate, precise laser control, where

the creation of optical � -pulses with an accuracy above 99% from individual ultrashort

pulses is the most critical requirement for high-�delity fast gate operations. Achieving

such a high population transfer e�ciency requires accurate laser controllability, as well as

a development of a high-resolution spectrometer for accurate measurement and stabilisation

of the central frequency of the pulsed laser.

In this chapter, I summarise my experimental achievements that have been made, propose

solutions to improve the experimental results further, and investigate the current technical

limitations that need to be overcome toward the demonstration of the fast gates. Finally,

I conclude this thesis by discussing future outlook for my project.

10.1 Summary and Discussion

In summary, I have experimentally demonstrated the ultrafast coherent excitation of a sin-

gle 171Yb+ with single picosecond pulses with the maximum population transfer of 94(1)%,

whose result was mainly limited by� 33(7) GHz detuning of our pulsed laser (Chapter 8).

Before the achievement was made, the maximum population transfer measured by a single

shot measurement barely reached around 10%, indicating that the laser frequency may

have been substantially o� resonant (Section 6). To address the issue, a di�raction grating

spectrometer with a high resolution of 3.6(2) GHz was developed, and a spectrum mea-

surement by the spectrometer indicated that the central frequency of the pulsed laser was

heavily red-detuned, which was out of range for correction with our controllability. Thus,

the laser system was upgraded with newly designed CFBGs to tune the central frequency

to the 171Yb+ atomic resonance, which is �nely tunable by the individual temperature

control of the three CFBGs. After the upgrade, the laser noises of e.g., the intensity and

frequency �uctuations were experimentally measured to simulate the realistic fast gate

�delity, and the simulation results concluded that the most critical noise source was the

laser intensity noise, and the e�ect of the intensity noise on the gate �delity was not spe-

ci�c to the types of fast gate schemes (Chapter 7). When the laser intensity noise is not

su�ciently small, the realistic gate �delity for fast gates signi�cantly deteriorates with the

increased number of imperfect� -pulse pairs used in the gate schemes. The requirement
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for the high-�delity f 99:99%; 99%; 90%g fast gate operations (� 1 � s) is to suppress the

intensity instability down to � I=I � f 10� 5; 10� 4; 10� 3g. Satisfying the requirements are

technically challenging even with state-of-the-art pulsed laser systems. To date, there have

been only few experiments demonstrating single-qubit control with ultrashort pulses, with

pulse noise around� I=I � 5 � 10� 3, but the repetition rate of their pulsed lasers is not

often su�ciently fast for fast gate operations. Under these technical limitations, the Duan

schemes are considered as one of the most suitable gate schemes with imperfect� -pulses, as

they require the minimum numbers of four� -pulse pairs for a gate operation. A numerical

optimisation was performed to �nd an optimal combination of the total number of SDKs

and their timings, and the expected realistic gate �delity was calculated as 77.8% (Section

4.3).

Through the above analysis, it is concluded that fast gates are rather robust to a wide

variety of disturbances and noise sources except the laser intensity noise. This comes

down to a main conclusion that the most critical requirement for the implementation

of the high-�delity (99%) fast gate operations in arbitrary long ion chains is to achieve

the laser intensity stability of � I=I � 10� 4, which is roughly equivalent to a population

transfer e�ciency of above 99.9% form individual ultrafast � -pulses. Another experimental

parameter that a�ects gate �delity is the photon �uorescence rate from a trapped ion. High

photon collection e�ciency, as well as a sophisticated qubit readout method, maximises

the readout �delity, where a qubit readout �delity of 97.0% was achieved in the current

experimental setup. The �delity can be further improved with all the collected ion's photon

counts sent to a PMT, although only half the photon counts are currently sent to the PMT

to send the other half to a CCD camera to directly observe the ion's image (Chapter 2).

10.2 Outlook

The research work that I have presented in this thesis is a continuation of the research work

which was done by Hussain, Mahmood Irtiza in 2017 (77). Since the work presented in the

previous report, I have made a signi�cant progress towards the demonstration of fast gates.

Here, I brie�y discuss the outlook for our research project. The �rst step is to achieve

a population transfer e�ciency greater than 99%. The population transfer e�ciency is

proportional to the pulse area, and thus the laser intensity stability � I=I . Assuming that

the time-averaged central frequency is tuned exactly to the atomic resonance (with the

measured frequency �uctuation of 2.8 GHz), the expected maximum population transfer

e�ciency is approximated as 97.6%, currently limited by the laser intensity instability. One

193



10. DISCUSSION AND CONCLUSIONS

promising technique to improve the population transfer e�ciency is the RAP, which uses

linearly-chirped UV pulses, to make the process of coherent excitation more robust against

pulse intensity �uctuations. In the process of the RAP, a pulse shaper (e.g., di�raction

pairs) is used to realise desired pulse modulations, which may require more laser power to

accomplish it, and thus additional ampli�cation stages may be required to realise the RAP

in our system.

The second step is to split by a PBS each single pulse to form a counter-propagating� -

pulse pair to demonstrate a momentum kick of2�hk on an ion. As previously discussed, the

laser system ful�lls the essential requirements for the demonstration of fast gates (Chapter

5), and thus it should be possible to create a pulse sequence for simple gate protocols

(e.g., n = 1 Duan scheme) and demonstrate the gate schemes in our system. One possible

approach is to use a Pockels cell which switches the optical delay in nanosecond timescales

to realise the fast switching of the directionality of SDKs in each pulse group. The timing

of the switching will be control by the ARTIQ. Based on the above mentioned prospects,

simple fast gates of e.g.,n = 1 Duan or n = 1 GZC gate schemes, are found to be

good candidates for the demonstration in our system. As discussed, the experimental

requirements for the demonstration of fast gates are roughly independent of the number of

ions in a chain, and thus it is experimentally possible to demonstrate one or multiple two-

qubit fast gate operations at the same time in arbitrarily long ion chains (e.g., optimised

gates for two ions at the edge of the chain gives a higher �delity) (198).

In conclusion, the experimental results and numerical analysis presented in this thesis

have made key steps toward the realisation of ultrafast two-qubit phase gate operations.

I believe these results will pave the way to demonstrate the fast gates with trapped ion

qubits and eventually make a signi�cant improvement in the gate speeds that the adiabatic

sideband-resolved gates cannot reach. This will increase the total number of gate operations

that can be performed within the coherence times of the systems by about two to three

orders of magnitude.
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Appendix

11.1 Optimisation of Ionisation

To estimate isotopic purity of an ion created from the natural abundance source in the

ionisation process, ionisation purity, de�ned in Eq. 11.1, was calculated based on the

excitation probabilities listed in Table 2.2 as a function of the laser detuning and intensity.

Ionisation purity f i of a particular isotope i can be calculated for a given laser frequency!

from the relative scattering rate � i (! ) against the total scattering rate from all the other

natural abundance distributions (122):

f i =
� i (! )

P
n � n (! )

(11.1)

Ionisation purity f i is a measure of how purely the desired isotope is selectively ionised.

This is an important measure as we do not want to ionise unwanted isotopes unintentionally

for an e�cient ionisation. A scattering rate for ideal two-level isotopes with even numbers

of atomic mass, hence without nuclear spinF = 0 , is given by (249, 250, 251, 252):

� i (! ) =
 0s0=2

1 + s0 + f 2(! � ! a)= 0g2

=
 0s0=2

1 + s0 + (2 �= 0)2

(11.2)

where � � (! � ! a) is the laser detuning from the atomic resonance of a target isotope.

For isotopes with odd numbers of atomic mass, including171Yb and 173Yb, hence with

nuclear spin F 6= 0 , the scattering rate is given by the sum across all transitions with a
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weighting factor hj , which is based on the spin multiplicity (122):

� i (! ) =
X

j

hj
 0s0=2

1 + s0 + f 2(! � ! j )= 0g2

=
X

j

hj
 0s0=2

1 + s0 + (2 �= 0)2

(11.3)

where � � (! � ! j ) is the laser detuning from the atomic resonance of the isotopej with

a natural linewidth of  0, and s0 = I=I s is the normalised saturation parameter for on-

resonant laser, with the laser intensityI at the beam centre, and the saturation intensity

of the atomic transition I sat (122):

I sat �
�hc
3� 3�

I =
2P0

�w 2
0

s0 �
I

I sat
=

6P0� 3�
� 2hcw2

(11.4)

where � = 398:8 [nm] is the wavelength of the laser,� (= 1 = 0) = 5 :68 [ns] is the excited

state lifetime of the 1S0� 1P1 transition, P0 [W] is the average power of the laser, andw0

is the 1=e2 radius of the Gaussian beam. The saturation intensityI sat for Yb atom was

calculated as6:8 � 10� 2 [W/cm 2] (117).

One might have a concern that there may be some probabilities to ionise undesired

isotopes during the isotope selective photo-ionisation. High-purity ionisation becomes more

important when long ion chains of a particular isotope are required for QIP. Suppose that

we want 171Yb atoms ionised to form171Yb+ ions by using an isotope-selection laser tuned

to the atomic resonance of171Yb with F = 1=2. Using Eqs. 11.1-11.3, the ionisation

purity for 171Yb atom was calculated as a function of the laser detuning from the atomic

resonance of174Yb atom, and the results are shown in Fig. 11.1.

Fig. 11.1 shows (a) the ionisation purity for 171Yb atom with the saturation parameter

set to s0 = 1 , where the maximum ionisation purity is estimated as98:1% with the laser

frequency blue detuned by 833.1 MHz, equivalent to a chance of ionising the undesired iso-

topes with a probability of 1.9%. To minimise the chance of ionising the undesired isotopes,

the atomic linewidth should ideally be free from any broadening e�ect, including power

broadening, Doppler broadening, pressure broadening, and collision broadening. Among

them, the power broadening and Doppler broadening are the most common broadening
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e�ects in ion trapping, and they must be well suppressed. To determine an optimal laser

intensity for e�cient ionisation, the e�ect of the laser power broadening on the ionisation

purity and the photon scattering rate of 171Yb atom were investigated for di�erent values

of the saturation parameter s0.

Figure 11.1: (a) Isotope ionisation purity rates for 171Yb atoms at 398.8 nm (1S0 $ 1P1

transition) from the 174Yb resonance. The detuning on the x-axis is a relative frequency
di�erence with respect to the transition frequency of 174Yb. (b) Normalised scattering rate
of each isotope as a function of laser detuning, with an assumption that the collimated laser
beam is aligned perpendicular to a collimated atomic vapour to achieve the Doppler-free
spectroscopy signal with a low laser intensity and no optical pumping. Isotopes with nuclear
spin I 6= 0 (e.g., 171Yb and 173Yb atoms) have multiple peaks due to the hyper�ne structures.
(c) Ionisation purity of 171Yb atom as a function of the laser detuning, with varying values
of s0 ranging from 0.1 to 100. (d) Scattering rate of 171Yb atom as a function of the laser
detuning, with varying values of s0 ranging from 0.1 to 100.

Fig. 11.1 shows (c) the ionisation purity and (d) photon scattering rate of171Yb atom

as a function of the laser detuning with respect to the atomic resonance of174Yb for

di�erent values of the saturation parameters s0. The �gure (c) shows a clear trend that

the ionisation purity decreases as the saturation parameter increases, while the �gure (d)

shows a trend that the photon scattering rate goes up as the saturation parameter increases.

These are two opposite trends where the higher ionisation purity can be realised with a

lower saturation parameter, but the scattering rate is not high enough for the e�cient

ionisation, whereas the higher scattering rate can be realised with a higher saturation

parameter, but the ionisation purity decreases. Thus, there should be an optimal laser

power at which a high ionisation purity of 171Yb atom is achieved while maintaining a
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su�ciently high scattering rate for optimal ionisation. To explore the trade-o� between

the two, the ionisation purity and scattering rate of 171Yb and laser detuning were plotted

as a function of saturation parameters0.

Figure 11.2: (a) Ionisation purity of 171Yb atom as a function of saturation parameter s0.
(b) Photon scattering rate of 171Yb atom as a function of s0. (c) Laser detuning that gives
the highest ionisation purity of 171Yb atom.

Fig. 11.2 shows that the photon scattering rate rapidly increases withs0 whereas the

ionisation purity slowly decreases withs0. The saturation parameter s0 for the optimal

ionisation process would probably be achieved whens0 is set somewhere between 1 to

10 as the ionisation purity remains above 90% while the photon scattering rate remains

signi�cantly higher than when s0 < 1. For example, if an optimal saturation parameters0

is set to 1, the average power for the ionisation laser of the actual1=e2 beam radius of 35

� m can be calculated as 96.1� W. Fig. 11.2 (c) shows a linear relationship between the

optimal laser detuning which gives the highest ionisation purity of171Yb and the saturation

parameter s0. The relationship indicates that the slight adjustment in the laser frequency

is required to achieve the optimal ionisation process, when tuning the value ofs0.

I also investigated the e�ect of Doppler broadening e�ect on the natural linewidth of the
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1S0� 1P1 transition. Doppler broadening is an inhomogeneous broadening of the atomic

linewidth caused by random movements of atoms, and the Doppler-broadened linewidth is

given by (253):

 D =
2 0

c

r

2 ln(2)
kB T
m

(11.5)

where T is the temperature of the atom, and 0 is the natural linewidth of the atomic

transition (142). The Doppler-broadened linewidth  D is simply proportional to a square

root of the atom temperature T, and the linewidth becomes broader as the atom's tempera-

ture increases. As the linewidth becomes broader a chance of other isotopes getting ionised

during the isotope selective photo-ionisation process increases. Thus, it is important to

minimise the Doppler broadening e�ect. To minimise the e�ect of Doppler broadening,

the velocity of the atomic vapour along the direction of the isotope selective laser is min-

imised by collimating the atomic vapour and setting the direction of the laser propagation

orthogonal to the atomic vapour (252).
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11.2 Generation of CNOT gate from Fast Gate

Fast gates aim to demonstrate a controlled phase (CPH) gate, and the unitary operator is

expressed by a tensor product of single-qubit Pauli Z operator:

UCP H (� ) = ei�� z
1 
 � z

2

=

0

B
B
B
B
@

ei� 0 0 0

0 e� i� 0 0

0 0 e� i� 0

0 0 0 ei�

1

C
C
C
C
A

=

0

B
B
B
B
@

1 0 0 0

0 e� 2i� 0 0

0 0 e� 2i� 0

0 0 0 1

1

C
C
C
C
A

(11.6)

where 2� is a relative phase factor. Fast gates apply the relative phase factor of2�

between thefj 00i ; j11ig states andfj 01i ; j10ig states. When � is set to �= 4, the relative

phase factor becomes�= 2, which means the qubit states are maximally entangled. A

relative phase 2� between the state-pairsfj 00i , j11ig and fj 01i , j10ig in UCP H (� ) are

arbitrarily adjustable, depending on how the phase condition is set.

As outlined in the work (74), our goal is to experimentally demonstrate a two-qubit

phase gate with� = �= 4 for the maximal entanglement. The unitary operator UCP H (�= 4)

is equivalent to the Controlled-NOT (CNOT) gate in combination with additional single-

qubit gates (208). The CNOT gate applied to the initial state j i is described in vector

notation as:

j i = � j00i + � j01i +  j10i + � j11i =

0

B
B
@

�
�

�

1

C
C
A

CNOT j i =

0

B
B
@

1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

1

C
C
A

0

B
B
@

�
�

�

1

C
C
A =

0

B
B
@

�
�

�

1

C
C
A

(11.7)

Table 11.1: Truth table for CNOT gate

INPUT jt; ci OUTPUT jt; ci

j00i j00i
j01i j11i
j10i j10i
j11i j01i

where j i � j t; ci = jt i 
 j ci = jtarget qubit i 
 j control qubit i . As shown in Eq. 11.7,

the CNOT gate swaps the complex amplitudes of thej01i and j11i states. More generally,

the CNOT gate that acts on a two-qubit system �ips the target qubit jt i if and only if the

control qubit jci is j1i , as shown in Table. 11.1. One way to construct the CNOT gate from

the CPH gate (UCP H (� �= 4)) is shown in Fig. 11.3. Suppose that we have a two-qubit

system with a target qubit q0 and control qubit q1. First, a single-qubit Hadamard gate
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H is applied on a target qubit q0, followed by a CPH gateUCP H (� �= 4) applied to both

qubits. Then, a single-qubit S dagger gateSy is applied to each qubit, respectively and

lastly a Hadamard gateH is applied onto the target qubit q0.

Figure 11.3: Circuit representation of how the CNOT gate is constructed using the CPH
gate UCP H (� ) (11). The unitary operator Rzz (�= 2) used in the circuit is identical to the
UCP H (� �= 4). Qubits q0 and q1 represent a target qubit and control qubit, respectively.

Note that the two-qubit phase gate UCP H (� �= 4) is equivalent to a Rzz(�= 2) gate used

in Fig. 11.3 up to a global phase, which is de�ned as:

Rzz(� ) � e� i�� z
0 
 � z

1 =

0

B
B
B
B
@

e� i �
2 0 0 0

0 ei �
2 0 0

0 0 ei �
2 0

0 0 0 e� i �
2

1

C
C
C
C
A

(11.8)

Rzz(�= 2) = e� i �
2 � z

0 
 � z
1 =

0

B
B
B
B
@

e� i �
4 0 0 0

0 ei �
4 0 0

0 0 ei �
4 0

0 0 0 e� i �
4

1

C
C
C
C
A

=

0

B
B
B
B
@

1 0 0 0

0 i 0 0

0 0 i 0

0 0 0 1

1

C
C
C
C
A

= UCP H (� �= 4)

(11.9)

The input state j 0i of the two-qubit system with q0 = � j0i + � j1i with � and �

unknown amplitudes andq1 = j0i in Fig. 11.3 is described by:

j 0i = jq0i j q1i = ( � j0i + � j1i ) 
 j 0i (11.10)

When the Hadamard gate is applied to the target qubitq0, the system evolves:
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j 1i = ( � j0i + � j1i ) 

1

p
2

(j0i + j1i )

=
1

p
2

(� j00i + � j10i + � j01i + � j11i )
(11.11)

Then, the UCP H (� �= 4) is applied to the system:

j 2i =
1

p
2

f (� j00i + � j11i ) + i (� j01i + � j10i )g (11.12)

The two-qubit system after the S dagger gates on both qubits then evolves:

j 3i =
1

p
2

f (� j00i + � (� i )2 j11i ) + i (� i� j01i � i� j10i )g

=
1

p
2

f (� j0i + � j1i ) 
 j 0i + ( � j0i � � j1i ) 
 j 1ig
(11.13)

The �nal state j 4i after the Hadamard gate applied on the target qubitq0 evolves:

j 4i =
1

p
2

f (� j0i + � j1i ) 

1

p
2

(j0i + j1i ) + ( � j0i � � j1i ) 

1

p
2

(j0i � j 1i )g

= � j00i + � j11i
(11.14)

Thus, the circuit depicted in Fig. 11.3 transforms the initial state j 0i into the �nal

state j 4i :

j 0i =

0

B
B
B
B
@

�

�

0

0

1

C
C
C
C
A

! j  4i =

0

B
B
B
B
@

�

0

0

�

1

C
C
C
C
A

(11.15)

Comparing to the CNOT gate described in Eq. 11.7, we can see that the circuit works

as a CNOT gate.
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