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Abstract: Object detection in remote sensing (RS) images is a challenging task due to the dif�culties
of small size, varied appearance, and complex background. Although a lot of methods have been
developed to address this problem, many of them cannot fully exploit multilevel context information
or handle cluttered background in RS images either. To this end, in this paper, we propose a
feature fusion and �ltration network (F 3-Net) to improve object detection in RS images, which has
higher capacity of combining the context information at multiple scales while suppressing the
interference from the background. Speci�cally, F 3-Net leverages a feature adaptation block with
a residual structure to adjust the backbone network in an end-to-end manner, better considering
the characteristics of RS images. Afterward, the network learns the context information of the
object at multiple scales by hierarchically fusing the feature maps from different layers. In order
to suppress the interference from cluttered background, the fused feature is then projected into a
low-dimensional subspace by an additional feature �ltration module. As a result, more relevant and
accurate context information is extracted for further detection. Extensive experiments on DOTA,
NWPU VHR-10, and UCAS AOD datasets demonstrate that the proposed detector achieves very
promising detection performance.

Keywords: context information; object detection; feature �ltration; convolutional neural networks
(CNNs); optical remote sensing image

1. Introduction

With the fast development of airborne and spaceborne sensors, remote sensing (RS) images
have become widely available, offering new opportunities to observe and interpret the Earth. Object
detection aims at simultaneously determining the location and category of objects of interest in the
RS image. It is an important task in practical applications of RS images such as resource acquisition,
disaster monitoring, urban planning, etc. [1], and has attracted a lot of interest from both academia
and industry.

Generally, object detection in RS images can be accomplished by optical images [2], synthetic
aperture radar (SAR) technology [3�6], and more. In our study, we focus on object detection in optical
remote sensing images. In the literature, object detection in RS images can be grouped by template
matching-based, knowledge-based, and machine learning-based methods [7]. Treating this task as a
classi�cation problem, machine learning-based methods stand out due to the advance of powerful
feature representations and classi�ers. Representative classi�ers include support vector machine

Remote Sens. 2020, 12, 4027; doi:10.3390/rs12244027 www.mdpi.com/journal/remotesensing

http://www.mdpi.com/journal/remotesensing
http://www.mdpi.com
https://orcid.org/0000-0002-9753-4919
http://dx.doi.org/10.3390/rs12244027
http://www.mdpi.com/journal/remotesensing
https://www.mdpi.com/2072-4292/12/24/4027?type=check_update&version=2


Remote Sens. 2020, 12, 4027 2 of 18

(SVM) [8], Adaboost [9], and so on. In addition to classi�ers, feature representation always plays very
important role in machine learning-based detection. In early years, low-level handcrafted features,
such as histogram of oriented gradients (HOG), and mid-level features, e.g., bag-of-words (BoW)
feature, were commonly explored for detecting RS objects [10]. Recently, increasingly more attention
has been focused on deep detectors with high-level learned features, driven by strong capability of
deep learning models as feature extractors and easy access to large-scale RS datasets such as DOTA [2],
NWPU VHR-10 [10], UCAS-AOD [11], etc.

With the proposition of several deep detectors such as Faster Region Convolutional Neural
Networks (Faster R-CNN) [12], Single Shot MultiBox Detector (SSD)[13], and You Only Look
Once (YOLO) [14], very impressive performance has been achieved for object detection in natural
scenes, where the objects are imaged in close range. However, when applying these detectors on
RS images captured by camera mounted on satellite or airplane, the detection performance drops
dramatically [2,15]. As revealed in Figure 1, object detection in RS images faces the following challenges.

� Small objects. Due to the long distance of imaging and low spatial resolutions of sensors, RS images
often contain objects with small sizes, leading to limited information of object features.

� Appearance variance. Objects in the same class tend to appear in arbitrary orientations, varied
sizes, and sometimes, extreme aspect ratios such as bridges and boats.

� Background complexity. Objects are often overwhelmed by cluttered background which potentially
introduces more false positives and noise.

(a) (b) (c)

(d) (e) (f)

Figure 1. Illustration of detection results produced by F3-Net. (a�f) Thanks to the feature fusion
module and feature �ltration module, the objects with small sizes, dense arrangement, varied
appearance, and cluttered environment are accurately detected and recognized.

To this end, many researches attempt to tackle object detection in RS images by considering
the above unique characteristics of RS objects and embedding related factors into the existing
networks [16�18]. For example, Cheng et al. [19] added a rotation-invariant layer to R-CNN (RICNN)
to enable arbitrary oriented detection, which enforces CNN feature representations to share close
mapping before and after rotation. Ding et al. [20] took the geometry transformation between
horizontal and rotational RoIs into account and developed a lightweight Region of Interest (RoI)
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Transformer for rotation-invariant region feature extraction. Following the rotational regional proposal
network (RRPN) [21], many researchers incorporate rotation-aware factors into a regional proposal
network (RPN) to handle object rotation variations [22�24]. Speci�cally, Li et al. [25] embedded
additional multi-angle anchors into RPN for the generation of multi-scale and translation-invariant
candidate regions. Xu et al. [26] and Ren et al. [27] replaced traditional convolutions with deformable
convolutions to account for orientation diversity of aerial objects. Moreover, an attention mechanism
is also adopted to guide the network to focus on the most irrelevant information, i.e., prominent
foreground regions, which helps to mitigate the interference of cluttered background and noise [28�31].

This paper aims to address the above challenges by proposing a novel feature fusion and �ltration
network (F 3-Net), whose framework is illustrated in Figure 2. As shown in the �gure, F 3-Net follows
the pipeline of Faster R-CNN with the introduction of two additional modules, i.e., feature fusion
module and feature �ltration module, to cope with the special property of objects in RS images.
The feature fusion module aims to extract the context information at different scales by combining
low-resolution high-level semantic features from deeper layers and high-resolution low-level semantic
features from shallow layers. This helps to address the dif�culties of detecting RS objects of small
sizes and appearance variance. The feature �ltration block is devised to compact the fused features,
which provides a novel approach to suppress irrelevant information belonging to the surrounding
background and noise so that the network pays more attention to the objects of interest. This facilitates
object detection in cluttered environment. Experiential results on three widely used datasets, DOTA [2],
NWPU VHR-10 [10], and UCAS AOD [11] demonstrate that proposed detector is able to yield higher
detection accuracy than alternatives.
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Figure 2. Framework of the proposed F3-Net. F3-Net consists of four main components: backbone for
feature extraction, feature fusion module for multi-resolution multi-level feature combination, feature
�ltration module for compact feature representation, and detection module for object classi�cation and
regression. (Ai means the features produced by feature adaptation block.)

The rest of the paper is organized as follows. Section 2 reviews the recent advances of object
detection in natural images and RS images. Section 3 describes the proposed F 3-Net and analyzes
its advantages in RS object detection. Section 4 analyzes the advantages of the proposed detector by
comparing it with alternative approaches on three widely used datasets and providing ablation study.
Section 5 concludes the paper with future work.

2. Related Works

In this section, we summarize the recent development of object detection and illustrate their
relationships and differences in the context of natural and RS images.

2.1. Object Detection in Natural Images

Deep neural networks, especially convolutional neural networks (CNNs), have greatly boosted
the object detection in natural images because of their dominant superiority of robust feature extraction
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given large-scale datasets. In general, the CNN-based detectors can be divided into two categories:
two-stage methods and one-stage methods. Two-stage detectors follow a pipeline of candidate
region proposal, feature extraction, and classi�cation. As the most pioneering two-stage detector,
Region-based CNN (R-CNN) [32] used selective search, CNN architecture, and several support vector
machines (SVMs) to ful�ll the detection process. Though high performance is achieved by R-CNN,
it is computationally demanding due to repetitive feature extraction required for all the proposals
generated during the selective search step. Subsequently, Fast R-CNN [33] shared the feature extraction
for all the proposals by introducing a region of interest (RoI) pooling layer, signi�cantly accelerating
R-CNN and increasing detection accuracy. Faster R-CNN [12] further employed regional proposal
network (RPN) rather than selective search to directly generate object proposals from convolutional
feature maps. Thanks to RPN, the inference time is greatly shortened, yielding cost-effective detection.

Alternatively, one-stage detectors consider the task as a regression problem. They directly estimate
object candidates from a number of preset anchor boxes instead of region proposals, which further
reduces the computation overhead further. Examples of one-stage detectors include RetinaNet [34],
You Only Look Once (YOLO) [14], and Single Shot MultiBox Detector (SSD) [13]. The absence of
region generation unavoidably causes foreground�background class imbalance during training [35].
Therefore, in the early years, one-stage detectors are inferior to two-stage detectors in accuracy.
Lin et al. [34] proposed the Focal Loss to strengthen the training of fewer hard positives and suppress
the overwhelming training of numerous easy negatives. This mitigates class imbalance and thus vastly
improves the effectiveness of one-stage detectors. In addition to anchor-based detectors, anchor-free
approaches such as CornerNet [36] and FCOS [37] are also extensively studied. Moreover, on the basis
of state-of-the-art general object detectors, a number of advanced detectors are developed to allow for
multi-scale detection [38,39], oriented detection [21,40,41], and more [42].

Our F 3-Net falls into the category of two-stage detector. It is based on Faster R-CNN [12], with an
additional angular offset module in the regression subnet to achieve rotational detection. Differently,
the feature fusion module and feature �ltration module are introduced for better consideration of
appearance diversity and background complexity of the objects in RS images.

2.2. Context Information in RS Object Detection

The effectiveness of context information has been veri�ed by many studies [43�45] in aerial
object detection, especially for small objects or occluded objects. The intuition behind these works
is that low-level high-resolution features from shallow layers favor localization, while high-level
low-resolution features from deeper layers help classi�cation. Therefore, the fusion of feature maps
from different layers should strengthen object detection. Accordingly, feature pyramid network
(FPN) [38] and deconvolutional single shot detector (DSSD) [39] take advantage of lateral connections
to combine low-resolution semantically strong features with high-resolution semantically weak
features, yielding enriched feature maps at all scales. Driven by the power of FPN in multi-scale
detection, an atrous spatial feature pyramid (ASFP) [44] used atrous convolution layers at different
rates for more effective fusion of multi-scale context information. Alternatively, image cascade network
(ICN) [46] combined image cascade and FPN to allow extracting features at different levels and scales.
Zhang et al. [15] proposed a context-aware detection network (CAD-Net) to integrate scene-level global
semantics and object-level local contexts of objects for more consideration of low-contrast objects.
Similarly, a balanced feature pyramid was introduced [47] to aggregate multi-scale multi-level features
for robust localization of ships with different sizes. Liu et al. [48] enhanced YOLOv2 with oriented
response dilated convolution and feature maps fusion from different layers, enabling object detection
at multiple scales in complex geospatial images. SCRDet [41] employed sampling fusion network
(SF-Net) to address inadequate anchor samples caused by small objects and samples anchors with a
smaller stride when fusing high- and low-level feature maps with different resolutions.

Table 1 compares some typical computer vision (CV) and RS methods in terms of the way of
region proposal generation, detection accuracy on DOTA dataset, and their highlights.



Remote Sens. 2020, 12, 4027 5 of 18

Table 1. Comparison of different remote sensing detectors.

Type Method Region Proposal Accuracy(%) Highlights

two-stage

R-CNN selective search - CNN+SVM
Fast R-CNN selective search - RoI pooling layer

CV Faster R-CNN RPN 39.95 Regional proposal network
methods R-FCN RPN 30.84 Translation-invariant localization and classi�cation

one-stage
YOLOv2 No 25.49 The adoption of preset anchor boxes

SSD No 17.84 instead of region proposals
Retina-Net No 62.02 Focal loss overcoming foreground-background imbalance

one-stage
R3Det No 73.74 Feature alignment for accurate localization

FMSSD No - Atrous spatial feature pyramid

two-stage

Faster R-CNN-O RPN 54.13 Fine-tuned with oriented bounding box
RS ICN RPN 68.16 Image cascade and FPN

methods RoI-Transformer RPN 69.56 Rotated RoI learner for oriented objects
CAD-Net RPN 69.90 Global and local contexts exploitation
SCR-Det RPN 75.35 Sampling fusion network

APE RPN 75.75 Representing oriented objects with periodic vectors

Following the above-mentioned context-based approaches, our method also takes the surrounding
information of objects into consideration and extracts the context information by integrating the
features at all scales. The main differences between our method and these approaches are threefold:

� First, our method adapts the feature extraction backbone trained on natural images to RS images
before capturing the context information. As mentioned earlier, RS images are different from
nature images in many aspects. Directly fusing the feature maps yielded by the backbone trained
on natural images cannot effectively characterize RS images. In contrast, our network can better
explore these characteristics thanks to the additional feature adaptation step.

� Second, the number of feature channels is hierarchically reduced in the process of feature fusion
instead of directly mapping to a �xed value, i.e., the feature sizes are still different with varied
resolutions after fusion. In this way, our method has stronger information retention capability,
enabling the network to better distinguish the target from the background.

� Third, the fused feature map is re�ned by a feature �lter module with bottleneck structure before
subsequent detection and classi�cation. The top-down structure in the feature fusion module,
which starts from the uppermost layers to earlier layers, may also introduce undesirable noise [49,50]
due to the limited context information in deeper layers. This introduced unrelated information is not
conducive to object detection, especially for small objects with dense arrangement. The bottleneck
structure helps to suppress the in�uence of irrelevant information, such as clutter background and
noise, and make the network focus more on the foreground regions.

3. Proposed F 3-Net Detector

In this section, we describe in details the structure and main techniques proposed in this paper,
i.e., feature fusion module and feature �ltration module. Moreover, network learning is also presented.

3.1. Overall Architecture

As illustrated in Figure 2, F 3-Net mainly consists of four components: (i) feature extraction
module via the basic backbone, (ii) proposed feature fusion module for the integration of high-level
semantic features and low-level visual features, (iii) proposed feature �ltration module for producing
more compact features and suppressing the impact of irrelevant features related to background and
noise, and (iv) the class and box branch for predicting score and bounding box.

Specifically, ResNet is adopted as the backbone, whose fC2, C3, C4, C5g layers are used for feature
extraction. Next, the extracted features are fused and filtered by proposed feature fusion module and
feature filtration module, generating multi-level multi-resolution feature maps. Afterward, the RPN is
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applied on the feature maps to produce region proposals, which are then connected with RoI Align so that
the spatial resolution of feature maps are mapped to the same for subsequent location and classification.
Next, we will describe the details of proposed feature fusion module and feature filtration module.

3.2. Feature Fusion Module

As mentioned earlier, RS images suffer from insuf�cient information on objects due to their
small sizes. The repeated subsampling operations such as convolution striding and pooling in deep
CNNs gradually reduce the spatial resolution of feature maps. This means that the feature maps from
deeper layers contain much fewer visual cues than those from shallow layers. Additionally, RS images
usually cover larger areas of land in which the objects are of varied sizes and lack of visual cues.
This requires the backbone to be equipped with strong feature extraction ability at multiple scales.
Context information describes the relationship between an object and surrounding environment. It is
very important to enrich the discriminative information and compensate the information loss caused
by pooling and convolution operations, especially for small objects.

The feature pyramid network (FPN) exploits the context information by adopting lateral
connections which merge multi-level multi-resolution features from the backbone in a top-down
manner. The underlying principle behind FPN is that features from shallow layers represent low-level
spatial contexts which bene�t accurate location and features from deeper layers encode high-level
semantics which facilitate classi�cation. However, there are two problems when adopting FPN for
RS object detection. First, FPN is directly connected to a backbone designed for classi�cation tasks
and is trained on natural image datasets. Therefore, the unique characteristics of RS images such as
low spatial resolution and varied sizes have not been tackled and require feature adaptation before
fusion. Second, FPN maps the number of features channels from different layers to the same number,
which unavoidably leads to information loss. To this end, we design a new feature fusion module
to pass low-resolution semantic features to high-resolution context information for more accurate
detection.

Inspired by Re�neNet [51], our feature fusion module includes two parts: a feature adaptation
block and a feature aggregation block. The feature adaptation blocks aim to bridge the gap between
the natural image datasets and RS datasets in an end-to-end manner so that the network trained on
natural image datasets can better handle the high complexity of RS images. Our feature adaptation
block shares a residual structure that is mathematically de�ned as

yl = F (xl , fWig) + xl , (1)

where xl is the input feature vector of the layers considered and yl is the resulted feature vector.
F (x, fWig) denotes the feature adaptation to be learned and has three layers, i.e.,

F = W3s(W2s(W1xl)) . (2)

Here, s represents ReLU function, W1 and W3 are 1� 1 convolutions for less training and inference
time with less parameters, and W2 is a convolution operator of 3� 3 in size, whose �lter numbers
are the same as the input. We put two feature adaptation blocks behind fC2, C3, C4, C5g layers of the
backbone in our implementation. Thanks to the skip connection in the feature fusion block, the unique
characteristics of RS images can be easily propagated in the network, which facilitates the network
capturing the complex relationships between land cover concepts.

After feature adaptation, we use feature aggregation block to simultaneously enrich the semantic
features from shallower layers and augment the spatial contexts in deeper layers. Similar to FPN,
we fuse the feature maps in a top-down manner. More speci�cally, feature aggregation combines
feature representations from different layers by

f l = Agg(yl�1, yl), (3)
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where Agg(.) is the fusion function between the (l � 1)-th and the l-th layers. We implement this
function by

Al = Upsample (Conv(yl�1)) + Upsample (Conv(yl)) . (4)

Here, Conv is a set of 3� 3 convolutions applied on the input features, resulting in the same number
of feature channels, which is set to the smaller dimension from the inputs. The Upsample function
maps the spatial resolution of convolved features to the larger resolution of the inputs. After feature
fusion block, we can get the aggregated feature maps, i.e., fA2, A3, A4, A5g in Figure 3. As can be
seen, the feature maps generated by the proposed feature fusion module contain more discriminative
contexts than those produced by FPN.

FPN

Feature 
Fusion

Feature 
Filtration

P2 P3 P4 P5

A2 A3 A4 A5

F2 F3 F4 F5

Figure 3. Visualization of feature maps produced by FPN (fP2, P3, P4, P5g), feature fusion module
(fA2, A3, A4, A5g), and feature �ltration module (fF2, F3, F4, F5g). For an image containing two
categories, i.e., tennis court and small vehicle, feature fusion module can yield more precise context
information than FPN. The feature �ltration module is able to make the network focus more on the
targeted objects, facilitating more accurate detection.

3.3. Feature Filtration Module

RS objects occupy only a small area of the captured image and are easily overwhelmed by the
cluttered background, which potentially introduces more false positives and noise. Feature fusion
module summarizes the features from different layers instead of selecting features for fusion, possibly
introducing too much irrelevant information [49]. This redundant information might provide harmful
cues to the detector by producing uninformative gradients and mislead object detection in RS images,
especially when it comes to small objects containing only 10�20 pixels such as small vehicles. Moreover,
the top-down layer-by-layer summation may also bring additional noise in the fused feature maps [50]
due to limited context information in top layers. Therefore, it is improper to directly use the fused
features for RS object detection. Instead, the produced features should be re�ned prior to subsequent
classi�cation and localization.

As illustrated in [52], given a feature map tensor Xl from the l-th layer containing Hl �Wl
elements with Dl dimensions, the encoded information actually lies in a low-dimensional subspace.
In machine learning, dimensionality reduction is a common practice to project the high-dimensional
data into a low-dimensional subspace for compact feature representation, thus suppressing learning
from irrelevant attributes. In neural networks, bottleneck layers with fewer neural units than input
dimensions can create a compact network so that the most informational features are represented
in the low dimension. Bottleneck layers can be most commonly found in autoencoder seeking a
maximally compressed representation of the input feature while recovering the input information as
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much as possible. Inspired by this idea, we capture the low-dimensional nature of feature maps by
embedding the bottleneck structure into the convolution blocks so as to �lter the negative effect of
cluttered background and noise.

As shown in Figure 2, the bottleneck block includes a bottleneck layer and an expansion layer, i.e.,

F (X ) = [ G � H]Xl . (5)

Here, G is a channel-wise linear transformation to reduce dimension RHi�Wl�Dl ! RHi�Wl�Kl , andH
is also a linear transformation to expand the low-dimensional input to a higher-dimensional space:
RHl�Wl�Kl ! RHl�Wl�Dl . In our network, G is implemented by Dl

2 convolutions of size 1� 1 andH is
implemented by Dl convolutions of size 3� 3 with the padding of 2. Considering that the side effect
of nonlinearity may destroy information in low-dimensional space [52], the nonlinear activations are
not inserted between two operators. With the use of two sequential bottleneck blocks, object-related
features are captured while the interference of irrelevant features is suppressed. Next, the �ltered
feature maps are further projected to 256 channels for subsequent processing. Similar to the work in
[51], a residual block is added to feature �ltration block to perform non-linearity operations on the
�ltered feature. The dimension of the feature maps remains unchanged after this block. The feature
maps generated by feature �ltration module is visualized in Figure 3, i.e., fF2, F3, F4, F5g. It can be
observed that irrelevant features are greatly reduced and the most informative parts are kept.

3.4. Loss Function

The same as Faster R-CNN [12], our proposed detector uses a multi-task loss de�ned as

L =
l 1

Nreg
å
n

p�nLreg(tn, t�n) +
l 2

Ncls
å
n

Lcls(pn, p�n), (6)

where Nreg and Ncls, respectively, denote the mini-batch size and the number of anchors. n indexes the
bounding box and pn represents the predicted probability of anchor n being an object. t�n and tn are,
respectively, the parameterized coordinate vectors of ground-truth and predicted bounding box. p�n is
a binary value indicating if the anchor belongs to background (p�n = 1 for foreground and p�n = 0 for
background, no regression for background). The classi�cation loss Lcls is a softmax cross entropy loss
across all categories. The location regression loss Lreg is a smooth L1 loss de�ned as

smoothL1 x =

8
><

>:

0.5x2, if jxj � 1

jxj � 0.5, otherwise
. (7)

The regression of the bounding box is given by

tx = ( x� xa)/wa, ty = ( y� ya)/ha,

tw = log(w/wa), th = log(h/ha),

tq = q� qa,

t
0
x = ( x

0
� xa)/wa, t

0
y = ( y

0
� ya)/ha,

t
0
w = log(w

0
/wa), t

0
h = log(h

0
/ha),

t
0
q = q

0
� qa,

(8)

where x, y, w, h, and q denote the center, width, height, and angle of the box, respectively. Variables x,
xa, and x� are for the predicted box, anchor box, and ground-truth box, respectively (likewise for y,
w, h).
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4. Experiments

In this section, we compare the proposed F 3-Net detector with the state-of-the-art methods,
including both one-stage methods and two-stage methods, to demonstrate its advantages. The details
on training and ablation study are also addressed.

4.1. Datasets and Evaluation Metric

Three widely used public datasets were adopted for experimental evaluation, including DOTA [2],
UCAS AOD [11], and NWPU VHR-10 [10].

DOTA: DOTA [2] is one of the largest object detection datasets recently published for aerial
images. The dataset is labeled with oriented bounding boxes (OBBs) for two tasks, i.e., horizontal
bounding box (HBB) task and OBB task. It contains 2806 aerial images with size ranging from 800� 800
to 4000� 4000 pixels. The fully annotated dataset includes 15 categories of objects covering 188,282
instances in total. These 15 categories include plane (PL), baseball diamond (BD), bridge (BR), ground
track �eld (GTF), small vehicle (SV), large vehicle (LV), ship (SH), tennis court (TC), basketball court
(BC), storage tank (ST), soccer-ball �eld (SBF), roundabout (RA), harbor (HA), swimming pool (SP),
and helicopter (HC). It is a challenging dataset due to dif�culties of arbitrary scales, varied orientations,
and shapes. The DOTA dataset is divided into three subsets for training (1/2), validation (1/6),
and testing (1/3), respectively.

NWPU VHR-10: NWPU VHR-10 [10] is a 10-class RS object detection dataset labeled with HBB,
including plane, ship, storage tank, basketball diamond, tennis court, basketball court, ground track
�eld, harbor, bridge, and vehicle. This dataset contains 800 aerial images, where 650 of them are
labeled. Following a commonly used protocol [10], we divided the labeled images into 20% for training,
20% for validation, and the rest for testing.

UCAS AOD: UCAS AOD [11] consists of 1510 aerial images, each of which approximately covers
1000� 1000 pixels. The dataset contains 14,596 instances of planes and cars. Same as the DOTA dataset,
it covers OBB and HBB tasks. Following Xia et al. [2], 1110 images containing 700 aircraft and 410 cars were
randomly selected for training, and 400 images containing 300 aircraft and 100 cars were used for testing.

The mean average precision (mAP) is adopted to evaluate the detection performance of all the
methods. Formally, mAP is de�ned as

mAP =
1
C

C

å
i= 1

Z
Pi(Ri)dRi, (9)

where Ri represents the recall for a given class i of a detector, Pi(Ri) denotes the precision for a given
class i when the recall of this class is Ri and C is the number of classes to be detected.

4.2. Implementation Details

Here, we describe the implementation issues of the proposed detector, including dataset
preprocessing and network setup.

4.2.1. Dataset Preprocessing

Before training and testing, we �rst divided the original images into multiple smaller images of
800� 800 pixels with an overlap of 600 pixels using the development kit provided by Xia et al. [2].
In this way, the GPU overhead is greatly reduced. Moreover, dataset augmentation was also adopted
in the training step. We resize the original images into �ve scales (1024, 1024), (900, 900), (800, 800),
(700, 700), and (600, 600) to apply multi-scale training in training stage. Furthermore, we augmented
the data samples by rotated and �ipping the images horizontally and vertically. Each image is
randomly �ipped with a probability of 0.5 and randomly rotated an angle from an angle set of 0�, 90�,
180�, 270�in training step. As a result, the diversity and richness of the dataset is enriched, reducing
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the detection dif�culty for rare categories such as bridges, helicopters, etc. The divided images were
also resized into multiple sizes to allow for multi-scale detection ability.

4.2.2. Network Setup

We used ResNet [53] as our backbone. The same as Faster R-CNN [12], l 1, and l 2 were set to 1.
The detector network was trained on a Linux machine equipped with three NVIDIA Titan XP GPUs
and 12GB memory. The network was optimized using stochastic gradient (SGD) with momentum,
whose weight decay was set to 0.00001. The batch size and effective mini-batch were set to 1 and 3,
respectively. For DOTA and UCAS AOD datasets, the learning rate was set to 0.001 and decayed by a
factor of 10 when the number of iterations reaches 720,000 and 960,000. In terms of the NWPU VHR-10
dataset, the learning rate was set to 0.0001.

4.3. Experimental Results

4.3.1. DOTA Dataset

We compared our proposed F 3-Net with 10 state-of-the-art approaches, including one-stage
methods, such as SSD [13], YOLOV2 [54], and FMSSD [44], and two-stage methods, for example,
SCRDet [41], FR-O [2], ICN [46], RoI-Transformer [20], and APE [24]. Tables 2 and 3 report the
quantitative comparison between the proposed F 3-Net and several state-of-the-art approaches on
both OBB and HBB tasks, respectively. For the OBB task, our F 3-Net wins all the competing methods
by achieving an mAP of 76.02%. Compared with the second best detector, i.e., APE [24], our method
achieves improvement in many categories: 54.62% versus 53.42% for BR, 77.52% versus 77.16% for LV,
87.54% versus 79.45% for SH, 87.64% versus 87.15% for BC, 85.63% versus 84.51%, 64.53% versus 60.33%
for RA, 78.06% versus 74.61% for HA. and 72.36% versus 71.84% for SP. In general, some categories
such as LV, SV, and SH can bene�t more from our feature fusion block, as they are usually very small
and require more context information for accurate localization and recognition. HA and SP categories
often appear in complex scenes, which interferes the detector by introducing a large number of false
positives. Thanks to the feature re�nement enabled by feature �ltration module, the negative impact
of the surrounding environment is greatly suppressed, making our detector surpass APE. In terms
of HBB task, our detector also ranks the �rst by providing 76.48% mAP. The main reason is that our
method can get more useful information than other detectors while suppressing the side effect of
surrounding environment. Overall, our detector obtains very competitive detection accuracy with
respect to both OBB task and HBB task.

Table 2. Experimental comparison of the baselines and our F3�Net for OBB task on DOTA test set.

Method PL BD BR GTF SV LV SH TC BC ST SBF RA HA SP HC mAP(%)

Two-stage methods

FR-O [2] 79.09 69.12 17.17 63.49 34.20 37.16 36.20 89.19 69.60 58.96 49.4 52.52 46.69 44.80 46.30 52.93
ICN [46] 81.36 74.30 47.70 70.32 64.89 67.82 69.98 90.76 79.06 78.20 53.64 62.90 67.02 64.17 50.23 68.16
RoI-Transformer [20] 88.64 78.52 43.44 75.92 68.81 73.68 83.59 90.74 77.27 81.46 58.39 53.54 62.83 58.93 47.67 69.56
SCRDet [41] 89.98 80.65 52.09 68.36 68.36 60.32 72.41 90.85 87.94 86.86 65.02 66.68 66.25 68.24 65.21 72.61
APE [24] 89.96 83.62 53.42 76.03 74.01 77.16 79.45 90.83 87.15 84.51 67.72 60.33 74.61 71.84 65.55 75.75

One-stage methods

SSD [13] 39.83 9.09 0.64 13.18 0.26 0.39 1.11 16.24 27.57 9.23 27.16 9.09 3.03 1.05 1.01 10.59
YOLOV2 [54] 39.57 20.29 36.58 23.42 8.85 2.09 4.82 44.34 38.25 34.65 16.02 37.62 47.23 25.19 7.45 21.39
R3Det [55] 89.49 81.17 50.53 66.10 70.92 78.66 78.21 90.81 85.26 84.23 61.81 63.77 68.16 69.83 67.17 73.74

F3-Net 88.89 78.48 54.62 74.43 72.80 77.52 87.54 90.78 87.64 85.63 63.80 64.53 78.06 72.36 63.19 76.02
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Table 3. Experimental comparison of the baselines and our F3�Net for HBB task on DOTA test set.

Method PL BD BR GTF SV LV SH TC BC ST SBF RA HA SP HC mAP(%)

Two-stage methods

FR-H [2] 80.32 77.55 32.86 68.13 53.66 52.49 50.04 90.41 75.05 59.59 57.00 49.81 61.69 56.46 41.85 60.46
ICN [46] 89.97 77.71 53.38 73.26 73.46 65.02 78.22 90.79 79.05 84.81 57.20 62.11 73.45 70.22 58.08 72.45
SCRDet [41] 90.18 81.88 55.30 73.29 72.09 77.65 78.06 90.91 82.44 86.39 64.53 63.45 75.77 78.21 60.11 75.35

One-stage methods

SSD [13] 57.85 32.79 16.14 18.67 0.05 36.93 24.74 81.16 25.10 47.47 11.22 31.53 14.12 9.09 0.00 29.86
YOLOV2 [54] 76.90 33.87 22.73 34.88 38.73 32.02 52.37 61.65 48.54 33.91 29.27 36.83 36.44 38.26 11.61 39.20
FMSSD [44] 89.11 81.51 48.22 67.94 69.23 73.56 76.87 90.71 82.67 73.33 52.65 67.52 72.37 80.57 60.15 72.43

F3-Net 88.91 78.50 56.20 74.43 73.00 77.53 87.72 90.78 87.64 85.71 64.27 63.93 78.70 74.00 65.85 76.48

Figure 4 visualizes the detection results for both OBB and HBB tasks on DOTA dataset. Even in
the extremely complex scene, our detector can precisely get the location and accurately identify the
categories (see Figure 4a,e) thanks to the merits of feature �ltration module in irrelevant information
suppression. The categories with small sizes and arbitrary rotation can get bene�t from the feature
fusion module in multi-scale multi-level feature combination, leading to the favorable results in
Figure 4b,f. The remaining �gures show that our detector plays well on objects with dense arrangement
and low resolution with low-contrast visual cues. The promising results further prove the effectiveness
of our method in RS object detection.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4. Examples of our detection results for both OBB and HBB tasks on DOTA test set. (a�d): OBB
task and (e�h): HBB task.

4.3.2. NWPU VHR-10 and UCAS AOD Datasets

Table 4 gives comparative mAPs of all the competing methods on NWPU VHR-10 dataset.
The proposed F 3-Net provides 91.89% mAP and is the best out of all other alternative detectors.
Noticeable achievement of 92.62% is obtained for the categories of ship and 91.38% for TC, which is
inline with the results on DOTA dataset. As we know, ships have extreme aspect ratios, which are
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easily interfered with by the irrelevant information from cluttered background. Thanks to the feature
�ltration module, this information is suppressed, helping the detector focus more on the predominate
foreground regions. We also compared our method against ICN [46] and YOLOv2 on UCAS AOD
dataset, whose results are shown in Table 5. As expected, F 3-Net also outperformed the alternative
methods by respectively giving 96.03% and 96.90% mAP scores on OBB and HBB tasks. Figure 5 gives
the qualitative detection results of our method on NWPU VHR-10 and UCAS AOD datasets. Though
small, densely arranged, and with cluttered background, the objects can be well located. We further
plot the the precision-recall curves and F-measure curves on NWPU VHR-10 dataset in Figures 6 and 7.
In summary, the excellent performance on the two datasets once again evidently demonstrate the
superiority of our method.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 5. The visual results on NWPU VHR-10 and UCAS AOD datasets. (a�d) HBB task for NWPU
VHR-10; (e�f) HBB task for UCAS AOD; (g�h) OBB task for UCAS AOD.

(a) Plane (b) Ship (c) Storage tank (d) Baseball diamond (e) Tennis court

(f) Basketball court (g) Track �eld (h) Harbor (i) Bridge (j) Vehicle

Figure 6. PR curves of different objects on NWPU VHR-10 dataset with threshold set to 0.5.
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(a) Plane (b) Ship (c) Storage tank (d) Baseball diamond (e) Tennis court

(f) Basketball court (g) Track �eld (h) Harbor (i) Bridge (j) Vehicle

Figure 7. F-measure curves of different objects on NWPU VHR-10 dataset.

Table 4. Result comparison of baselines and F3-Net for HBB task on NWPU VHR-10 dataset.

Method Plane Ship ST BD TC BC GTF Harbor Bridge Vehicle mAP(%)

RICNN [19] 88.35 77.34 85.27 88.12 40.83 58.45 87.63 68.60 61.51 71.10 72.63
Deformable R-FCN [26] 87.30 81.40 63.60 90.40 81.60 74.10 90.30 75.30 71.40 75.50 79.10
Deformable Faster R-CNN [27] 90.70 87.10 70.50 89.50 89.30 87.30 97.20 73.50 69.90 88.80 84.40
Li et al. [25] 99.70 90.80 90.60 92.90 90.30 80.10 90.80 80.30 68.50 87.10 87.10
FMSSD [44] 99.70 89.90 90.30 98.20 86.00 96.08 99.60 75.60 80.10 88.20 90.40

F3-Net 99.31 92.62 92.89 97.14 91.38 86.16 98.00 90.30 82.18 88.90 91.89

Table 5. Result comparisons on UCAS AOD dataset.

Task Method mAP (%) Plane Car

OBB
ICN [46] 95.67 - -
Ours 96.03 98.14 93.92

HBB
Xia et al. [2] 89.41 90.66 88.17
Ours 96.90 98.12 95.68

4.4. Ablation Study

In this section, we conduct an ablation study to illustrate the effect of different modules or
settings as well as their combination over the DOTA dataset. As shown in Table 6, we consider �ve
factors that may in�uence the detection accuracy: feature fusion module, feature �ltration module,
data augmentation, backbone network setting, and multi-scale setting.

Table 6. Ablation study of components on DOTA dataset.

Faster Backbone FPN Feature Feature Data Multi- mAP (%) mAP (%)
RCNN Network Fusion Filtration Augmentation Scale @OBB @HBB

X ResNet-50 X - - - - 69.35 71.32
X ResNet-50 - X - - - 70.87 ("1.52) 72.03 ("0.71)
X ResNet-50 - - X - - 70.96 ("1.61) 72.19 ("0.87)
X ResNet-50 - X X - - 72.23 ("2.88) 73.02 ("1.70)
X ResNet-101 - X X X - 73.14 ("3.79) 74.62 ("3.30)
X ResNet-152v1d - X X X - 74.26 ("4.91) 75.03 ("3.71)
X ResNet-152v1d - X X X X 76.02 ("6.67) 76.48 ("5.16)
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Baseline: The baseline network is a Faster-RCNN with FPN using ResNet-50 backbone. Except
for the extended regression for OBB task, no modi�cations have been made. In our implementation,
the baseline mAPs for the OBB task and HBB task are 69.35% and 71.32%, respectively.

Effect of Feature Fusion: The feature fusion module aims to enrich the feature representation
for context exploitation and adapt the backbone network for RS images. The experimental results
reported in Table 6 show that feature fusion module leads to a gain of 1.52% on OBB task and 0.71% on
HBB task, when compared with the backbone. Figure 8 presents the detection results with this module
and FPN. It can observed from Figure 8a that some very small cars are missed. Thanks to the feature
fusion module, most of them are detected in Figure 8b. The visual comparison between Figure 8c
and Figure 8d shows that objects with arbitrary rotation also bene�t from this module. All these
phenomena demonstrate that the proposed feature fusion module has more ability of exploiting the
context information contained in the scene.

(a) (b) (c) (d)

Figure 8. The effectiveness of feature fusion module. Panels (a,c) show the detecting results with FPN
and panels (b,d) provide the results with feature fusion module.

Effect of Feature Filtration: The feature �ltration module is proposed to reduce the effect of
cluttered background and noise by using the bottleneck structure. Table 6 shows that this module
can improve the mAP by 1.61% on OBB task and 0.87% on HBB task than the baseline, respectively.
This evidently shows the effectiveness of the feature �ltration block in aerial object detection. As shown
in Figure 9, the detector without feature �ltration is prone to falsely detect the objects in cluttered
environment, e.g., the detector mistakes the container as car in Figure 9a and fail to detect all the harbors
in Figure 9c. The main reason is that complex environment is highly likely to introduce false positives
that disturb information, for example, the re�ection of water surface in Figure 9c. By using introduced
feature �ltration module, this negative information is greatly suppressed, resulting more reliable
detection in Figure 9b,d. Moreover, the combination of feature fusion and feature �ltration provides
an mAP of 72.23% on OBB task and 73.02% on HBB task, which further shows their effectiveness for
RS object detection.

(a) (b) (c) (d)

Figure 9. The effectiveness of feature �ltration module. Panels (a,c) show the detecting results without
feature �ltration module and panels (b,d) provide the results with this module.
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Effect of Data Augmentation The purpose of data augmentation is to increase the number and
diversity of training samples. Bene�ting from image rotation, �ipping, and more, the mAP is increased
to 73.14% on OBB task and 74.62% on HBB task, respectively. There is a 3.79% and 3.30% improvement
over the baseline, respectively.

Effect of Backbone: The backbone network also plays an important role in object detection.
A deeper backbone generally indicates more capacity of feature extraction. To this end, we replace the
backbone network with ResNet152v1d (Link: https://gluon-cv.mxnet.io/model_zoo/classi�cation.
html). Table 6 shows that a deeper network does improve detection performance by producing
detection accuracy of 74.26% and 75.03% on OBB and HBB tasks.

Effect of Multi-Scale Setting: The multi-scale training and testing is a useful tool to address the
size variation issue in RS object detection. Thanks to multi-scale setting, the mAP, respectively, reaches
76.02% and 76.48% on OBB and HBB tasks.

In general, the experimental results in the ablation study show that all the introduced modules
and settings are well aligned with our initial motivation.

Limitations: As can be seen in Tables 2 and 3, the limitations of our method lies in two aspects.
First, our method is not good at detecting objects with similar visual appearance but different categories,
for example, ground track �eld (GTF) and soccer ball �eld (SBF), which have always been the dif�culties
in remote sensing object detection. Second, our detector fails to accurately locate the objects with
extreme aspect ratio, such as bridge (BD) and harbor (HA). The main reason is that the range of anchor
size is set the same for all the objects, partly ignoring the prior shape information of the objects to
be detected.

5. Conclusions

In this paper, a F 3-Net is introduced for object detection in RS images, which captures the
context information by feature fusion and feature �ltration modules. The feature fusion module
includes feature adaptation block and feature aggregation block, which, respectively, adapts the
backbone network for more effective feature extraction and fuses the multi-level multi-scale features
for context exploitation in an end-to-end manner. The bottleneck structure in feature �ltration module
encourages learning from irrelevant features and suppressing learning from cluttered background,
which improves the detecting ability in complex scenarios. Extensive experiments on three widely used
datasets show the effectiveness ofF 3-Net in RS object detection. In order to overcome the shortcomings
of our detector, we will embed the �ne-grained image recognition module to the detector to enhance
classi�cation objects with similar appearance. Moreover, we will integrate the prior knowledge of
the objects to the network so that adaptive anchor sizes are produced, especially for objects with
extreme sizes.
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