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Abstract
In the present chapter we focus our attention on the computational com-

plexity of proving regulatory compliance of business process models. While the
topic has never received the deserved attention, we argue that the theoretical
results, both existing and yet to find, are far reaching for many areas related
to the problem of proving compliance of process models. Therefore, we provide
here and discuss the existing results concerning the theoretical computational
complexity of the problem, as well as discussing some further areas that can
potentially advance the knowledge about the issue, and other closely related
disciplines that can either bring or take insights to this area.

1 Introduction
In this chapter we investigate the computational complexity of the problem of prov-
ing regulatory compliance of process models. This problem consists of verifying
whether a process model, representing a set of executions of an organisation’s pro-
cedures, complies with some given regulations. We consider an execution to be
compliant with some regulations when no violations occurs in such execution with
respect of the regulations. Different degrees of compliance are determined depend-
ing on whether every execution in a model comply with the regulations, when some
comply, and when none comply.
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Proving regulatory compliance has been receiving more attention during the past
years, as shown by approaches of varying complexity being proposed in the literature
(Some of the recently proposed approaches: [41, 34, 35]). Analysis of the current
expenses [57] from real businesses and companies towards showing their compliance
with the relevant regulations, have brought an interests in finding automated solu-
tions in order to bring down such costs. For a recent survey of the approaches to
business process compliance and open research question in the field see Hashmi et
al. [37].

Despite the various approaches proposed to address the problem of proving the
regulatory compliance of business process models, meaning “ensuring that, executing
such a business process model to achieve a business objective, is compliant with the
regulations”, or dealing with conformance: “verifying whether existing executions,
usually logs, have been performed in accordance to the regulatory requirements”,
in general, the computational complexity of the problem it has been for the most
part ignored. Despite knowing that in general the problem is NP-complete [10],
many approaches have shown to be able to solve current real problem without being
hindered by the theoretical complexity of it. While this allows currently to use
this kind of solutions without any sort of big issue, due to the current race towards
automation, it is only bound that the business process models and the regulatory
frameworks required to be verified in the future are increasing in size and complexity.
This, in turn could potentially put a hard stop to the approaches currently used,
due to them ignoring such theoretical complexity concerns.

In this chapter we first provide a computational complexity analysis of the gen-
eral problem of proving regulatory compliance of business process models, and its
variants obtainable by manipulating the properties of the regulatory framework be-
ing used. We consider three different properties that a regulatory framework can
have: the number of regulations contained in the framework, whether the regula-
tions affect the entirety of the executions of a business process model, or whether
some parts of them given some additional conditions. The third property concerns
whether the regulations are expressed using atomic boolean propositions, or full
formulae. Given these binary properties we identify 8 variants of the problems, for
which we study and provide their computational complexity classes.

Additionally, the computational complexity of the problem can change depending
on the features of the business process models being verified. Taking as the basic
variant in this scenario structured business process models, namely process models
whose structure can be defined as a properly nested structure, which has technical
advantages over processes not following such constraints, which in turn ends up
being more expressive. We consider some additional features that can be desirable
to represent real life processes, such as unstructured process models and the inclusion
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of loops, and we discuss how these additions influence the computational complexity
of the problem’s variants.

After having discussed the theoretical computational complexity of the problem,
we consider some of the existing approaches aimed at solving the problem of proving
regulatory compliance of business process models, and we assign them to the prob-
lem variants identified in this chapter, hence associating them to a computational
complexity class. Starting form this classification, we provide a preliminary study of
the behaviour of these approaches in a future where the components of the problem
increase in size and complexity, namely the business process models and / or the
regulatory frameworks. We aim with this preliminary analysis to provide some in-
sights concerning which approaches may be hindered by the theoretical complexity
limitations of the problem as bigger and more complex problems will be required to
be solved, and which may be potentially be still used to tackle these larger problems.

Furthermore, we discuss a problem related to the problem of proving regula-
tory compliance: conformance, discussing a few of the techniques used to solve this
tangential problem.

Finally, we conclude this chapter by discussing some of the open problem con-
cerning the computational complexity analysis of the problem of proving regulatory
compliance of business process models.

2 The Problem: Proving Regulatory Compliance
In this section, we introduce the problem of proving regulatory compliance of busi-
ness process models analysed in this chapter. The problem consists of two compo-
nents:

i) the business process model compactly describing a set of possible executions, and

ii) a regulatory framework, describing the compliance requirements.

2.1 Structured Business Processes
Generally, process models can be seen as a compact way to represent the set of
possible ways that a company have to achieve some given business objectives. These
models contain the tasks, which correspond to the atomic activities that can be
executed to bring forward the achievement of the business objective pursued by the
executions included in the model. These tasks are organised within the process
model and describe a set of possible orders in which they can be executed. Example
1 illustrates an instance of a process that can be possibly used to describe the sale
procedures in a shop.
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Example 1 (Shop Sale Process). Considering the scenario of a shop selling goods
to costumers, the sale procedure can be summarised as a process by considering the
sequence of steps listed below:

1. The customer chooses the goods he/she wants to purchase.

2. The total cost of the goods is tallied up.

3. The customer pays the calculated amount.

4. The sale is concluded.

Using such formal models to represent their business procedures, companies allow
to ensure that such procedures follow the required regulations by checking these
models.

In this paper we focus our analysis on structured process models, such type
of processes is similar to structured workflows defined by [44]. The advantage of
focusing our initial analysis on these kind of processes is that their soundness1 can
be verified in polynomial time with respect to their size, and that the amount of
possible executions belonging to the process model is finite, as it does not contain
loops that can be potentially iterated any number of times, leading to business
process models containing an infinite amount of possible executions.

Despite their simplicity, such kind of business process models can be used to
represent 406 out of 604 processes in the SAP reference model [42], as shown by
[55], illustrating also that unstructured processes, under certain conditions, can be
translated into structured process models.

Definition 1 (Process Block). A process block B is a directed graph: the nodes
are called elements and the directed edges are called arcs. The set of elements of a
process block are identified by the function V (B) and the set of arcs by the function
E(B). The set of elements is composed of tasks and coordinators. There are 4 types
of coordinators: and_split, and_join, xor_split and xor_join. Each process block B
has two distinguished nodes called the initial and final element. The initial element
has no incoming arc from other elements in B and is denoted by b(B). Similarly the
final element has no outgoing arcs to other elements in B and is denoted by f(B).

A directed graph composing a process block is defined inductively as follows:

• A single task constitutes a process block. The task is both initial and final
element of the block.

1A process is sound, as defined by van der Aalst [67, 68], if it avoids livelocks and deadlocks.
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• Let B1, . . . , Bn be distinct process blocks with n > 1:

– SEQ(B1, . . . , Bn) denotes the process block with node set ⋃n
i=0 V (Bi) and

edge set ⋃n
i=0(E(Bi) ∪ {(f(Bi), b(Bi+1)) : 1 ≤ i < n}).

The initial element of SEQ(B1, . . . , Bn) is b(B1) and its final element is
f(Bn).

– XOR(B1, . . . , Bn) denotes the block with vertex set ⋃n
i=0 V (Bi) ∪ {xsplit,

xjoin} and edge set ⋃n
i=0(E(Bi) ∪ {(xsplit, b(Bi)), (f(Bi), xjoin) : 1 ≤ i ≤

n}) where xsplit and xjoin respectively denote an xor_split coordinator and
an xor_join coordinator, respectively. The initial element of XOR(B1, . . . ,
Bn) is xsplit and its final element is xjoin.

– AND(B1, . . . , Bn) denotes the block with vertex set ⋃n
i=0 V (Bi) ∪ {asplit,

ajoin} and edge set ⋃n
i=0(E(Bi) ∪ {(asplit, b(Bi)), (f(Bi), ajoin) : 1 ≤ i ≤

n}) where asplit and ajoin denote an and_split and an and_join coordina-
tor, respectively. The initial element of AND(B1, . . . , Bn) is asplit and its
final element is ajoin.

By enclosing a process block as defined in Definition 1 along with a start and
end task in a sequence block, we obtain a structured process model. Therefore, a
structured process model can be understood as a structure recursively composed by
process blocks, where at the lowest recursion level are the process blocks representing
the tasks of the process model.

The effects of executing the tasks contained in a business process model are
described using annotations as shown in Definition 2.

Definition 2 (Annotated process). Let P be a structured process and T be the set
of tasks contained in P . An annotated process is a pair: (P, ann), where ann is a
function associating a consistent set of literals to each task in T : ann : T 7→ 2L.

The status of the process execution is represented by a process’ state. Such state
contains a set of literals representing what is considered to be the case at that step
of the execution. The literals contained in the process’ state is determined by the
sequence of the task being executed, and it is updated after each task execution.

The update between the states of a process during its execution is inspired by
the AGM2 belief revision operator [2] and is used in the context of business processes
to define the transitions between states [23, 39], which in turn are used to define the
traces.

2The approach is named after the initials of the authors introducing it: Alchourrón, Gärdenfors,
and Makinson.

1027



Colombo Tosatto and Governatori

Definition 3 (State update). Given two consistent sets of literals L1 and L2, rep-
resenting the process state and the annotation of a task being executed, the update
of L1 with L2, denoted by L1 ⊕ L2 is a set of literals defined as follows:

L1 ⊕ L2 = L1 \ {¬l | l ∈ L2} ∪ L2

Definition 4 (Executions and Traces). Given a structured process model identified
by a process block B, the set of its executions, written Σ(B) = {ε|ε is a sequence and
is an execution of B}. The executions contained in Σ(B) are recursively constructed
as follows:

1. If B is a task t, then Σ(B) = {(t)}

2. if B is a composite block with sub-blocks B1, . . . , Bn:

(a) If B = SEQ(B1, . . . , Bn), then Σ(B) = {ε1 +E · · · +E εn|εi ∈ Σ(Bi)} and
+E the operator concatenating two executions.

(b) If B = XOR(B1, . . . , Bn), then Σ(B) = Σ(B1) ∪ · · · ∪ Σ(Bn)
(c) If B = AND(B1, . . . , Bn), then Σ(B) = {the union of the interleavings of:

ε1, . . . , εn|εi ∈ Σ(Bi)}

Given an annotated process (B, ann) and an execution ε = (t1, . . . , tn) such that
ε ∈ Σ(B), a trace θ is a finite sequence of states: (σ1, . . . , σn). Each state σi ∈ θ is
a pair: (ti, Li) capturing what holds after the execution of a task ti, expressed by a
set of literals Li. A set Li is constructed as follows:

1. L0 = ∅

2. Li+1 = Li ⊕ ann(ti+1), for 1 ≤ i < n.

To denote the set of possible traces resulting from a process model (B, ann), we
use Θ(B, ann).

Example 2. Annotated Process Model. Fig. 1 shows a structured process containing
four tasks labelled t1, t2, t3 and t4 and their annotations. The process contains an
AND block followed by a task and an XOR block nested within the AND block. The
annotations indicate what has to hold after a task is executed. If t1 is executed, then
the literal a has to hold in that state of the process.
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Local A local obligation Oo〈c, t, d〉, where o ∈ {a,m} represents whether the obliga-
tion is achievement or maintenance. The element c represents the fulfilment
condition of the obligation, the element t the trigger, and the element d the
deadline.

While the in force interval of a global obligation spans the entire duration of a
trace, the in force interval of a local obligation is determined as a sub-trace where
the first state of such a sub-trace satisfies the trigger, and the last state satisfies the
deadline.

Generally the trigger, deadline and condition of an obligation are defined as
propositional formulae. Assuming the literals from L contained in a state to be
true, then a propositional formula is true when that state implies it.

Finally, in the semantic we study for each obligation we allow a single in force
interval at any given time. Meaning that when an in force interval is already active
for an obligation, further triggers would not produce additional in force intervals.
This has the consequence that it simplifies the analysis as it is not required to keep
track of multiple in force instances, and which in force instance is satisfied by which
event when executing a task.

Evaluating the Obligations.

Whether an in force obligation is fulfilled or violated is determined by the states of
the trace included in the in force interval of the obligation. Moreover, whether an
in force obligation is fulfilled depends on the type of an obligation, as described in
Definition 6.

Definition 6 (Achievement and Maintenance Obligations). How an in force obli-
gation is fulfilled depends on its type as follows:

Achievement If this type of obligation is in force in an interval, then the fulfilment
condition specified by the obligation must be satisfied by the execution in at least
one point in the interval before the deadline is satisfied. If this is the case, then
the obligation in force is considered to be satisfied. Otherwise it is violated.

Maintenance If this type of obligation is in force in an interval, then the fulfilment
condition must be satisfied continuously in all points of the interval until the
deadline is satisfied. Again, if this is the case, then the obligation in force is
then satisfied, otherwise it is violated.
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Process Compliance.

The procedure of proving whether a process is compliant with a regulatory frame-
work can return different answers. A process is said to be fully compliant if every
trace of the process is compliant with the regulatory framework3. A process is par-
tially compliant if there exists at least one trace that is compliant with the regulatory
framework, and not compliant if there is no trace complying with the framework.

Definition 7 (Process Compliance). Given a process (P, ann) and a regulatory
framework composed by a set of obligations O, the compliance of (P, ann) with respect
to O is determined as follows:

• Full compliance (P, ann) `F O if and only if
∀θ ∈ Θ(P, ann), θ satisfies each obligation in O.

• Partial compliance (P, ann) `P O if and only if
∃θ ∈ Θ(P, ann), θ satisfies each obligation in O.

• Not compliant (P, ann) 6` O if and only if
¬∃θ ∈ Θ(P, ann), θ satisfies each obligation in O.

Note that we consider a trace to be compliant with a regulatory framework if it
satisfies every obligation belonging to the set composing the framework.

3 Theoretical Computational Complexity in Structured
Process Models

In this section we discuss the existing results concerning verifying regulatory com-
pliance of structured business process models. We first introduce the acronyms used
through the section to identify the different variants of the problem, and then we
separately analyse and discuss the computational complexity results related to full,
and partial compliance separately.

3.1 Problem Acronyms
Before discussing the existing computational complexity results, we first introduce
a compact system to refer to different variants of the problem dealing with veri-
fying compliance of structured process models. Notice that the acronyms refer to

3Notice that by “compliant with the regulatory framework”, we refer to a trace fulfilling each
in force interval along the trace itself for each obligation belonging to the regulatory framework.
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the properties of the regulatory framework being evaluated against the structured
process model.

Definition 8 (Compact Acronyms). The variants of the problem we refer to in this
paper constantly aim to check regulatory compliance of a structured process model.
The acronym system refers to the properties of the obligations being checked against
the process model.

1/n Whether the structured process is checked against a single (1) or a set of (n)
obligations.

G/L Whether the in force interval of the obligations is Global, meaning that it
spans the entirety of an execution of the model, or it is Local, meaning that
the in force interval is determined by the trigger and deadline elements of an
obligation.

-/+ Whether the elements of the obligation being checked on the structured process
model are composed by literals (-), or by propositional formulae (+).

For instance, the variant 1G- consists of verifying whether a structured pro-
cess model is compliant with a single obligation, whose condition is expressed as a
propositional literal and its in force interval spans the entire execution of the process
model.

Note that in the binary properties of the problems considered in this paper, the
leftmost, i.e., 1 in 1/n represents a subset of the right side. Intuitively, the case on
the right side is at least as complex as the left case. For instance, a solution for a
problem including a set of regulations requires also to solve the case where the set
of regulations is composed of exactly one regulation.

3.2 Partial Compliance

We focus now on discussing the computational complexity of proving partial com-
pliance of structured business process models. As we see in the remainder of this
section, many of the variants belong to the NP-complete computational complexity
class. Thus we provide quick reminder before proceeding by discussing the existing
results.

Definition 9 (NP-complete). A decision problem is NP-complete if it is in the set
of NP problems and if every problem in NP is reducible to it in polynomial-time.
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To prove membership in NP of a variant of the problem of proving partial
compliance, we show that a process is partially compliant with a set of obligations
if and only if there is a certificate whose size is at most polynomial in terms of the
length of the input (comprising the business process model and the set of obligations)
with which we can check whether it fulfils the regulatory framework in polynomial
time. As a certificate we use a trace of the model and we check whether it satisfies
the regulatory framework.

We illustrate in the following Algorithm 1 how 1G- is solvable in time polyno-
mial. Notice that, while the algorithm reported applies only to achievement obliga-
tions, in the original paper by Colombo Tosatto et al. [14], from which we took this
approach, an algorithm dealing with a regulatory framework composed of a main-
tenance obligation is also provided. Moreover, notice that the algorithm reported is
capable to prove either partial, full, and non-compliance in polynomial time.

Algorithm 1 (1G- is in P). Given an annotated process (P, ann) and a regulatory
framework O containing a single global achievement obligation Oa〈c〉, this algorithm
returns whether (P, ann) is compliant with O.
1: if ∀ task t in P, c 6∈ ann(t) then
2: return (P, ann) 6` O
3: else
4: if Remove(P, {t | t is a task in P and c ∈ ann(t)}) = ⊥ then
5: return (P, ann) `F O
6: else
7: return (P, ann) `P O
8: end if
9: end if
Where the Remove functions removes the tasks from P having c annotated, and

later checks whether there is a path, in other words an execution, from the start to
the end of the process. If no such path exists then the function returns ⊥, which
means that there is no execution that does not execute a task having c annotated.
Meaning that the process is fully compliant.

In Reduction 1 we show the reduction provided by Colombo Tosatto et al. [10],
and showing that the problem of finding whether a graph contains an Hamiltonian
path can be reduced to the problem of proving partial compliance in nL-. Meaning
that the computational complexity of nL- is at least the same as proving whether
a graph contains an Hamiltonian path, which is in NP-complete.

Definition 10 (Hamiltonian Path). Let G = (N,D) be a directed graph where
the size of N is n. A hamiltonian path ham = (v1; . . . ; vn) satisfies the following
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The process block of P is structured as an AND block. The AND block contains
in each branch a single task Nodei for each node in the given directed graph:
AND(Node1, . . . , Noden).
Intuitively a serialisation of the AND block represents a tentative hamiltonian
path. Annotations and obligations are used to verify that two adjacent nodes in
the serialisation can be indeed also adjacent in an hamiltonian path (explained
in detail in 2).

2 In this reduction we use the annotations to identify which node is being selected in
the sequence constituting the tentative hamiltonian path. Thus we use for the
annotations a language containing a literal for each node in G. The annotation
of each task in (P, ann) is the following:

• ∀i|1 ≤ i ≤ k, ann(Nodei) = {¬l1, . . . ,¬ln} ⊕ {li}

The obligations are used to represent the directed edges departing from a vertex,
in other words which vertices are the suitable successors in the hamiltonian
path. The set O contains the following local maintenance obligations:

• ∀vi, vj |(vi, vj) 6∈ D,O = Om〈¬lj , li,¬li〉

Using the proposed reduction, verifying whether the constructed process model is
partially compliant corresponds to identifying whether the original graph contains a
hamiltonian path. Concluding that the problem of verifying partial compliance is at
least as hard as finding whether a graph contains a hamiltonian path.

We collect in Table 2 the existing computational complexity results concern-
ing solving the variants of the problem of proving partial compliance of structured
process models.

Notice that given the three binary properties associated to the regulatory frame-
work being checked against the structured process model, of the 8 possible problem
variants, only 7 computational complexity results are provided in Table 2. This
is more apparent by illustrating the results in Figure 3, where the problem’s vari-
ants have their computational complexities associated and the relations between the
variants are highlighted by the connections in the picture. Notice that the directed
arrows connecting one variant of the problem to another refer, according to their di-
rection, that the computational complexity of a variant of the problem at the origin
of an arrow, is at most as difficult as the variant of the problem which is pointed at
by the same arrow.
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Problem Variant Source Complexity Class
1G- Colombo Tosatto et al. [14] P
nG- Colombo Tosatto et al. [11] NP-complete
1G+ Colombo Tosatto et al. [11] NP-complete
nG+ Colombo Tosatto et al. [11] NP-complete
nL- Colombo Tosatto et al. [10] NP-complete
1L+ Colombo Tosatto et al. [11] NP-complete
nL+ Colombo Tosatto et al. [10] NP-complete

Table 2: Partial Compliance Complexity

1G− 1L−

nG− nL−

1G+ 1L+

nG+ nL+

P

NP-c

NP-c

NP-c

?

NP-c

NP-c

NP-c

Figure 3: Partial Compliance Complexity Lattice.

It can be noticed in Figure 3, that the variant 1L- does not have a computational
complexity classification yet. While the computational complexity analysis for the
considered problem is currently incomplete, Colombo Tosatto et al. [11] conjectured
that this variant of the problem to in P. However, while we have not yet managed
to provide a conclusive computational complexity classification, we conjecture that
1L- is instead in NP-c as explained in Conjecture 1

Conjecture 1 (1L- is in NP). We currently have no information about the compu-
tational complexity of 1L-. That is, we cannot infer its belonging to a computational
complexity class in a similar way as for nG+, as in this case the simpler variant
(1G-) is in P.

While it seems like that moving from G to L seems to not increase the complexity
of the problem as much as when moving from - to +, or from 1 to n, we believe that
such movement should be still be capable of bringing the computational complexity
of the problem’s variant into NP-c.

We back our conjecture using the intuition that by moving towards conditional
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obligations, allows multiple instances of the same obligation to be in force over a
single trace. Which means that even for the variant 1L-, multiple instances would
be required to be verified for every trace. Which resembles the variant nG-, where
multiple obligations are required to be verified over a trace, and it is in NP-c.

Mind that the conjecture does not represent a computational complexity result
in itself, hence identifying the computational complexity of the variant 1L- remains
an open problem.

3.3 Full Compliance
We focus now on discussing the computational complexity of the variants of the
problem of proving full compliance of a structured process model. As many of the
variants of the problem belong to the coNP-complete computational complexity
class, we provide its definition before proceeding with the discussion.

Definition 11 (coNP-complete). A decision problem is coNP-complete if it is in
coNP and if every problem in coNP is polynomial-time many-one reducible to it. A
decision problem is in coNP if and only if its complement is in the complexity class
NP.

We show in Reduction 2 how Colombo Tosatto et al. [10] have shown that check-
ing for full compliance in a variant of the problem 1L+ is in coNP-complete.

Definition 12 (Tautology). A formula of propositional logic is a tautology if the for-
mula itself is always true regardless of which evaluation is used for the propositional
variables.

Reduction 2 (Tautology to Proving Full Compliance in 1L+). Considering the
problem to decide whether a given formula is a Tautology as described in Definition
12.

Let ϕ be a propositional formula for which we want to verify whether it is a
tautology or not, and let L be the set of literals contained in ϕ. We include in L
only the positive version of a literal, for instance if l or ¬l are contained in ϕ, then
only l is included in L.

For each literal l belonging to L we construct an XOR block containing two tasks,
one labeled and containing in its annotation the positive literal (i.e., l) and the
other the negative literal (i.e., ¬l). All the XOR blocks constructed from L are then
included within a single AND block. This AND block is in turn followed by a task
labeled “test" and containing a single literal in its annotation: ltest. The sequence
containing the AND block and the task test is then enclosed within a start and an
end, composing the process (P, ann), graphically represented in Figure 4.
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introduced by Colombo Tosatto et al. [12], capable of proving full compliance of the
variant nL- of the problem in time polynomial with respect to the problem size.

Definition 13 (Process Tree Model). Let P be a structured process model. A Pro-
cess Tree PT is an abstract hierarchical representation of P , where:

• Each process block B in P corresponds to a node N in PT .

• Given a process block B(B1, . . . , Bn), where B1, . . . , Bn are the process blocks
directly nested in B, the nodes N1, . . . , Nn in PT , corresponding to B1, . . . , Bn

in P , are children of N , corresponding to B in P . Mind that the order between
the sub-blocks of a process block is preserved between the children of the same
node.

Algorithm 2. The approach is based on identifying whether a structured business
process model, in its tree representation form as described in Definition 13, contain
a trace violating one of the obligations belonging to the regulatory framework.

The advantage of looking for a violating condition, is that finding a single in-
stance within a process model where such condition is positively evaluated, it is a
sufficient condition to return the answer that the structured process being evaluated
is not fully compliant with the regulatory framework.

The tree representation of a process model has as its leaves the tasks composing
the process. Considering a generic obligation Oo〈c, t, d〉, each of the leaves in a
process tree associated to a task having t annotated are considered trigger leaves.
A bottom up aggregation of the properties of the leaves of the tree, in accordance
to their associated annotated tasks, and to the violation condition being looked for,
leads to allow whether a process tree contains a violation for a given trigger leaf in
a number of steps equal to the number of nodes in the process tree.

Repeating this procedure for each trigger leaf, for each violation condition of each
obligation in a regulatory framework, allows to decide, when no violation condition
is satisfied, that the business process model being evaluated is fully compliant, and
this is decidable in time polynomial with respect to the size of the problem.

Table 3 outlines the existing complexity results concerning some of the variants
of the problem of proving full compliance of structured process models.

Similarly as for partial compliance, we illustrate the result concerning the com-
putational complexity of proving full compliance of a process model graphically in
Figure 5.

Notice that Figure 5 contains a result for the problem variant nG-, which is not
included in Table 3. This result is derived from other existing ones. As the relations
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Problem Variant Source Complexity Class
1G- Colombo Tosatto et al. [14] P
1L- Colombo Tosatto et al. [12] P
nL- Colombo Tosatto et al. [12] P
1G+ Colombo Tosatto et al. [13] coNP-complete
nG+ Colombo Tosatto et al. [13] coNP-complete
1L+ Colombo Tosatto et al. [10] coNP-complete
nL+ Colombo Tosatto [9] coNP-complete

Table 3: Full Compliance Complexity

1G− 1L−

nG− nL−

1G+ 1L+

nG+ nL+

P

P

coNP-c

coNP-c

P

coNP-c

coNP-c

P

Figure 5: Full Compliance Complexity Lattice.

in the lattice in Figure 5 represent the relation ≤ between the computational com-
plexities of the variants of the problem, if we consider the three variants 1G-, nL-,
and nG-, the follow relationship holds regarding their computational complexity:
1G- ≤ nG- ≤ nL-. Therefore, by knowing that both 1G- and nL- are in P, it
follows that also nG- is in P.

3.4 Climbing the Polynomial Hierarchy

The computational complexity results reported so far concerning the problems of
proving both partial and full compliance of structured process model, rely on an
assumption regarding how formulae composing the obligations are evaluated over
the states composing the traces.

Assumption 1 (States Satisfying Formula). Given a state σ, composed by a set
of positive and/or negative literals, and a propositional formula ϕ, ϕ is satisfied by
σ if and only if considering every literal in σ true, is a sufficient interpretation to
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make ϕ true. This is equivalent to evaluate a formula over a partial set of possible
interpretations, the ones that explicitly appear in the state.

While the assumption does not appear to be too surprising, it can lead to some
interesting behaviours, such as the following: consider the formula α ∨¬α, which is
a tautology. Now, if we consider whether an empty state of a trace would satisfy,
the formula, then the answer is counter-intuitively no in accordance to Assumption
1.

The effect of Assumption 1 on how formulae composing the obligations are ver-
ified over the states of the traces, is to simplify the verification, as the only inter-
pretation required to be verified is the one where every proposition in the state is
considered as true. If such interpretation is sufficient to evaluate the formula as
true, then its associated effects, according to its place in the obligation, are ap-
plied. Differently, if the interpretation provided by the state is not sufficient to fully
evaluate the formula, then it is assumed to be false in that state. Normally, with-
out Assumption 1, when a state does not contain a sufficient interpretation, then
the various cases are considered for the propositions which have not an assigned
truth value. This can potentially increase the computational complexity of solving
the problem, as evaluating a formula over a state can be reduced to a Satisfiability
problem, which is known to be NP-complete. In order to properly classify the vari-
ants of the problem when Assumption 1 is dropped, we need first to introduce the
Polynomial Hierarchy.

The Polynomial Hierarchy is a hierarchy of computational complexity classes
describing both the classes already discussed in the present chapter (P, NP and
coNP), as well as more complex classes. In the Polynomial Hierarchy P is also
represented as either ΣP

0 or ΠP
0 , while NP and coNP are respectively represented

as ΣP
1 and ΠP

1 .

Definition 14 (ΣP
1 ). A problem P is in ΣP

1 if there exists a polynomial time Turing
machine T and a polynomial p such that:

for each instance x of P : there exists a solution s, |s| ≤ p(|x|), T (x, s) = true

Definition 15 (ΠP
1 ). A problem P is in ΠP

1 if there exists a polynomial time Turing
machine T and a polynomial p such that:

for each instance x of P : for each solution s, |s| ≤ p(|x|), T (x, s) = true

Considering now the problem of proving partial compliance of a structured pro-
cess model, when Assumption 1 is dropped. We have that for the variants of the
problem allowing formulae to describe the elements of the obligations, the problem
becomes the following: there exists a trace of the model such that, for each state
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state in the trace, and for each possible interpretations of the state the formulae
composing the obligations are satisfied in such a way that no obligation is violated.
It can be noticed, that this problem involves an existential quantifier followed by two
universal quantifiers: ∃∀∀. While not delving too much into the technical details,
when multiple quantifier of the same type directly follow each other, they can be
collapsed as a single quantifier of the same type. Given that, and Definition 16, we
can see that the variants of the problem of proving partial compliance, and allow
formulae in their obligations, can be classified as ΣP

2 . Furthermore, notice that the
variants restricting the expressivity of their obligations to simple propositions are
not affected and remain in ΣP

1 .

Definition 16 (ΣP
2 ). A problem P is in ΣP

2 if there exists a polynomial time Turing
machine T and a polynomial p such that:

for each instance x of P : there exists a solution s, |s| ≤ p(|x|) such that each s′,
|s′| ≤ p(|x|), T (x, s, s′) = true

The lattice with the computational complexity classifications according to the
Polynomial Hierarchy, after dropping Assumption 1, is shown in Figure 6.

1G− 1L−

nG− nL−

1G+ 1L+

nG+ nL+

ΣP
0

ΣP
1

ΣP
2

ΣP
2

?

ΣP
2

ΣP
2

ΣP
1

Figure 6: Partial Compliance Complexity Lattice with Polynomial Hierarchies.

Similarly, we can consider the problem of proving full compliance of structured
process models, when Assumption 1 is dropped. Again, we have that for the variants
allowing formulae in their obligations the problem becomes: for each trace of the
model such that, for each state state in the trace, and for each possible interpreta-
tions of the state the formulae composing the obligations are satisfied in such a way
that no obligation is violated. It can be noticed, that this problem involves three
universal quantifiers: ∀∀∀. Again, we can collapse the quantifiers of the same type
with the neighbouring ones, which leads to a single universal quantifier in this case.
It can be noticed that these problems do not have the sufficient properties to be
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classified as ΠP
2 , as described in Definition 17, but they can be classified as ΠP

1 , as
described in Definition 15.

Definition 17 (ΠP
2 ). A problem P is in ΠP

2 if there exists a polynomial time Turing
machine T and a polynomial p such that:

for each instance x of P : for each solution s, |s| ≤ p(|x|) such that there exists
a s′, |s′| ≤ p(|x|), T (x, s, s′) = true

Therefore we can conclude that for the problem of proving full compliance, re-
leasing Assumption 1 does not increase the complexity, as the variants allowing
propositional formulae are still in coNP. For completeness we show the lattice with
the Polynomial Hierarchy classifications for the variants of the problem of proving
full compliance if Figure 7.

1G− 1L−

nG− nL−

1G+ 1L+

nG+ nL+

ΠP
0

ΠP
0

ΠP
1

ΠP
1

ΠP
0

ΠP
1

ΠP
1

ΠP
0

Figure 7: Full Compliance Complexity Lattice with Polynomial Hierarchies.

3.5 Summary
The computational complexity results illustrated in this section show that, when
considering variants of the problem only allowing literals to represent the components
of the obligations, proving full compliance of structured process model is generally
easier than proving partial compliance. Intuitively, the former is easier since it is
sufficient to find a violation for an obligation in one of the traces of the model, while
for the former, it is required to identify a trace, and ensure that no obligation is
violated in such a trace.

Moreover, it can be noticed from the computational complexity lattice in Figure
7, that for full compliance the computational complexity is be governed by the com-
plexity of the language, namely by how expressively we can represent the elements
representing the obligations.
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Differently, partial compliance seems to be more complex to verify, as it does not
seem to allow an easy way to identify its complement, and identifying a compliant
trace in a process model is shown to be intractable apart from the the easiest, or
maybe two easiest, variant(s) of the problem as illustrated in Figure 6.

Finally, we have also shown that by dropping Assumption 1, the computational
complexity of the problem of proving partial compliance starts to climb the Polyno-
mial Hierarchy.

4 Computational Complexity of Additional Business
Process Features

The variants of the problem discussed earlier in this chapter have their computational
complexity depending solely on the varying properties of the regulatory framework
while keeping the properties of the process model static. Additional computational
complexity analysis can be done when considering more complex variants of the
process models used.

In this section we discuss about the computational complexity of proving com-
pliance of process models by including additional features in the process models. In
particular we discuss about the computational complexity of verifying compliance of
unstructured process model, and the computational complexity impact of including
loops in business process models.

4.1 Unstructured Process Models

The computational complexity analysis included in Section 3 focused on problems
where the the process models were structured. As mentioned earlier, one of the
advantages of such models is that their soundness can be verified in time polynomial
with respect to the size of the model. Verifying soundness means to check whether
every execution in the model is a proper execution, and capable of reaching the
end of the model. In other words checking that the process model do not contain
livelocks and or deadlocks preventing any of the contained execution to successfully
complete.

Unstructured business process models, which are not composed by properly
nested process blocks, as the instance shown in Figure 8, do not guarantee that
their soundness can be verified in polynomial time. As it has been shown by van der
Aalst [66], and Lohmann et al. [47], the semantics of business process models can be
captured by Petri Nets [52]. While this does not provide any direct result concerning
the computational complexity about verifying compliance of unstructured process
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However, the theoretical computational complexity of the variants of the problem
identified in Section 3, with the inclusion of loops, is at least as difficult as the ones
not including loops. This is due to the additional complexity brought by including
the loops in the process model. While the added complexity may not necessarily be
enough to increase the computational complexity class of the variants to harder ones,
a through analysis of the computational complexity of the new variants including
loops is still required in order to properly classify them.

Relating to Complete Turing Machines

We discuss now the intuition concerning why introducing loops in business process
model, in addition to including conditions in the decision points5, would allow poten-
tially to simulate universal Turing machines using these extended business process
models.

Definition 18 (Turing Completeness). In computability theory, a system of data-
manipulation rules (such as a computer’s instruction set, a programming language,
or a cellular automaton) is said to be Turing complete or computationally universal
if it can be used to simulate any Turing machine.

Considering now adding into the business process models conditions for its loops,
like starting and exit conditions, and decision condition for the mutual exclusive
paths in the process model, it becomes more and more evident how the elements of
a business process model can simulate different structures common to programming
languages, such as various type of cycles and decision blocks. As these programming
languages are generally known to be Turing complete languages, such as for instance
Java and C++, considering the process state as the computational state of Turing
machine, and the possible executions of a model as the possible computations of
the Turing machine, then we can conclude that with these additions, such models
become Turing complete.

As a consequence, considering the halting problem6 [65] affecting Turing ma-
chines, it would then also affect the problem of proving regulatory compliance of
business process models including loops. Which, in turn, would make the problem
of proving compliance in general undecidable.

5We consider as decision points XOR blocks and loops, where a decision is required to be made
concerning which branch to execute, or whether to exit the loop.

6The halting problem is the problem of determining, from a description of an arbitrary computer
program and an input, whether the program will finish running or continue to run forever.
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Relation to Fairness

Given the relation between the problem of proving regulatory compliance of business
process models and computer programs, which becomes particularly clear when loops
and conditions are introduced within the process model. It is only fair to discuss
some of the related work dealing with the termination of computer programs, in
particular as the computational complexity of dealing with such more advanced
variants of the problem is related to the undecidability of halting problem.

The relation we are going to discuss is the one with the concept of fairness for
model checking verification as discussed earlier by Francez [21], which can be intu-
itively understood as the following: given two properties of comparable importance
for a problem, if a certain effort is put into the verification of one of the property,
then it is only fair that the same amount of effort is put towards the verification of
the other property. Such concept led to Cook et al. [15] to investigate the verifica-
tion of liveness properties of programs in addition to their safety properties. Others,
such as Dobrikov et al. [17] proposed implementations under fairness assumptions,
capable of verifying how fairly model checking approaches perform, with limited
overhead. Moreover, Kesten et al. [43] propose a fairness based approach based on
LTL for model checking verification, showing that the introduction of fairness allows
to close the gap with other approaches using CTL, as by using strong fairness, LTL
properties can be verified on the model being checked without having to completely
unfold the model to generate the possible states.

Adopting fairness to verify properties of models allows to do so without having
to unfold these models and explicitly verify the possible states, in particular by
adopting strong fairness, which is also referred as compassion. This requirement,
compassion, stipulates that, given two types of states, then in every computation
which verifies infinitely many of one of the types, is also required to verify infinitely
many of the other type.

Considering now the problem of verifying regulatory compliance of business pro-
cess models including loops, and assuming the existence of conditions governing
choices such as mutually exclusive paths in the model, and whether a loop should
be repeated or exited. It can be noticed that fairness based approached for model
checking can be adapted to deal with such kind of problems. In particular, if we con-
sider loops in a process model and its entering and exiting conditions as conditions
leading to two different types of states for which we require strong fairness, then
approaches verifying compliance, even by analysing the traces of the model explic-
itly, would be required to analyse an equivalent amount of states within and outside
loops, guaranteeing to consider in such a way traces that represent full executions
of the model. While this technique can prove useful to verify partial compliance
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of process models, as it requires to find a compliant trace, further analysis may be
necessary when dealing with full compliance, as in order to be classified as such,
every possible trace must be considered and verified.

4.3 Summary
Despite the added expressivity introduced by using unstructured business process
models and loops can be useful to represent real world problems more faithfully,
how such additions would affect the computational complexity of the variants of the
problem discussed in Section 3 remain for the major part an unanswered research
question.

5 Classification of Existing Approaches
In this section we consider and classify according to the variants identified in the
present chapter some of the existing approaches proposed in the literature, and
aiming to prove regulatory compliance of business process models. We organise the
approaches according to the main technique used to solve the problem of proving
regulatory compliance.

5.1 Control-Flow Based
These approaches focus on checking the execution order of the tasks in the business
process models. To do so, temporal logic is generally used to verify properties over
the execution orders of the tasks, some instances of this type of solution have been
provided by Awad et al. [4], and by Lu et al. [48]. As the properties expressed
through temporal logic formulae apply through the whole extents of the executions
of the model, and refer directly to the tasks7, then we can assign these approaches
to the variant nG- of the problem.

Other approaches based on the control-flow can use different formalisms to rep-
resent the constraints between the execution order of the tasks. One of such ap-
proaches proposed by Groefsema et al. [34], uses CTL*8 to describe the constraints
between the execution order of the tasks. As this approach allows to express con-
ditional constraint, it can then be classified as belonging to the variant nL-. Mind

7Having constraints referring directly to the tasks, in this case where temporal logic is used,
it means that some constraint over the execution order is expressed between two particular tasks.
When this is the case, the constraints refer to the labels of the tasks, which can be considered as
propositional literal.

8CTL* is a combination of computational tree logic and linear temporal logic, which allows to
combine path quantifiers and temporal operators.
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that the approach proposed by [34] adopts also some practical optimisation, as it
does reduce the space-state while preserving the information contained in the con-
current components of the model. This provides only a practical optimisation for
the problem, while the theoretical computational complexity still holds for its worst
case scenarios.

5.2 Temporal Logic Related
The approach proposed by Elgammal et al. [18] introduces a new language to repre-
sent the execution constraints between the tasks of a business process model. This
language, named Compliance Request Language, is used by [18] to define patterns
that must be followed by the executions of the model. While the language proposed
allows to compactly express these patterns, the authors shows that Linear Temporal
Logic can be used to represent the patterns. As the constraints over the executions
of the business process model are conditional, we can assign this approach to the
variant nL-.

5.3 Classical Logic Related
Considering now approaches [45, 23, 41, 35] adopting classical logic formalisms to
represent the constraints over the execution of the process model, the introduction
of logical formulae allows to represent more complex conditions and constraints.
For instance the constraint over the order execution of a task can be conditional
with respect to the execution of a set of tasks, or the combined effects of a set of
tasks must be achieved before a given deadline. Given the expressivity that can be
achieved by such approaches, then we classify as belonging to the variant nL+.

5.4 Modal Logic Related
Other approaches, such as the ones proposed by Sadiq et al. [59], and Governa-
tori [24], adopt modal logic to represent the constraints over the allowed execution
orders of the tasks of a business process model. While the inclusion of modalities
over classical logic based approaches allows to improve the expressivity of the con-
straints, the more expressive constraints are still compatible with the variant nL+
of the problem.

5.5 Practical Optimisations
Given the inherent computational complexity of the problem, several approaches
have adopted techniques allowing to reduce the search state-space of the problem to
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Problem Variant Approach
nG- Control-Flow Based [4]

Control-Flow Based [48]
nL- Control-Flow Based using CTL* [34]

Temporal Logic [18]
Practical Optimisation [53]
Practical Optimisation [8]
Practical Optimisation [60]
Practical Optimisation [20]
Practical Optimisation [39]

nL+ Classical Logic [45]
Classical Logic [23]
Classical Logic [41]
Classical Logic [35]
Modal Logic [59]
Modal Logic [24]

Table 4: Classifying Existing Approaches

limit the state explosion in concurrent processes. However, these approaches either
generate large amounts of overhead, such as for instance the one introduced by
Nakajima [53], or lose information on concurrency and the orders of local tasks due
to the linearisation of the concurrent components of the process model, as shown
in the following approaches [8, 60, 20, 39]. We classify the approaches based on
practical optimisations as belonging to the variant nL-.

5.6 Summary
We conclude this section by summarising the classification of some of the existing
approaches in Table 4.

The first thing that can be noticed is that every single approach falls into the
NP-complete computational complexity class when the goal is to prove partial com-
pliance of a business process model. Differently, if the aim is to verify whether a
model is fully compliant with the given regulations, then the logic based approaches
are in coNP-complete, while the others can be theoretically solved in polynomial
time.

The second and final observation over Table 4, concerns the distribution of the
approaches over the various variants of the problem. We would like to point out that
when global ordering constraints, as given in control-flow based approaches, then
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the problem lies in the nG- variant. Introducing conditional constraints, usually
through the adoption of temporal logics or derivates, moves the problems into the
nL- variant. Finally, when full fledged logical formalisms are used to represent the
constraints, then the problem reaches the most difficult variant discussed in this
chapter: nL+.

6 Conformance and Normative Reasoning
In this section we discuss some disciplines related to the problem of proving regula-
tory compliance of business process models. In particular we discuss conformance,
verifying whether a trace from a log is a proper execution of a given process model,
and normative reasoning, the discipline tasked with reasoning and deal with norma-
tive concepts, such as obligations and violations.

In addition to discuss the relations of these disciplines with the problem dis-
cussed in this chapter, we also discuss their computational complexity and how it
relates to the results presented in this chapter for the problem of proving regulatory
compliance.

6.1 Conformance Checking
Conformance checking, as defined by van der Aalst [69], refers to the discipline
of verifying whether the executions contained in a given event log are the proper
executions of a given process model. To put it differently, using van der Aalst words:
“The goal is to find commonalities and discrepancies between the modeled behaviour
and the observed behaviour.”

While conformance checking and compliance checking are orthogonal disciplines,
mainly related as both deal with business process models, both prove useful in
verifying the properties of models and their actual behaviour, and used together
allows to ensure the compliance of the actual behaviours of business process models
in real life scenarios. Considering a business process model used by an organisation,
its compliance can be verified by using one of the many available techniques. In
particular, if we focus on the case where full compliance is being proven for such a
model, what is verified is that every proper execution of the model is compliant with
the regulatory framework in place. However, while this is indeed a desirable property
of a business process model, as van der Aalst mentions, its not always the case that
the modelled behaviour of a business process model in an organisation, perfectly
reflects the actual observed behaviour of how such organisation performs its business.
Therefore, conformance becomes extremely important to verify whether the actual
behaviour follows the modelled one, ensuring in this way that the organisation is
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compliant with the regulations. Moreover, when discrepancies are detected, it is
desirable to realign the modelled behaviour of the organisation with the observed
one, using available techniques such as for instance process mining [70]9, in such
a way the compliance of the realigned model can be rechecked and if the actual
behaviour of the organisation keeps following the realigned model, then regulatory
compliance is assured.

Token Replay

A technique to verify conformance of traces in a given event log with respect to a
business process model is by using token replay [58]. This technique, as the name
suggests, consists of trying to replay the traces over the model. One thing to notice,
is that this technique is originally designed to verify the conformance of event logs
with workflow models based on petri nets, such as the approach proposed by [1], as
described in Chapter 4, Part 2, Section 2.2. Despite this difference, the technique
can be adapted to deal with business process models as well, especially given their
similarities as pointed out by [44].

The original technique, replaying traces over workflow models constructed using
petri nets, is based on going through the list of tasks representing the trace being
checked whether it conforms with the workflow model. The workflow is setup having
a token in its starting place, and each task in the trace is then checked to verify
whether the current state of the model allows its execution, in accordance to the state
of the tokens10. After, tokens in the precondition set are consumed and recreated
in the postcondition set of the task in the model. This is repeated for every task
composing the trace, and at the end of the analysis, every discrepancy detected, like
missing required tokens to execute a task in the order defined by the trace, as well
as remaining tokens in the model’s places, with the exception of the final place11, is
considered to determine how much deviation there is between the observed behaviour
and the expected behaviour of a model. Naturally, when the trace is a proper trace
of the model, then no discrepancies are detected.

9With the term process mining, we refer to techniques capable of distilling a business process
model fitting a given event log of traces. Such techniques can be used to construct a process model
from scratch, or to adapt existing process models to properly fit the actual observed behaviour.
While this is another relevant discipline related to business process models, we do not delve in
its details in this chapter as it is only marginally related to the problem of proving regulatory
compliance.

10As a reminder, in a Petri Net a task, also referred to as a transition, can be executed if every
place in its precondition set contains a token.

11A workflow model based on Petri Nets, is considered to be sound if it is executable without
leaving tokens within its internal places after the execution is concluded.
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Data Driven Conformance

Understanding whether an execution, composed by simple sequence of tasks, belongs
to a process model is important. Considering only the execution sequence may be in
fact not enough to properly measure conformance. The execution of business process
models involves additional factors, such as the state of the execution, in other words
the data corresponding to the execution. This is represented in the present chapter
as the process’ states and associated to the execution of the tasks of the process in
their corresponding traces.

Efforts towards this taking into account data while measuring conformance has
already been made, as for instance by De Leoni et al. [16], which adopt an approach
using A∗ to calculate the alignment12 between the trace being evaluated and the pro-
cess model, which allows to evaluate data and resources in addition to the execution
order of the tasks in a trace.

While De Leoni et al. [16] claim their approach to be sub-linear in time with
respect to the size of the log and model being evaluated, it must be considered
that being A∗ heuristic based, hence trying to optimise the search space being in-
vestigated by smartly reducing it, there is always the possibility that part of the
search space containing the optimal solution (or a solution) for the problem to be
discarded. In general, conformance verification procedures are solvable in time poly-
nomial with respect to the size of the problem, as for instance the approach proposed
by Sun and Su [64], based on solving syntactic characterisations of some subclasses
of DecSerFlow constraints13.

Conformance and Legal Requirements

In addition to data, sometimes it is necessary to verify whether the actual behaviour
of an organisation (its logs) conforms with the legal requirements in place. While
business process regulatory compliance represents a way to indirectly verify this
through its pairwise use with conformance checking, sometimes a more direct ap-
proach is desirable in particular to determine if the actual execution of instances of
the process do not violate legal requirements. In this case, we can speak of run-time
compliance (if checked while a process instance is executed) or auditing (if it is a
post-mortem analysis of the instances). Generally, run-time compliance with the le-
gal requirements can be handled with the same techniques adopted for design-time
compliance. However, there are a few differences: the first is about the data to be

12Alignment is a measure related to conformance, and it measure how close, aligned, is a given
execution with the possible executions of a given process model.

13DecSerFlow is an extensible language, which stands for: declarative service flow language. It
can be used to specify and monitor service flows, in addition to verify their conformance.
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used for the annotations. At design time, we do not know the actual value for the
data (and most approaches assume annotations expressed as propositional/boolean
variables) and those values must be instantiated by the actual value occurring in
the instances of the processes. After the data has been instantiated, the theoretical
complexity of auditing is reduced to the complexity of the underlying logic/frame-
work given that the number of states is linear and it is determined by the number
of entries in the process log (and every instance corresponds to a single trace of the
process model). For run-time compliance, the issue is whether one is interested to
check if the current instance at the then current task is compliant, in which case
the complexity is the same as the complexity of auditing (given that the problem is
reduced to the case of a single trace); alternatively, one can check if it is possible
to terminate the current instance with no violations or all possible terminations are
compliant. Clearly, both cases reduce to the situation where we have to determine
if a sub-process model is compliant; in particular the (sub-)process model obtained
by the original process model where we delete all paths not passing from the current
task, and identifying the start of the (sub-)process model with the current task.
Hence, the problem of determining if there is a compliant termination is reduced
to the case of partial compliance, and all possible termination are compliant to full
compliance.

6.2 Normative Reasoning
Finally, after having discussed the relation between business process compliance and
conformance, we discuss the further relations with the area of Normative Reasoning,
tasked about reasoning about norms and normative concepts, and how they affect
various type of environment. While many different formalisms/logics/frameworks
have been proposed for normative reasoning, ranging from various deontic logics
[22], different systems of non-monotonic reasoning [56, 40, 25], event calculus [61],
Input/Output logic [50] and various forms of expert systems and AI and Law systems
[5], the study of the complexity of legal and normative reasoning has been largely
neglected. Despite this, the complexity classes for the different approach is well
understood: modal logic [46, 36] for deontic logics, though, with almost no results
for conditional and dyadic deontic logic14; complexity of default logic, argumentation
[6] for non-monotonic reasoning, and ad hoc results for event calculus [7]. Practically,
all approaches are NP-complete or with higher computational complexity. In what
follows we briefly discuss some notable exceptions.

Some of the work dedicated to the complexity of normative reasoning concerns
14In general conditional logics received much less attention than their modal counterparts, for

some complexity results see [3].
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the investigation of the complexity of Input/Output logic [62, 63] where the com-
plexity of some I/O variants is investigated also in connection to the representation
of norms (including I/O with permissive norms; however, the work is dedicated to
the study the complexity of logics, and not to normative reasoning problems. Most
the problems (e.g., consistency, fulfilment) discussed by Sun and co-workers are not
tractable. For example, consistency is some of the basic I/O logic (simple-minded
I/O logic) is NP-complete, and fulfillment is coNP-complete, with higher complex-
ity for constrained I/O logics.

The second area of research related to computational complexity and normative
reasoning is the work on Defeasible Deontic Logic. Contrary to the work reported
above the Defeasible Deontic Logic (also known as PCL15 [31]), is computationally
feasible. [29] and [26] extended the result by [49] proving that the extensions of
Defeasible Logic with deontic operators and violation operator of [27] is still com-
putationally feasible, and the extension of a defeasible theory can be computed in
P, more specifically, the problem is linear in the size of the theory, where the size
of a theory is given by the number of rules and instances of literals in the theory.
The result was further extended to included permission and weak permissions [25].
Similarly, [33] prove that temporalising PCL, allowing for explicit deadlines, and
compensation does not increase the complexity of the logic, and the temporal ex-
tension can still be computed in time linear to the size of the theory, where, in this
case, the size depends also on the distinct instants of time explicitly appearing in
the given theory; this extends the result in [32].

[26] applied the work to the execution of business contracts, thus the performance
of a contract can be executed in linear time. Furthermore, they discussed the issue of
comparing contracts and proposed a normalisation procedure to this end. However,
they did not investigate the complexity of the normalisation problem. [33] address
this issue in the context of a temporal extension of the logic, and while they do not
give a complexity result they provide an (exponential) upper-bound. Accordingly,
they conjecture the problem to be computationally hard but argue that it might not
be a problem for real life applications since the problematic cases are typically not
very frequent and limited in the number of parameters.

In [28] the logic was used for modelling agents, in particular to the modelling
of the so called social agents, i.e., agents where there is a conflict between one of
their intention and a norm, they give an higher preference to the norm, dropping
thus the conflicting intention. However, Governatori and Rotolo shown that there
are situations where, even for social agents, adhering to the agent plan ends up in a
non-compliant situation. Accordingly, the restoring sociality problem is to identify

15Process Compliance Logic.
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a set of agent’s intentions to drop to prevent the agent’s plan to be non-compliant.
Governatori and Rotolo proved that when norms and agents are represented using
Defeasible Deontic Logic the restoring sociality problem is NP-complete. The logic
employed in [28] can be used to model business processes, after all, one can consider
a business process as the set of traces, where each trace is a sequence of task, where
the annotations corresponds to the effects of the tasks, and the states include the
preconditions of the tasks. Hence, the plan library of an agent can be understood as
business process (or a set of business processes), where the intentions and the facts
of a theory determine what are the traces/processes/sub-processes to be executed.
Accordingly, the restoring sociality problem can be seen as a special case to recovery
from non-compliance for business processes (in the nL- space).

7 Summary and Open Problems
In this chapter we focused our attention on the computational complexity of prov-
ing regulatory compliance of business process models. We first describe the vari-
ants of the problem by reusing the same classification used by Colombo Tosatto et
al. [11]. After discussing the existing computational complexity results, we moved
to discussing neighbouring areas which still require much investigation, in order to
understand the computational complexity of a broader spectrum of the variants of
the problem.

Finally, we conclude this chapter by listing the open problems identified.

7.1 Proving Partial Compliance for the Variant 1L-
This particular variant of the problem of proving regulatory compliance, identified
by Colombo Tosatto et al. [11], involves verifying whether a structured business
process model is compliant with a single conditional obligation whose parameters
are represented by using propositional literals.

While Colombo Tosatto et al. proposed a conjecture, reported in Conjecture 2,
stating that the variant 1L- should be able to be solved in time polynomial with
respect to the size of the problem, we proposed in the present paper the opposite
conjecture in Conjecture 1. However, no formal proof have been provided to show
that the conjecture is correct. Therefore, proving that either 1L- belongs to the
computational complexity class NP-c, or to the class P, remains a problem to be
solved.

Conjecture 2 (1L- is in P). We currently have no information about the computa-
tional complexity of 1L-. That is, we cannot infer its belonging to a computational
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complexity class in a similar way as for nG+, as in this case the simpler variant
(1G-) is in P.

Our conjecture is that the computational complexity of 1L- is in P. We have
proven that moving from - to +, or from 1 to n, definitely brings the complexity
into NP-c. In general, solutions tackling such variants have to explore the entire set
of possible executions in the worst case scenarios, which precludes efficient solutions.
Despite moving from G to L seems to definitely increase the complexity, we strongly
believe that it does not influence the computational complexity of the problem enough
to move it into NP-c, and polynomial solutions are still possible.

7.2 Proving Regulatory Compliance of Unstructured Process Mod-
els

While the computational complexity of proving regulatory compliance of structured
business process models has been extensively studied, the same cannot be said for
unstructured process models. Therefore, a thorough analysis of the computational
complexity for these unstructured variants of the problem is still an open problem.
Considering that unstructured process models become structurally very similar to
petri nets, investigating this similarity can be the initial step towards this analysis.

Moreover, as currently for structured process models, the variants of the problem
are identified solely on adopting different properties of the regulatory framework
being used to check regulatory compliance, identifying a set of structural properties
of the models would allow to identify additional variants of the problem on the top
of the ones already identified. The advantage in this case could be to allow a divide
and conquer approach for studying the computational complexity of the problem,
and possibly identifying simpler and harder versions of the problem.

Finally, given the relations with petri nets, correlating the structural properties
of the variants of the compliance problems involving unstructured processes with
known issues of petri nets (i.e., the undecidability of coloured Petri Nets) may be
able to provide interesting results, which can potentially benefits both problems.

7.3 The Impact of Loops

Loops can be included in the business process models to improve the expressivity of
the problem, allowing the repeated execution of tasks. Despite the obvious usefulness
of including these type of constructs in process models, how much their inclusion
increases the computational complexity of the problem in either structured and
unstructured variants has not yet been studied.

As discussed in this chapter, introducing loops in business process models brings
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them closer to complete Turing machines, which also leads to the inheritance of the
problems affecting them (i.e., undecidability due to the halting problem). Therefore,
as mentioned while discussing the open problems related to proving compliance of
unstructured processes, identifying a set of properties allowing to identify a relevant
number of variants can help in the computational complexity analysis, as well as
allowing to identify, if it exists, the line between these problem’s variants separating
the ones which can be considered complete Turing machines from the ones which
cannot.

7.4 Conformance

While only tangentially related to the problem of proving regulatory compliance of
business process models, the solutions for these problem can be used in combination
to ensure stronger properties. While the computational complexity of verifying
conformance has been shown to not be a big obstacle for the problems considered,
their scope can be definitely broadened to cover more interesting variants, such
as for instance considering the regulatory requirements provided by a regulatory
framework while conformance is being verified, where the additional challenges are
related to the data (how to ensure that the “concrete” data at run-time/auditing
correspond to the “abstract” data specified in the annotations of the tasks. In
addition, normative requirements can span across multiple instances of the process
(and multiple processes) and, in general, the instances are not synchronised.
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